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(54) Memory control device and move-in buffer control method

(57) A central processor requests for reference to da-
ta stored in a main storage for each of a plurality of
threads. A thread identification information obtaining unit
obtains thread identification information that identifies the
threads. A valid MIB detector detects the number of the
primary cache MIBs that hold requests of the cache for

reference to data stored in the mains storage, for each
thread based on the thread identification information. The
MIB controller controls to hold reference requests in the
primary cache MIBs such that the number of the primary
cache MIBs detected for each thread does not exceed a
predetermined number.
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Description

BACKGROUND OF THE INVENTION

1) Field of the Invention

[0001] The present invention relates to a memory con-
trol device and a move-in buffer control method.

2) Description of the Related Art

[0002] Conventionally, the operation speed of a central
processor is much faster than the operation speed of a
main storage, which raises a problem that when the main
storage is referred to, the operation of the central proc-
essor must wait for a long time.
[0003] In order to solve this problem, a system called
a multi-thread mechanism is used. When a central proc-
essor stops operation for a long time upon a reference
to a main storage, the multi-thread mechanism interrupts
a program currently in execution, and switches the op-
eration to another program. Three types of control sys-
tems are used for the multi-thread mechanism: systems
called an SMT (Simultaneous Multi Threading), and an
HMT (Horizontal Multi Threading) that simultaneously
operate two or more programs, and a system called a
VMT (Vertical Multi Threading) that usually operates one
program, and switches the operation of this program to
the operation of another program upon occurrence of a
waiting for a main storage.
[0004] A central processor that carries out a mul-
ti-thread operation shares an operation device, a primary
cache memory, a secondary cache memory, and
move-in buffers (hereinafter, "MIBs") for the primary
cache and the secondary cache, between threads. It is
possible to simultaneously refer to data of the secondary
cache and the main storage corresponding to the number
of MIBs installed on the central processor. In other words,
it is not possible to refer to the data in the secondary
cache and the main storage more than the number of the
MIBs that are installed on the central processor.
[0005] When one thread uses all the MIBs during a
multi-thread operation, it is not possible to refer to data
of the secondary cache and the main storage when other
threads cause a cache miss. After a cache line requested
from the MIB returns to the central processor, the cache
line is registered into the primary cache or the secondary
cache of the central processor. The MIB is released after
this registration. The release of the MIB is delayed sub-
stantially if a cache line is fetched from the main storage.
During this delay period, data of the secondary cache or
the main storage cannot be referred to from other
threads. Therefore, although multi-thread operation is
carried out, a cache miss caused by one thread stops
the operation of all the threads. Japanese Patent Appli-
cation Laid-Open No. 2002-342163 discloses a conven-
tional technique of controlling sharing and non-sharing
of a cache among threads during a multi-thread opera-

tion.
[0006] According to the conventional technique, shar-
ing and non-sharing of a cache among threads can be
controlled during a multi-thread operation. However, the
Patent Literature 1 does not disclose a conventional tech-
nique regarding an MIB to be used for the registration of
a cache line to a cache. Therefore, the problem of the
stoppage of the operation of all the threads when even
one thread causes a cache miss during a multi-thread
operation, remains unsolved.
[0007] The present invention is defined in the attached
independent claims, to which reference should now be
made.
[0008] Further, preferred features may be found in the
sub-claims appended thereto.
[0009] A memory control device according to an aspect
of the present invention includes a central processor; a
cache that controls the central processor in referring to
data stored in a main storage, and stores data stored in
the main storage and address information corresponding
to the data; and a cache buffer that holds address infor-
mation as a request of the cache for reference to data
stored in the main storage. The central processor in-
cludes a thread identification information obtaining unit
that requests for reference to data stored in the main
storage for each of a plurality of threads, and obtains
thread identification information for each of the threads;
a valid buffer detector that detects number of cache buff-
ers that hold the reference requests for each thread
based on the thread identification information; and a buff-
er controller that controls to hold the reference requests
in the cache buffers such that the number of the cache
buffers detected for each thread does not exceed a pre-
determined number.
[0010] A method of controlling a move-in buffer accord-
ing to another aspect of the present invention is executed
on a memory control device including a central proces-
sor; a cache that controls the central processor in refer-
ring to data stored in a main storage, and stores data
stored in the main storage and address information cor-
responding to the data; and a cache buffer that holds
address information as a request of the cache for refer-
ence to data stored in the main storage. The method
includes the central processor executing requesting for
reference to data stored in the main storage for each of
a plurality of threads, and obtaining thread identification
information for each of the threads; detecting number of
cache buffers that hold the reference requests for each
thread based on the thread identification information; and
controlling to hold the reference requests in the cache
buffers such that the number of the cache buffers detect-
ed for each thread does not exceed a predetermined
number.
[0011] A memory control device according to still an-
other aspect of the present invention includes a plurality
of central processors; a cache that controls the central
processors in referring to data stored in a main storage,
and stores data stored in the main storage and address
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information corresponding to the data; a cache buffer that
holds address information as a request of the cache for
reference to data stored in the main storage; a device
identification information obtaining unit that obtains de-
vice identification information of the central processors;
a valid buffer detector that detects number of cache buff-
ers that hold the reference requests for each central proc-
essor based on the device identification information; and
a buffer controller that controls to hold the reference re-
quests in the cache buffers such that the number of the
cache buffers detected for each central processor does
not exceed a predetermined number.
[0012] A method of controlling a move-in buffer accord-
ing to still another aspect of the present invention is ex-
ecuted on a memory control device including a plurality
of central processors; a cache that controls the central
processors in referring to data stored in a main storage,
and stores data stored in the main storage and address
information corresponding to the data; and a cache buffer
that holds address information as a request of the cache
for reference to data stored in the main storage. The
method includes obtaining device identification informa-
tion of the central processors; detecting number of cache
buffers that hold the reference requests for each central
processor based on the device identification information;
and controlling to hold the reference requests in the
cache buffers such that the number of the cache buffers
detected for each central processor does not exceed a
predetermined number.
[0013] The other objects, features, and advantages of
the present invention are specifically set forth in or will
become apparent from the following detailed description
of the invention when read in conjunction with the ac-
companying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014]

Fig. 1 is a functional block diagram of a configuration
of a computer system according to a first embodi-
ment of the present invention;
Fig. 2 is an explanatory diagram of an MIB control
carried out during a multi-thread operation by an MIB
controller 1041c shown in Fig. 1;
Fig. 3 is a data structure of a primary cache MIB
detected by a valid MIB detector shown in Fig. 1;
Fig. 4 is a functional block diagram of a configuration
of the valid MIB detector shown in Fig. 1;
Fig. 5 is a flowchart of an MIB control procedure dur-
ing a multi-thread operation by the MIB controller
shown in Fig. 1;
Fig. 6 is a functional block diagram of a configuration
of a computer system according to a second embod-
iment of the present invention;
Fig. 7 is a configuration diagram of a computer sys-
tem according to a third embodiment of the present
invention; and

Fig. 8 is a block diagram of a configuration of a main
unit in the computer system shown in Fig. 7.

DETAILED DESCRIPTION

[0015] Exemplary embodiments of a memory control
device and a method of controlling a move-in buffer ac-
cording to the present invention will be explained in detail
with reference to the accompanying drawings.
[0016] A first embodiment of the present invention re-
lates to application of a memory control device according
to the present invention to a computer system during a
multi-thread operation. A second embodiment relates to
application of the memory control device according to
the present invention to a multi-processor system. A third
embodiment relates to execution of a move-in buffer con-
trol program that has the same function as that of the
memory control device according to the present invention
is explained as a third embodiment.
[0017] In the first embodiment, application of a memory
control device according to the present invention to a
computer system during a multi-thread operation is ex-
plained. The first embodiment is explained in the order
of outline and main characteristics of a memory control
device, configuration of a computer system, MIB control
during a multi-thread operation, and MIB control proce-
dure during a multi-thread operation.
[0018] Outline and main characteristics of a memory
control device 103 are explained with reference to Fig.
1. Fig. 1 is a functional block diagram of a configuration
of a computer system 1 according to the first embodi-
ment.
[0019] The memory control device 103 according to
the present invention has a secondary cache 1038 that
controls a central processor 10 in referring to data stored
in a main storage 30, and stores the data of the main
storage 30 and address information corresponding to this
data, a primary cache 1034 that stores data of the sec-
ondary cache 1038 and address information correspond-
ing to this data, a secondary cache MIB 1039 that holds
a request of the secondary cache 1038 for reference to
data stored in the main storage 30, and a primary cache
MIB 1036 that holds a request of the primary cache 1034
for reference to data of the secondary cache 1038. With
this arrangement, even when one thread causes a cache
miss during a multi-thread operation, stoppage of the op-
eration of all the threads can be avoided.
[0020] The central processor 10 requests for reference
to data stored in the main storage 30 for each of the
threads. A thread identification information obtaining unit
1041 a obtains thread identification information that iden-
tifies threads. A valid MIB detector 1041 b detects the
number of primary cache MIBs 1036 that hold reference
requests, for each thread based on the thread identifica-
tion information. An MIB controller 1041c controls to hold
the reference requests in the cache buffers such that the
number of the cache buffers detected for each thread
does not exceed a predetermined number. Therefore,
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the memory control device 103 can avoid stoppage of
the operation of all the threads even when one thread
causes a cache miss during a multi-thread operation.
[0021] A configuration of the computer system 1 ac-
cording to the first embodiment is explained with refer-
ence to Fig. 1. The computer system 1 has central proc-
essors 10 and 50, a system controller 20, the main stor-
age 30, and an input/output device 40. Each of the central
processors 10 and 50 stores a result of data processing
into the main storage 30 again according to a program
stored in the main storage 30, and has a command
processing device 101, an operation device 102, and the
memory control device 103.
[0022] The command processing device 101 controls
the whole central processor 10, and reads a command
that forms a program from the main storage 30, decodes
the read command, issues a request to each device
based on the decoded command, and executes the pro-
gram. The operation device 102 reads data from the main
storage 30, and executes various kinds of operations
based on the read data. The memory control device 103
is provided between the command processing device
101, the operation device 102, and the main storage 30,
and controls the command processing device 101 and
the operation device 102 in their reference to data stored
in the main storage 30. The memory control device 103
is explained in further detail after the explanation of the
configuration of the computer system 1.
[0023] The system controller 20 controls the whole
computer system 1 that consists of the central processors
10 and 50, the main storage 30, and the input/output
device 40. The main storage 30 stores programs and
data, and includes semiconductor memories such as an
SRAM (Static Random Access Memory), and a DRAM
(Dynamic Random Access Memory).
[0024] The input/output device 40 includes an input
device such as a keyboard and a mouse that a user uses
to input requests and instructions, an external storage
such as a floppy (a registered trade name) disk and an
HDD (Hard Disk Drive) into which programs and data are
input, and an output device such as an LCD (Liquid Crys-
tal Display) and a printer that outputs data.
[0025] The memory control device 103 is explained in
detail next. The memory control device 103 has a com-
mand port 1031, a store port 1032, a fetch port 1033, the
primary cache 1034, the primary cache MIB 1036, the
secondary cache 1038, the secondary cache MIB 1039,
a prefetch port 1040, a primary cache controller 1041
and a secondary cache controller 1042.
[0026] The command port 1031 is a buffer that tempo-
rarily stores a command of a series of programs fetched
from the primary cache 1034. The store port 1032 is a
buffer that temporarily stores a store command to instruct
the writing of an operation result into the primary cache
1034, the secondary cache 1038, or the main storage
30. The fetch port 1033 is a buffer that temporarily stores
a fetch processing request read from the primary cache
1034, the secondary cache 1038, or the main storage 30.

[0027] The primary cache 1034 stores a part of data
from the secondary cache 1038, and a physical address
corresponding to the part of the data, and has an instruc-
tion cache 1034a that stores a program, and an operand
cache 1034b that stores data. The primary cache MIB
1036 is a buffer that stores a physical address of a cache
line as a reference request, at the time of achieving a
move-in of the cache line from the secondary cache 1038
that causes a cache miss, that is, at the time of referring
to data stored in the secondary cache 1038. The primary
cache MIB 1036 has an instruction cache MIB 1036a that
stores a physical address of a program, and an operand
cache MIB 1036b that stores a physical address of data.
Each of the instruction cache MIB 1036a and the operand
cache MIB 1036b has. four MIBs, for example. The pri-
mary cache 1034 cannot request the secondary cache
1038 for a move-in of data to the primary cache 1034
more than the number of MlBs in the primary cache MIB
1036.
[0028] The secondary cache 1038 stores a part of a
program or data stored in the main storage 30, and a
physical address corresponding to the part of the pro-
gram and the data. The secondary cache MIB 1039 is a
buffer that stores a physical address of a cache line as
a reference request at the time of referring to data store
in the main storage 30 when a cache miss occurs. The
secondary cache MIB 1039 has 16 MIBs, for example.
The secondary cache 1038 cannot request the main stor-
age 30 for a reference of data to the to the main storage
30 more than the number of the secondary cache MIB
1039.
[0029] The prefetch port 1040 is a buffer into which the
primary cache controller 1041 transfers a data reference
request from the main storage 30 to the secondary cache
1038 when there is no room in the primary cache MIBs
1036. The primary cache controller 1041 requests the
secondary cache MIB 1039 to prefetch data separately
from a route via the primary cache MIB 1036.
[0030] More specifically, when there is no room in the
primary cache MIBs 1036 and when a subsequent com-
mand causes a cache miss, the primary cache controller
1041 requests for a move-in from the main storage 30 to
the secondary cache using the prefetch port 1040. The
prefetch port 1040 cannot achieve a move-in to the pri-
mary cache 1034. However, when there is room in the
primary cache 1034 afterward, the primary cache con-
troller 1041 requests a move-in to the primary cache 1034
via the primary cache MIBs 1036.
[0031] In other words, when a move-in to the primary
cache 1034 cannot be achieved, the prefetch port 1040
starts a move-in to the secondary cache 1038 in advance.
With this arrangement, when the prefetch port 1040 starts
a move-in to the primary cache 1034 as soon as there is
room in the primary cache MIB 1036, the cache line al-
ready reaches the secondary cache or reaches near the
secondary cache. Therefore, the prefetch port 1040 can
shorten the time from the securing of the primary cache
MIB 1036 to the completion of the move-in.
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[0032] The primary cache controller 1041 controls the
command port 1031, the store port 1032, the fetch port
1033, the primary cache 1034, the primary cache MIB
1036, and the prefetch port 1040. The primary cache
controller 1041 has the thread identification information
obtaining unit 1041 a, the valid MIB detector 1041 b, and
the MIB controller 1041 c.
[0033] The thread identification information obtaining
unit 1041 a obtains thread identification information that
identifies the threads, and obtains thread identification
information from the command processing device 101.
The valid MIB detector 1041b detects the number of the
primary cache MIBs 1036 that hold requests of the pri-
mary cache 1036 for reference to data stored in the main
storage 30 for each thread based on the thread identifi-
cation information. The valid MIB detector 1041b is ex-
plained in detail later. The MIB controller 1041c controls
to hold reference requests in the primary cache MIBs
1036 such that the number of the primary cache MIBs
1036 detected for each thread does not exceed a prede-
termined number.
[0034] The MIB control carried out during a mul-
ti-thread operation by the MIB controller 1041c shown in
Fig. 1 is explained next with reference to Fig. 2. Fig. 2 is
an explanatory diagram of the MIB control carried out
during a multi-thread operation by the MIB controller
1041c shown in Fig. 1. As shown in the drawing, when
a command of a certain thread causes a cache miss, the
primary cache controller 1041 requests to secure the pri-
mary cache MIBs 1036. The valid MIB detector 1041b
detects the number of the primary cache MIBs 1036 that
hold reference requests for each thread based on the
thread identification information. The MIB controller
1041c controls to hold reference requests in the primary
cache MIBs 1036 such that the number of the cache buff-
ers detected for each thread does not exceed a prede-
termined number.
[0035] A data structure of the primary cache MIB 1036
that is detected by the valid MIB detector 1041b shown
in Fig. 1 is explained with reference to Fig. 3. Fig. 3 depicts
a data structure of the primary cache MIB 1036 that is
detected by the valid MIB detector 1041b shown in Fig.
1. As shown in the drawing, the primary cache MIB 1036
has a valid flag that indicates a using state of the MIB.
When the valid flag is "1", this indicates that the MIB is
being used. When the command processing device 101
executes two threads in parallel, the two threads can be
identified using thread identification information of "0"
and "1", for example. The primary cache MIB 1036 has
a physical address as a reference request item.
[0036] The valid MIB detector 1041 b takes out a valid
flag and thread identification information from the primary
cache MIB 1036, and detects the number of valid MIBs
for each thread. A configuration of the valid MIB detector
1041 b shown in Fig. 1 is explained with reference to Fig.
4. Fig. 4 is a functional block diagram of the configuration
of the valid MIB detector 1041b shown in Fig. 1. The valid
MIB detector 1041b detects whether a thread "1" occu-

pies optional three MIBs out of four MIBs, with a right half
part of the detector, and detects whether a thread "0"
occupies optional three MIBs out of the four MIBs, with
a left half part of the detector.
[0037] For example, in the right half of the detector
shown in Fig. 4, a value "0" or "1" of valid flags of the four
MISs and a value "0" or "1" of thread identification infor-
mation are input to an AND circuit at a first stage. Re-
garding a combination of three outputs out of four outputs
from the AND circuit at the first stage, the outputs from
the AND circuit at the first stage are input to an AND
circuit at a second stage. Four outputs from the AND
circuit at the second stage are input to an OR circuit.
When the output from the OR circuit is "1", this indicates
that the thread "1" is using optional three MIBs out of the
four MIBs. Similarly, in the left half of the detector shown
in the drawing, when the output from the OR circuit is "1",
this indicates that the thread "0" is using optional three
MIBs out of the four MIBs.
[0038] An MIB control procedure during a multi-thread
operation by the MIB controller 1041c shown in Fig. 1 is
explained next with reference to Fig. 5. Fig. 5 is a flow-
chart of the MIB control procedure during a multi-thread
operation by the MIB controller 1041c shown in Fig. 1.
As shown in the drawing, when any one of a load com-
mand, a store command, and a prefetch command of a
thread "0" or "1" that is input to a pipeline of the primary
cache 1034 causes a cache miss (step S501), the MIB
controller 1041c confirms with the valid MIB detector
1041 b whether the primary cache MIBs 1036 are fully
occupied (step S502).
[0039] When the primary cache MIBs 1036 are fully
occupied (Yes at step S502), the MIB controller 1041c
secures the prefetch port 1040 (step S503), and requests
for a move-in to the secondary cache 1038 (step S504).
[0040] On the other hand, when the primary cache
MIBs 1036 are not fully occupied (No at step S502), the
MIB controller 1041c confirms with the valid MIB detector
1041 b whether the number of the available entry is one
in the primary cache MIBs 1036 (step S505).
[0041] When two or more entries are available in the
primary cache MIBs 1036 (No at step S505), the MIB
controller 1041c secures the primary cache MIBs 1036
(step S507), and requests for a move-in to the primary
cache 1034 (step S508).
[0042] On the other hand, when one entry is available
in the primary cache MIBs 1036 (Yes at step S505), the
MIB controller 1041c confirms whether the same thread
occupies the MIBs (step S506).
[0043] When the same thread occupies the MIBs (Yes
at step S506), the MIB controller 1041 c secures the
prefetch port 1040 (step S503), and requests for a
move-in to the secondary cache 1038 (step S504).
[0044] On the other hand, when the same thread does
not occupy the MIBs (No at step S506), the MIB controller
1041c secures the primary cache MIBs 1036 (step S507),
and requests for a move-in to the primary cache 1034
(step S508).
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[0045] As explained above, according to the present
procedure, when the MIBs are occupied based on any
one of a load command, a store command, and a prefetch
command of a thread "0" or "1" that is input to a pipeline
of the primary cache 1034, the MIB controller 1041c pro-
hibits the securing of the primary cache MIBs 1036 ac-
cording to the command of the same thread. The MIB
controller 1041c secures the prefetch port 1040, and re-
quests for a move-in to the secondary cache 1038. There-
fore, the memory control device 103 can obtain the effect
of the prefetch while avoiding the exclusive use of the
primary cache MIBs 1036 according to the command of
the same thread.
[0046] As explained above, according to the first em-
bodiment, the central processor 10 requests for refer-
ence to data stored in the main storage for each of the
threads. The thread identification information obtaining
unit 1041a obtains thread identification information of the
threads. The valid MIB detector 1041 b detects the
number of cache buffers in which reference requests are
held for each thread based on the thread identification
information. The MIB controller 1041c controls to hold
reference requests in the cache buffers such that the
number of the cache buffers detected for each thread
does not exceed a predetermined number. Therefore,
the memory control device 103 can avoid stoppage of
the operation of all the threads even when one thread
causes a cache miss during a multi-thread operation.
[0047] Since the thread identification information ob-
taining unit 1041a obtains the thread identification infor-
mation from the command processing device 101, the
memory control device 103 can securely identify switch-
ing between threads based on the thread identification
information.
[0048] In storing a reference request into the primary
cache MIB 1036, the MIB controller 1041c controls to
add thread identification information to the reference re-
quest. Therefore, the memory control device 103 can
easily detect the number of the primary cache MIBs 1036
occupied by the reference requests of the same thread.
[0049] The cache has the secondary cache 1038 that
stores data stored in the main storage 103 and address
information corresponding to the data, and the primary
cache 1034 that stores data stored in the secondary
cache 1038 and address information corresponding to
the data. The cache buffer has the secondary cache MIBs
1039 that hold requests of the secondary cache 1038 for
reference to data stored in the main storage 103, and the
primary cache MIBs 1036 that hold requests of the pri-
mary cache 1034 for reference to data stored in the sec-
ondary cache 1038. Reference requests that are control-
led to be held in the cache buffer are controlled to be held
in the primary cache MIBs 1036. Reference requests oth-
er than the reference requests that are controlled to be
held in the cache buffer are transferred from the primary
cache 1034 to the secondary cache 1038. Therefore, the
memory control device 103 can shorten the time from
the securing of the primary cache MIBs 1036 to the com-

pletion of the move-in, by staring the move-in to the sec-
ondary cache 1038 in advance.
[0050] In a second embodiment, application of a mem-
ory control device according to the present invention to
a multi-processor system is explained. A configuration
of a computer system 2 according to the second embod-
iment is explained with reference to Fig. 6. Fig. 6 is a
functional block diagram of the configuration of the com-
puter system 2 according to the second embodiment.
Explanation of contents common to those of the config-
uration according to the first embodiment is omitted.
[0051] As shown in the drawing, the computer system
2 has central processors 11 and 51 that have CPUs 111
and 112 respectively, the system controller 20, the main
storage 30, and the input/output device 40. The central
processor 11 that is different from the central processor
according to the first embodiment is explained below.
[0052] The central processor 11 has the CPUs 111
and 112, and a memory control device 113. The CPUs
111 and 112 correspond to the central processor 10 ac-
cording to the first embodiment, and have at least a com-
mand processing device and an operation device. Con-
figurations and functions of these devices are the same
as those according to the first embodiment, and there-
fore, their explanation is omitted.
[0053] The memory control device 113 has a cache
1131, a cache MIB 1132, and a cache controller 1133.
The cache 1131 is a secondary cache or a tertiary cache
that stores a part of data stored in the main storage 30
and a physical address corresponding to the part of the
data. The cache MIB 1132 is a buffer that stores a phys-
ical address of a cache line as a reference request, at
the time of achieving a move-in of the cache line from
the main storage 30 that causes a cache miss, that is, at
the time of referring to data stored in the main storage 30.
[0054] The cache controller 1133 controls the cache
1131 and the cache MIB 1132, and has a CPU identifi-
cation information obtaining unit 1133a, a valid MIB de-
tector 1133b, and an MIB controller 1133c. The CPU
identification information obtaining unit 1133a obtains
CPU identification information and thread identification
information of the CPUs 111 and 112.
[0055] The valid MIB detector 1133b detects the
number of the cache MIBs 1132 that hold the reference
requests, for each CPU and for each thread based on
the CPU identification information and the thread identi-
fication information. The valid MIB detector 1133b has a
counter that counts number of the cache MIBs 1132 that
are being used, for each CPU or for each thread. The
valid MIB detector 1133b adds the counter of the CPU
or the thread that secures the cache MIBs 1132 when
the cache MIBs 1132 are secured. The valid MIB detector
1133b subtracts the counter of the CPU or the thread
that releases the cache MIBs 1132 when the cache MIBs
1132 are released. The number of the cache buffers that
are provided in the secondary cache or the tertiary cache
is about a few times to ten times that of cache buffers
provided in the primary cache.
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[0056] The MIB controller 1133c controls to hold the
reference requests in the cache MIBs 1132 such that the
number of the cache MIBs 1132 detected for each CPU
and for each thread does not exceed a predetermined
number.
[0057] As explained above, the memory control device
113 is shared by the CPUs 111 and 112, and controls
the CPUs 111 and 112 in making reference to data stored
in the main storage 30. Therefore, it is possible to avoid
such a situation that an exclusive use of the cache MIBs
1132 of the memory control device 113 by one of the
CPUs 111 and 112 causes a delay in the securing of the
MIBs by the other CPU 111 or 112. Therefore, the MIB
control that is the same as the MIB control carried out
during the multi-thread operation explained in the first
embodiment can be applied.
[0058] As described above, according to the second
embodiment, the central processor 11 is a multi-proces-
sor consisting of the CPUs 111 and 112. The CPUs 111
and 112 request for reference to data stored in the main
storage 30 for each of the threads. The CPU identification
information obtaining unit 1133a obtains CPU identifica-
tion information and thread identification information of
the CPUs 111 and 112. The valid MIB detector 1133b
detects the number of the cache MIBs 1132 that hold
reference requests, for each of the CPUs 111 and 112
and for each thread based on the CPU identification in-
formation and the thread identification information. The
MIB controller 1133c controls to hold the reference re-
quests in the cache MIBs 1132 such that the number of
the cache MIBs 1132 detected for each of the CPUs 111
and 112 and for each thread does not exceed a prede-
termined number. Since the central processor 11 is a
multi-processor consisting of the CPUs 111 and 112,
there is an effect that the memory control device 113 can
avoid stoppage of the operation of all the processors
when one processor causes a cache miss. During a mul-
ti-thread operation of each of the CPUs 111 and 112,
stoppage of the operation of all the threads can be avoid-
ed even when one thread causes a cache miss.
[0059] The memory control device and the move-in
buffer control method explained in the first and the sec-
ond embodiments can be realized when a computer sys-
tem such as a personal computer or a workstation exe-
cutes a program prepared in advance. In a third embod-
iment, a computer system that executes a move-in buffer
control program having the same function as that of the
memory control device explained in the first embodiment
is explained.
[0060] Fig. 7 is a configuration diagram of the computer
system according to the third embodiment. Fig. 8 is a
block diagram of a configuration of a main unit in the
computer system shown in Fig. 7. As shown in Fig. 7, a
computer system 200 according to the third embodiment
has a main unit 201, a display 202 that displays informa-
tion such as an image on a display screen 202a according
to an instruction from the main unit 201, a keyboard 203
from which various kinds of information are input to the

computer system 200, and a mouse 204 that is used to
specify an optional position on the display screen 202a
of the display 202.
[0061] As shown in Fig. 8, the main unit 201 of the
computer system 200 has a CPU 221, a RAM 222, a
ROM 223, a hard disk drive (HDD) 224, a CD-ROM drive
225 that accommodates a CD-ROM 209, an FD drive
226 that accommodates a flexible disk (FD) 208, an I/O
interface 227 that connects the main unit 201 with the
display 202, the keyboard 203, and the mouse 204, and
a LAN interface 228 that connects the main unit 201 with
a local area network or a wide area network (LAN/WAN)
206.
[0062] The computer system 200 is connected with a
modem 205 that is connected to a public line 207 such
as the Internet, and is connected with another computer
system (PC) 211, a server 212, and a printer 213 via the
LAN interface 228 and the LAN/WAN 206.
[0063] The computer system 200 realizes a memory
control device by reading and executing a move-in buffer
control program that is recorded on a predetermined re-
cording medium. The predetermined recording medium
covers all recording mediums that record thereon the
move-in buffer control program that is readable by the
computer system 200, including "portable physical me-
diums" such as the flexible disk (FD) 208, the CD-ROM
209, an MO disk, a DVD disk, a magneto optical disk,
and an IC card, "fixed physical mediums" such as the
hard disk drive (HDD) 224, the RAM 222, and the ROM
223 that are provided inside and outside the computer
system 200, and "communication mediums" that hold a
program for a short period of time at the time of transmit-
ting the program, such as the public line 207 connected
via the modem 205, and the LAN/WAN 206 connected
to another computer system 211 and the server 212.
[0064] In other words, the move-in buffer control pro-
gram is recorded onto the recording mediums such as
the "portable physical mediums", the "fixed physical me-
diums", and the "communication mediums" such that the
program can be read by the computer. The computer
system 200 reads the move-in buffer control program
from these recording mediums, and executes the pro-
gram, thereby realizing the memory control device and
the move-in buffer control method. The computer system
200 is not the only unit that executes the move-in buffer
control program. The present invention can be also ap-
plied to cases when another computer system 211 or the
server 212 executes the move-in buffer control program,
or the system and the server cooperate to execute the
move-in buffer control program.
[0065] According to the present invention, a central
processor requests for reference to data of a main stor-
age for each of a plurality of threads, obtains thread iden-
tification information of the threads, detects the number
of cache buffers in which reference requests are held for
each thread based on the thread identification informa-
tion, and holds the reference requests in the cache buff-
ers such that the number of the cache buffers detected
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for each thread does not exceed a predetermined
number. Therefore, there is an effect that the memory
control device can avoid stoppage of the operation of all
the threads even when one thread causes a cache miss
during a multi-thread operation.
[0066] According to the present invention, since the
central processor obtains thread identification informa-
tion, there is an effect that the memory control device
securely identifies switching of the threads based on the
thread identification information.
[0067] According to the present invention, in storing
reference requests into the cache buffers, thread identi-
fication information is added to each reference request.
Therefore, there is an effect that the memory control de-
vice can easily detect the number of cache buffers occu-
pied by the reference requests of the same thread.
[0068] According to the present invention, a cache has
a secondary cache that stores data of a main storage
and address information corresponding to the data, and
a primary cache that stores data of the secondary cache
and address information corresponding to the data. A
cache buffer has a secondary cache buffer that holds a
request of the secondary cache for reference to the data
stored in the main storage, and a primary cache buffer
that holds a request of the primary cache for reference
to the data of the secondary cache. A reference request
that is controlled to be held in the cache buffer is control-
led to be held in the primary cache buffer. A reference
request other than the reference request that is controlled
to be held in the cache buffer is transferred from the pri-
mary cache to the secondary cache. Therefore, there is
an effect that the memory control device can shorten the
time from a securing of a primary cache MIB to a com-
pletion of move-in, by starting the move-in to the second-
ary cache in advance.
[0069] According to the present invention, the central
processor is a multi-processor consisting of a plurality of
processors. The processor requests for reference to data
stored in the main storage for each of the threads, obtains
processor identification information and thread identifi-
cation information of processors, detects the number of
cache buffers in which reference requests are held based
on the processor identification information and the thread
identification information for each processor and for each
thread, and holds reference requests in the cache buffers
such that the number of the cache buffers detected for
each processor and for each thread does not exceed a
predetermined number. Since the central processor is a
multi-processor consisting of a plurality of processors,
there is an effect that the memory control device can
avoid stoppage of the operation of all the processors
when one processor causes a cache miss, and also that
during a multi-thread operation of each processor, stop-
page of the operation of all the threads can be avoided
even when one thread causes a cache miss.
[0070] Although the invention has been described with
respect to a specific embodiment for a complete and clear
disclosure, the appended claims are not to be thus limited

but are to be construed as embodying all modifications
and alternative constructions that may occur to one
skilled in the art which fairly fall within the basic teaching
herein set forth.

Claims

1. A memory control device comprising:

a central processor;
a cache that controls the central processor in
referring to data stored in a main storage, and
stores data stored in the main storage and ad-
dress information corresponding to the data;
and
a cache buffer that holds address information
as a request of the cache for reference to data
stored in the main storage, wherein
the central processor includes

a thread identification information obtaining
unit that requests for reference to data
stored in the main storage for each of a plu-
rality of threads, and obtains thread identi-
fication information for each of the threads;
a valid buffer detector that detects number
of cache buffers that hold the reference re-
quests for each thread based on the thread
identification information; and
a buffer controller that controls to hold the
reference requests in the cache buffers
such that the number of the cache buffers
detected for each thread does not exceed
a predetermined number.

2. The memory control device according to claim 1,
wherein the thread identification information obtain-
ing unit obtains the thread identification information
from the central processor.

3. The memory control device according to claim 1,
wherein the buffer controller controls to add the
thread identification information to the reference re-
quests when storing the reference requests into the
cache buffers.

4. The memory control device according to claim 1,
wherein
the cache has a secondary cache that stores data
stored in the main storage and address information
corresponding to the data, and a primary cache that
stores data of the secondary cache and address in-
formation corresponding to the data,
the cache buffer has a secondary cache buffer that
holds requests of the secondary cache for reference
to data stored in the main storage, and a primary
cache buffer that holds requests of the primary cache
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for reference to data of the secondary cache,
the memory control device has a reference request
transfer port as a buffer that transfers the reference
request from the primary cache to the secondary
cache, and
the buffer controller controls to hold reference re-
quests that are controlled to be held in the cache
buffer in the primary cache buffer, and transfers the
reference requests other than the reference re-
quests that are controlled to be held in the cache
buffer, from the primary cache to the secondary
cache using the reference request transfer port.

5. The memory control device according to claim 1,
wherein
the central processor is a multi-processor consisting
of a plurality of processors,
 the processor requests for reference to data stored
in the main storage for each of the threads,
the thread identification information obtaining unit
obtains processor identification information and
thread identification information of the processors,
the valid buffer detector detects number of cache
buffers that hold the reference requests for each
processor and for each thread based on the proces-
sor identification information and thread identifica-
tion information, and the buffer controller holds the
reference requests in the cache buffers such that the
number of the cache buffers detected for each proc-
essor and for each thread does not exceed a prede-
termined number.

6. A method of controlling a move-in buffer, the method
being executed on a memory control device includ-
ing a central processor; a cache that controls the
central processor in referring to data stored in a main
storage, and stores data stored in the main storage
and address information corresponding to the data;
and a cache buffer that holds address information
as a request of the cache for reference to data stored
in the main storage, comprising:

the central processor executing

requesting for reference to data stored in
the main storage for each of a plurality of
threads, and obtaining thread identification
information for each of the threads;
detecting number of cache buffers that hold
the reference requests for each thread
based on the thread identification informa-
tion; and
controlling to hold the reference requests in
the cache buffers such that the number of
the cache buffers detected for each thread
does not exceed a predetermined number.

7. The method according to claim 6, wherein the ob-

taining the thread identification information includes
obtaining the thread identification information from
the central processor.

8. The method according to claim 6, wherein the con-
trolling includes controlling to add the thread identi-
fication information to the reference requests when
storing the reference requests into the cache buffers.

9. The method according to claim 6, wherein
the cache has a secondary cache that stores data
stored in the main storage and address information
corresponding to the data, and a primary cache that
stores data of the secondary cache and address in-
formation corresponding to the data,
the cache buffer has a secondary cache buffer that
holds requests of the secondary cache for reference
to data stored in the main storage, and a primary
cache buffer that holds requests of the primary cache
for reference to data of the secondary cache,
the method further comprising holding a reference
request transfer port as a buffer that transfers the
reference request from the primary cache to the sec-
ondary cache, and
the controlling includes controlling to hold reference
requests that are controlled to be held in the cache
buffer in the primary cache buffer, and transfers the
reference requests other than the reference re-
quests that are controlled to be held in the cache
buffer, from the primary cache to the secondary
cache using the reference request transfer port.

10. The method according to claim 6, wherein
the central processor is a multi-processor consisting
of a plurality of processors,
the processor requests for reference to data stored
in the main storage for each of the threads,
the obtaining includes obtaining processor identifi-
cation information and thread identification informa-
tion of the processors, the detecting includes detect-
ing number of cache buffers that hold the reference
requests for each processor and for each thread
based on the processor identification information
and thread identification information, and the con-
trolling includes holding the reference requests in
the cache buffers such that the number of the cache
buffers detected for each processor and for each
thread does not exceed a predetermined number.

11. A memory control device comprising:

a plurality of central processors;
a cache that controls the central processors in
referring to data stored in a main storage, and
stores data stored in the main storage and ad-
dress information corresponding to the data;
a cache buffer that holds address information
as a request of the cache for reference to data

15 16 



EP 1 622 027 A2

10

5

10

15

20

25

30

35

40

45

50

55

stored in the main storage;
a device identification information obtaining unit
that obtains device identification information of
the central processors;
a valid buffer detector that detects number of
cache buffers that hold the reference requests
for each central processor based on the device
identification information; and
a buffer controller that controls to hold the ref-
erence requests in the cache buffers such that
the number of the cache buffers detected for
each central processor does not exceed a pre-
determined number.

12. A method of controlling a move-in buffer, the method
being executed on a memory control device includ-
ing a plurality of central processors; a cache that
controls the central processors in referring to data
stored in a main storage, and stores data stored in
the main storage and address information corre-
sponding to the data; and a cache buffer that holds
address information as a request of the cache for
reference to data stored in the main storage, com-
prising:

obtaining device identification information of the
central processors;
detecting number of cache buffers that hold the
reference requests for each central processor
based on the device identification information;
and
controlling to hold the reference requests in the
cache buffers such that the number of the cache
buffers detected for each central processor does
not exceed a predetermined number.
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