EP 2 608 012 A2

Patent Office

Sy @1y EP 2608012 A2

(1 9) ’ e Hllm”‘ ‘"H Hll‘ Hll‘ ‘l“l ‘l |H Hll‘ |H|‘ Hll‘ |H‘| ‘l“l |‘H| ‘l“l Hll‘
Patentamt
0 European

(12) EUROPEAN PATENT APPLICATION
(43) Date of publication: (51) IntCl.:
26.06.2013 Bulletin 2013/26 GOG6F 3/06 (2006.01)

(21) Application number: 12195635.3

(22) Date of filing: 05.12.2012

(84) Designated Contracting States: (71) Applicant: FUJITSU LIMITED
AL AT BE BG CH CY CZDE DK EE ES FI FR GB Kawasaki-shi,
GRHRHUIEISITLILT LULV MC MK MT NL NO Kanagawa 211-8588 (JP)
PL PT RO RS SE SI SK SM TR
Designated Extension States: (72) Inventor: Mizumaki, Masayoshi
BA ME Ishikawa, 929-1192 (JP)
(30) Priority: 19.12.2011 JP 2011277303 (74) Representative: HOFFMANN EITLE
Patent- und Rechtsanwiilte
Arabellastrasse 4
81925 Miinchen (DE)

(54) Storage apparatus and command execution control method

(67) A determination unit determines the type of a
command received via a communication interface. A
counting unit counts, among commands received via the
communication interface, the number of commands cur-
rently being executed. A control unit performs, when the
number of commands currently being executed is less
than or equal to a limit value corresponding to the type

2 NETWORK
of acommand received via the communication interface, 6 COMPUTER
. . SWITCH
data access to a memory device according to the re- 3 ‘

n

COMMAND (WRITE
COMMAND

' 4 COMPUTER
,

S

.

N

FIG. 1

(&

ceived command. In addition, the control unit prevents
the data access according to the received command
when the number of commands currently being executed

o 9
SE)

COMMAND (NON-

COPY COMMAND) 1

1-2
exceeds the limit value corresponding to the type of the st
. COMMUNICATION
received command. INTERFACE ‘ 13
1-3b MANAGING UNIT

l [ 1-3d
CONTROL x
UNIT

DETERMINATION ’ 1-3a
UNIT
MEMORY UNIT

130 TYPE LIMIT

COUNTING UNIT VALUE
NUMBER OF COPY COMMAND 1024
COMMANDS BEING | 800 NON-COPY 768

XECUTED COMMAND

STORAGE
APPARATUS

Printed by Jouve, 75001 PARIS (FR)



10

15

20

25

30

35

40

45

50

55

EP 2 608 012 A2
Description
FIELD

[0001] The embodiments discussed herein are related to a storage apparatus and a command execution control
method.

BACKGROUND

[0002] A storage apparatus, such as a Redundant Arrays of Inexpensive Disks (RAID) apparatus, includes for example
a channel adapter (CA) as a communication interface connected to a host computer. The CA is connected to a host bus
adapter (HBA) of the host computer via, for example, a channel switch. The host computer communicates with the CA
by the HBA to gain access to data stored in the storage apparatus. The CA of the storage apparatus may be used for
not only communication with the host computer but also communication with another storage apparatus. For example,
a flexible data replication mechanism for replicating data between storage cells has been proposed.

[0003] U.S. Patent Application Publication No. 2003/0187945

[0004] However, in the case where a single CA is used for both types of access operations, i.e., access operations
made by the host computer to the storage apparatus and access operations performed with another storage apparatus,
if access operations of one type increase in number, access operations of the other type are slowed. For example, it is
sometimes the case that data written to a storage apparatus by a host computer is copied to a different storage apparatus
in order to improve the reliability of the data. In this case, if many access operations are made by the host computer to
the copy destination storage apparatus, copy processes between the storage apparatuses are suspended. Subsequently,
completion of a write command issued from the host computer to the copy source storage apparatus is also delayed,
which reduces the overall performance of the system. Thus, in the case of using a single communication interface of a
storage apparatus for multiple purposes, an increase in data access in one use application may reduce data access
efficiency in another use application. If a reduction in the data access efficiency due to such a dependency relationship
takes place randomly, the overall processing efficiency of the system decreases.

SUMMARY

[0005] An object is to provide a storage apparatus, a command execution control method, and a program capable of
preventing a reduction in processing efficiency caused by an increase in processes of a process type.

[0006] According to one aspect, there is provided a storage apparatus including a memory device; a communication
interface for receiving a command instructing data access to the memory device; a determination unit for determining
the type of the command received via the communication interface; a counting unit for counting the number of commands
currently being executed among commands received via the communication interface; and a control unit for carrying
out control to perform, when the number of commands currently being executed is less than or equal to a limit value
corresponding to the type of a command newly received via the communication interface, data access to the memory
device according to the newly received command, and prevent the data access according to the received command
when the number of commands currently being executed exceeds the limit value corresponding to the type of the received
command.

BRIEF DESCRIPTION OF DRAWINGS
[0007]

FIG. 1 illustrates an example of a functional configuration of an apparatus according to a first embodiment;

FIG. 2 illustrates an example of a system configuration according to a second embodiment;

FIG. 3 illustrates an example of hardware configurations of storage apparatuses used in the second embodiment;
FIG. 4 illustrates an example of a command flow control condition according to the second embodiment;

FIG. 5 illustrates the status of command limit implementation in an RA-destination storage apparatus according to
the second embodiment;

FIG. 6 illustrates an example of a data format of a command;

FIG. 7 illustrates an example of a command management table;

FIG. 8 is a flowchart illustrating a procedure of a command execution process according to the second embodiment;
FIG. 9 illustrates an example of a command flow control condition according to a third embodiment;

FIG. 10 illustrates an example of a session management table according to the third embodiment;

FIG. 11 is a flowchart illustrating a procedure of a command execution process according to the third embodiment;
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FIG. 12 illustrates an example of a command flow control condition according to a fourth embodiment;

FIG. 13 illustrates an example of a command management table according to the fourth embodiment;

FIG. 14 is a flowchart illustrating a procedure of a command management table update process according to the
fourth embodiment;

FIG. 15 is a flowchart illustrating an example of a procedure of a command execution process according to the
fourth embodiment;

FIG. 16 illustrates an example of a command flow control condition according to a fifth embodiment;

FIG. 17 illustrates an example of an RA-source command management table;

FIG. 18 illustrates an example of an RA-destination command management table;

FIG. 19 is a sequence diagram illustrating an example of an information exchange procedure between storage
apparatuses;

FIG. 20 is a flowchart illustrating an example of a procedure of a command execution condition notifying process
in an RA source;

FIG. 21 illustrates an example of a procedure of a command execution process in an RA-source storage apparatus
according to the fifth embodiment;

FIG. 22 illustrates an example of a procedure of a command limit value determining process in an RA destination;
FIG. 23 illustrates an example of a command flow control condition according to a sixth embodiment;

FIG. 24 illustrates an example of an RA-source command management table according to the sixth embodiment;

FIG. 25 illustrates an example of an RA-destination command management table according to the sixth embodiment;
FIG. 26 is a flowchart illustrating an example of a procedure of an RA-source command execution process according
to the sixth embodiment;

FIG. 27 is a flowchart illustrating an example of a procedure of a command execution condition notifying process
in the RA source according to the sixth embodiment;

FIG. 28 is a flowchart illustrating a procedure of a command limit value determining process in the RA destination
according to the sixth embodiment; and

FIG. 29 is a flowchart illustrating an example of a procedure of an application technology determining process.

DESCRIPTION OF EMBODIMENTS

[0008] Several embodiments will be described below with reference to the accompanying drawings, wherein like
reference numerals refer to like elements throughout. Note that two or more of the embodiments below may be combined
for implementation in such a way that no contradiction arises.

(a) First Embodiment

[0009] A first embodiment is related to command flow control for commands input to a communication interface using
limit values varying among types each indicating a command use. Each of the limit values is a threshold indicating the
number of commands currently being executed at which point the execution of a corresponding type of commands is
prevented. For example, a higher limit value is set for a type of commands corresponding to a use having a greater
influence on reducing the overall processing efficiency of the system. With this, even when the number of commands
corresponding to a use having a less influence on reducing the overall processing efficiency of the system increases,
the execution of the commands is preferentially prevented. Accordingly, this prevents a reduction in the processing
efficiency of commands corresponding to a use having a great influence on reducing the overall processing efficiency
of the system.

[0010] FIG. 1 illustrates an example of a functional configuration of an apparatus according to the first embodiment.
A storage apparatus 1 is connected to a storage apparatus 5 and a computer 6 via a switch 3 on a network 2. According
to the example of FIG. 1, the storage apparatus 5 is installed distant from the storage apparatus 1. The computer 6 is
connected to the storage apparatus 1 via only the switch 3. To the storage apparatus 5, a computer 4 is connected. For
example, when data writing is performed with respect to a predetermined storage area of the storage apparatus 5
according to a command 7 (type: write command) for data writing, issued from the computer 4, the storage apparatus
5 performs a process of redundantly storing the written data. For example, the storage apparatus 5 outputs a command
8 (type: copy command) for copying the written data to a memory device 1-1 of the storage apparatus 1. In this case,
the command 7 is a trigger of the output of the copy command from the storage apparatus 5. For example, in order to
gain access to the memory device 1-1 of the storage apparatus 1, the computer 6 outputs a different type of command
9 (type: non-copy command) from the command 8 output from the storage apparatus 5.

[0011] The storage apparatus 1 includes the memory device 1-1, a communication interface 1-2, and a managing unit
1-3. The communication interface 1-2 receives commands indicating data access to the memory device 1-1. Note that
the commands input to the communication interface 1-2 are of multiple types. The managing unit 1-3 includes a memory
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unit 1-3a, a determination unit 1-3b, a counting unit 1-3c, and a control unit 1-3d. The storage unit 1-3a stores, for
example, limit values for individual command types. Each of the limit values is a threshold for the number of commands
currently being executed, used to determine whether to execute a command of a corresponding type. As the memory
unit 1-3a, for example, a memory provided in the managing unit 1-3 is used. The determination unit 1-3b determines
the type of acommand received via the communication interface 1-2. For example, the determination unit 1-3b determines
whether the received command is a copy command issued from the storage apparatus 5 and instructing data copy or
anon-copy command which is a command other than a copy command. The counting unit 1-3c counts, among commands
received via the communication interface 1-2, the number of commands currently being executed. For example, the
counting unit 1-3cincrements a counter indicating the number of commands currently being executed each time receiving
a command via the communication interface 1-2, and decrements the counter each time transmitting a response to a
received command. The control unit 1-3d refers to the memory unit 1-3a to determine whether the number of commands
currently being executed is less than or equal to a limit value corresponding to the type of a command received via the
communication interface 1-2. Subsequently, if the number of commands currently being executed is less than or equal
to the limit value, the control unit 1-3d performs data access to the memory device 1-1 according to the received command.
On the other hand, if the number of commands currently being executed exceeds the limit value corresponding to the
type of the received command, the control unit 1-3d prevents data access according to the command. For example, in
the case of performing data access according to the command, the control unit 1-3d returns a response for the command
after the completion of the access. On the other hand, in the case of preventing data access according to the command,
the control unit 1-3d returns a response indicating inaccessibility after determining to prevent the data access.

[0012] In such a system, assume here that "1024" is set as a limit value corresponding to copy commands and "768"
is set as a limit value corresponding to non-copy commands in the memory unit 1-3a. Assume further that the computer
4 outputs the data writing command 7 and data writing corresponding to the command 7 is then performed in the storage
apparatus 5. In this case, the command 8 instructing copying of the written data is transmitted from the storage apparatus
5 to the storage apparatus 1. The command 8 is received by the communication interface 1-2 of the storage apparatus
1. Subsequently, the determination unit 1-3b of the managing unit 1-3 determines that the type of the received command
8 is a copy command. In addition, due to the command reception, the counting unit 1-3c increments the number of
commands currently being executed. Assume here that the number of commands currently being executed has reached
"800". The control unit 1-3d compares the limit value corresponding to the type "copy command" of the received command
8, "1024", and the number of commands currently being executed, "800". In this example, the number of commands
currently being executed is less than or equal to the limit value. Accordingly, the control unit 1-3d writes data to the
memory device 1-1 according to the received command 8. When the writing is completed, the control unit 1-3d transmits
a completion response to the storage apparatus 5. Subsequently, the counting unit 1-3c decrements the number of
commands currently being executed.

[0013] Assume further that the command 9 instructing data writing to the memory device 1-1 is transmitted from the
computer 6 to the storage apparatus 1. The type of the command 9 is a non-copy command, which is a command other
than a copy command. The command 9 is received by the communication interface 1-2 of the storage apparatus 1.
Subsequently, the determination unit 1-3b of the managing unit 1-3 determines that the type of the received command
9 is a non-copy command. In addition, due to the command reception, the counting unit 1-3¢ increments the number of
commands currently being executed. Assume here that the number of commands currently being executed has reached
"800". The control unit 1-3d compares the limit value corresponding to the type "non-copy command" of the received
command 9, "768", and the number of commands currently being executed, "800". In this example, the number of
commands currently being executed exceeds the limit value. Accordingly, the control unit 1-3d prevents the execution
of the command 9. For example, the control unit 1-3d does not perform data access according to the command 9 and
transmits a response indicating that the command cannot be executed (hereinafter referred to as the "command inex-
ecutability")to the computer 6. Subsequently, the counting unit 1-3c decrements the number of commands currently
being executed.

[0014] As described above, in the storage apparatus 1, a different limit value according to the type of a command is
applied to determine whether to execute a received command. This prevents a reduction in the overall processing
efficiency of the system in the case where the communication interface 1-2 is used for multiple applications.

[0015] Forexample, in FIG. 1, the storage apparatus 5 is installed distant from the storage apparatus 1, however, the
computer 6 is installed close to the storage apparatus 1. In this case, the communication between the storage apparatuses
1 and 5 requires more time compared to the communication between the storage apparatus 1 and the computer 6. Here,
let us consider the case in which the technology of the first embodiment is not applied and the same limit value is used
for all the types of commands. In this case, when the number of commands currently being executed exceeds the limit
value, the storage apparatus 1 is able to execute neither a command issued from the storage apparatus 5 nor a command
issued from the computer 6. Since being located close to the storage apparatus 1, the computer 6 quickly receives a
response indicating command inexecutability and, therefore, is able to retransmit the command. On the other hand, the
storage apparatus 5 takes longer time to receive the response indicating command inexecutability than the computer 6
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and, therefore, gets behind in command retransmission. Furthermore, the command retransmitted from the storage
apparatus 5 takes longer time to reach the storage apparatus 1 compared to the command transmitted from the computer
6. As a result, in the storage apparatus 1, the command transmitted from the computer 6 is executed first, and the
execution of the copy command issued from the storage apparatus 5 is suspended. If the copy command issued from
the storage apparatus 5 is not completed, a write command which is the trigger of the output of the copy command is
also not completed. Accordingly, the computer 4 is also subject to a processing delay. Let us consider, on the other
hand, the case in which the technology of the first embodiment is applied and, for example, the limit value for copy
commands is set higher than the limit value for non-copy commands. In this case, if the number of commands currently
being executed in the storage apparatus 1 progressively increases, execution of a non-copy command output from the
computer 6 is prevented before a copy command becomes inexecutable. For example, in the example of FIG. 1, only
copy commands issued from the storage apparatus 5 are executed after the number of commands currently being
executed exceeds 768. This allows efficient processing of copy commands issued from the storage apparatus 5, which
is at a disadvantage because of the delay time for command transmission. As a result, it is possible to prevent the
increase in the number of commands issued from the computer 6 to the storage apparatus 1 from having an adverse
effect on the computer 4.

[0016] Note that the determination unit 1-3b, the counting unit 1-3c, and the control unit 1-3d may be implemented by
a central processing unit (CPU) of the storage apparatus 1. For example, a CPU provided inside the managing unit 1-3
executes a program stored in a memory, such as a random access memory (RAM), of the managing unit 1-3, to thereby
implement the determination unit 1-3b, the counting unit 1-3c, and the control unit 1-3d. In addition, the memory unit
1-3a may be implemented by a RAM, a hard disk drive (HDD), or the like, included in the storage apparatus 1. Note
that, in FIG. 1, each line connecting the individual components represents a part of communication paths, and commu-
nication paths other than those illustrated in FIG. 1 are also configurable.

(b) Second Embodiment

[0017] Next described is a second embodiment. The second embodiment is related to achieving efficient data copy
between storage apparatuses by setting a limit value for the number of host commands issued from a host computer
and requesting access to data in a storage apparatus.

[0018] FIG. 2illustrates an example of a system configuration according to the second embodiment. Switches 11 and
12 are connected to each other via a network 10. The switches 11 and 12 are, for example, fiber channel switches. To
the switch 11, a host computer 21 and a storage apparatus 100 are connected. To the switch 12, a host computer 22
and a storage apparatus 200 are connected.

[0019] Forexample, the host computer 21 and the storage apparatus 100 are installed in the same facility. Accordingly,
access from the host computer 21 to the storage apparatus 100 for data writing or data reading is achieved with less
delay time. In addition, the host computer 22 and the storage apparatus 200 are installed in the same facility. Accordingly,
access from the host computer 22 to the storage apparatus 200 for data writing or data reading is achieved with less
delay time. The facility in which the host computer 21 and the storage apparatus 100 are installed and the facility in
which the host computer 22 and the storage apparatus 200 are installed are geographically separated. Therefore, for
example, data copy from the storage apparatus 100 to the storage apparatus 200 requires more time compared to
access from the host computer 22 to the storage apparatus 200. In such a condition, if a large amount of access takes
place from the host computer 22 to the storage apparatus 200, the data copy from the storage apparatus 100 to the
storage apparatus 200 may be stopped. In view of this, the second embodiment adopts, as a criterion for determining
whether to execute a host command, a stricter criterion than one used for determining whether to execute a copy
command. This prevents a reduction in the processing efficiency of the data copy from the storage apparatus 100 to the
storage apparatus 200. Note that access from the storage apparatus 100 to the storage apparatus 200 for data copy is
referred to as remote access (RA). In addition, a command issued from a host computer to a storage apparatus and
instructing dataaccessis referred to as a host command. A command used for data copy between the storage apparatuses
100 and 200 is referred to as a copy command.

[0020] FIG.3illustrates an example of hardware configurations of storage apparatuses used in the second embodiment.
The storage apparatus 100 includes multiple HDDs 111, 112, and ..., multiple communication interfaces (I/Fs) 121, 122,
and ..., and a controller module (CM) 130. The HDDs 111, 112, and ... are an example of the memory device. Note that,
for the storage apparatus 100, solid-state drives (SSDs) may be used in place of the HDDs 111, 112, and .... The multiple
communication I/Fs 121, 122, and ... are CAs used to communicate with the host computer 21. Note that the commu-
nication I/Fs 121, 122, and ... may also be used to communicate with the storage apparatus 200. In addition, the com-
munication I/Fs 121,122, and ... may also be used for both communication with the host computer 21 and communication
with the storage apparatus 200. Hereinafter, a communication I/F used only for communication with a host computer
(host connection) is referred to as the "CA port". On the other hand, a communication I/F used for both communication
with a host computer and data copy performed with another storage apparatus is referred to as the "CARA port". The
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CM 130 is a built-in computer of the storage apparatus 100 and manages resources, such as HDDs, of the storage
apparatus 100. For example, to the CM 130, the HDDs 111, 112, and ... are connected. The CM 130 manages resources
(memory functions) provided by the connected HDDs 111, 112, and .... The CM 130 is able to generate a RAID group
by combining multiple HDDs under its control and logically use the generated RAID group as a single volume.

[0021] The CM 130 includes a CPU 131, a memory 132, a cache memory 133, and multiple device adapters (DAs)
134, 135, and .... Individual components of the CM 130 are connected to each other by an internal bus 139. The CPU
131 exercises overall control over the CM 130. For example, the CPU 131 controls the number of commands input from
the individual communication I/Fs 121, 122, and .... Note that the CM 130 may include multiple CPUs. In that case, the
multiple CPUs exercise overall control over the CM 130 in cooperation with each other. The memory 132 stores various
types of information used for control exerted by the CM 130. The memory 132 also stores programs in which processes
to be executed by the CPU 131 are described. A nonvolatile memory, such as a flash memory, may be used as the
memory 132. The cache memory 133 is a memory for temporarily storing data input and output to and from the HDDs
111, 112, and .... The DAs 134, 135, and ... are respectively connected to the HDDs 111, 112, and ..., and input and
output data to and from the HDD connected thereto.

[0022] The storage apparatus 200 includes multiple HDDs 211, 212, and ..., multiple communication I/Fs 221, 222,
and ..., and a CM 230. The CM 230 includes a CPU 231, a memory 232, a cache memory 233, and multiple DAs 234,
235, and .... Individual components of the CM 230 are connected to each other by an internal bus 239. Each of the
individual components of the storage apparatus 200 has the same function as a component with the same name of the
storage apparatus 100. Note that the CM 230 of the storage apparatus 200 is an example of the managing unit 1-3 of
FIG. 1. Thatis, the functions of the memory unit 1-3a, the determination unit 1-3b, the counting unit 1-3c, and the control
unit 1-3d of the first embodiment are implemented by the CM 230.

[0023] Using the above-described hardware configurations, it is possible to implement the processing functions of the
second embodiment. Note that the storage apparatus 1 of the first embodiment may also be implemented using the
same hardware as that of the storage apparatuses 100 and 200 illustrated in FIG. 3. Note that, in FIG. 3, each line
connecting the individual components represents a part of communication paths, and communication paths other than
those illustrated in FIG. 3 are also configurable.

[0024] Next described is a limit on the number of commands according to the second embodiment. FIG. 4 illustrates
an example of a command flow control condition according to the second embodiment. The storage apparatus 100
includes a CARA port 151 and a CA port 152. The CARA port 151 is a communication port implemented, for example,
by the communication I/F 121 of FIG. 3. In addition, the storage apparatus 100 includes multiple volumes 141, 142, and
143. The volumes 141, 142, and 143 are, for example, logical volumes provided in a RAID group. Alternatively, each of
the volumes 141, 142, and 143 may be a single HDD. The storage apparatus 200 includes a CARA port 251 and a CA
port 252. The CARA port 251 is a communication port implemented, for example, by the communication I/F 221 of FIG.
3. In addition, the storage apparatus 200 includes multiple volumes 241, 242, and 243. The volumes 241, 242, and 243
are, for example, logical volumes provided in a RAID group. Alternatively, each of the volumes 241, 242, and 243 may
be a single HDD.

[0025] Inthe example of FIG. 4, an RA session has been established between the volume 143 of the storage apparatus
100 and the volume 241 of the storage apparatus 200. The RA session is a communication path used for transmission
of a copy command 32 which instructs remote access from the storage apparatus 100 to the storage apparatus 200 and
copying of data written in the volume 143 to the volume 241. According to the RA session, target volumes for inter-
storage apparatus copy (i.e., copy between two storage apparatuses) are defined. The host computer 21 is connected
to the CARA port 151 via the switch 11. In the case of accessing data in the volumes 141, 142, and 143 of the storage
apparatus 100, the host computer 21 outputs a host command 31. The host command 31 is input to the CARA port 151
of the storage apparatus 100 via the switch 11. In the storage apparatus 100, the CM 130 receives the host command
31inputtothe CARA port 151. Subsequently, the CM 130 performs a data access process indicated by the host command
31 on either one of the volumes 141, 142, and 143.

[0026] Note that, among host commands, a command to a volume for which an RA session has been established is
particularly referred to as the "RA command". In addition, a command to a volume for which an RA session is not
established is particularly referred to as the "CA command". In the case when data of the volume 143 is updated according
to an RA command, except for the time of initial copy, the copy command 32 is issued in order to bring the volume 241,
which is the other chassis for which the RA session has been established, to an equivalent condition to that of the volume
143. That is, as long as no data update takes place in the volume 143 for which the RA session has been established,
the copy command 32 is not issued. Note that the initial copy is a copy operation for bringing disks of both the volumes
to an equivalent condition at the time of the establishment of the RA session. For example, in the case where the host
command 31 instructs data writing to the volume 143, the CM 130 writes data to the volume 143, and also generates
the copy command 32 which instructs copying of the written data to the volume 241 of the storage apparatus 200.
Subsequently, the CM 130 outputs the generated copy command 32 from the CARA port 151. The copy command 32
is input to the CARA port 251 of the storage apparatus 200 via the switches 11 and 12. In the storage apparatus 200,
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the copy command 32 input to the CARA port 251 is received by the CM 230. The CM 230 writes data to the volume
241 according to the copy command 32.

[0027] Note that the volume 241 is used to store a copy of the data of the volume 143 provided in the storage apparatus
100, and assume here that no access is made from the host computer 22 during normal operation. The host computer
22 is connected to the CARA port 251 via the switch 12. In the case of accessing data in the volumes 242 and 243 of
the storage apparatus 200, the host computer 22 outputs a host command 33. The host command 33 is input to the
CARA port 251 of the storage apparatus 200 via the switch 12. In the storage apparatus 200, the CM 230 receives the
host command 33 input to the CARA port 251. Subsequently, the CM 230 performs a data access process indicated by
the host command 33 on either one of the volumes 242 and 243.

[0028] Assume in the example of FIG. 4 that each of the storage apparatuses 100 and 200 is able to simultaneously
process up to 1024 commands in total, regardless of the types of the commands, with respect to each communication
port (the CARA port 151/251 and the CA port 152/252). For example, the CM 130 limits the number of commands input
fromthe CARA port 151 and currently being executed (sometimes hereinafter referred to also as the "command execution
count") to up to 1024. Although the CARA port 151 is used also to transmit the copy command 32, the CM 130 does
not manage the number of commands to be transmitted, and the number of commands to be transmitted has no effect
on the number of received commands. The CM 230 limits the number of commands input from the CARA port 251 and
currently being executed to up to 1024. In addition, if the number of commands input from the CARA port 251 and
currently being executed is more than or equal to a predetermined threshold, the CM 230 prevents the execution of host
commands. For example, when the number of commands is more than or equal to 768, the CM 230 prevents the
execution of host commands. Note that, when the command execution count has yet to reach 1024, the CM 230 executes
copy commands even if the command execution count is more than or equal to 768.

[0029] FIG. 5 illustrates the status of the command limit implementation in an RA-destination storage apparatus ac-
cording to the second embodiment. Each time, in the RA-source storage apparatus 100, data is written to the volume
143 for which an RA session has been established, a copy command is transmitted from the storage apparatus 100 to
the RA-destination storage apparatus 200. In addition, a host command instructing data access to the volumes 242 and
243 of the storage apparatus 200 is transmitted from the host computer 22 to the storage apparatus 200.

[0030] In the storage apparatus 200, the number of commands currently being executed (the command execution
count), among commands input via the CARA port 251, is counted. Assume here that the command limit value for host
commands is "768". In this case, during the period that the command execution count is less than "768", data access
is carried out in the storage apparatus 200 according to a newly input command regardless whether the command is a
copy command or a host command. When the data access performed according to the command is completed in a
normal manner, the storage apparatus 200 transmits a normal response to a source of the command. If a large number
of copy commands and host commands are input to the storage apparatus 200 over a short period of time, the command
execution count may be more than or equal to "768". In the case where the command execution count is more than or
equal to "768", as for a copy command input from the storage apparatus 100, the storage apparatus 200 executes data
access according to the copy command. On the other hand, as for a host command input from the host computer 22,
the storage apparatus 200 does not execute data access according to the host command and transmits a queue full
(QFULL) response to the host computer 22. The QFULL response is a message to notify the command source of
command inexecutability due to an excessive command execution count. After receiving the QFULL response, the host
computer 22 is able to, for example, retransmit the host command after a lapse of a predetermined period of time. In
this manner, the execution of host commands is prevented. Subsequently, if a large number of copy commands are
input to the storage apparatus 200 over a short period of time, the command execution count may reach "1024". When
the command execution count reaches "1024", the storage apparatus 200 does not execute data access according to
a newly input command regardless of the type of the command, and transmits a QFULL response to a source of the
command. That is, even if the newly input command is a copy command input from the storage apparatus 100, the
storage apparatus 200 does not execute data access according to the copy command and transmits a QFULL response
to the storage apparatus 100. After receiving the QFULL response, the storage apparatus 100 is able to, for example,
retransmit the copy command after a lapse of a predetermined period of time. In this manner, the execution of any
command is prevented.

[0031] Each time data access being executed in the storage apparatus 200 is completed, the command execution
count is decremented. When the command execution count becomes less than or equal to 1024 and a copy command
is then input, the storage apparatus 200 executes data access according to the copy command. Further, when the
command execution count becomes less than or equal to 768 and a host command is then input, the storage apparatus
200 executes data access according to the host command. As illustrated in FIG. 5, whether the storage apparatus 200
executes data access according to an input command depends on the type of the command, i.e., a copy command or
a host command. Therefore, when a command is input to the storage apparatus 200, it is determined whether the input
command is a copy command or a host command. The type of a command may be determined based on an operation
code included in the command.
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[0032] FIG. 6 illustrates an example of a data format of a command. For example, the storage apparatuses 100 and
200 receive a command called a command descriptor block (CDB) complying with the Small Computer System Interface
(SCSI) standard. As for CDB commands, there are 6-byte, 10-byte, 12-byte, and 16-byte commands. At the start of a
command 40, a one-byte operation code 41 is set. In the operation code 41, a code for identifying the size and type of
the command is set. Commonly used codes include a code indicating whether the command is a read request or a write
request and a code for identifying the size of the command. For example, a code "08" indicates that the command is a
6-byte read request; a code "0A" indicates that the command is a 6-byte write request; a code "28" indicates that the
command is a 10-byte read request; a code "2A" indicates that the command is a 10-byte write request; a code "A8"
indicates that the command is a 12-byte read request; a code "AA" indicates that the command is a 12-byte write request;
a code "88" indicates that the command is a 16-byte read request; and a code "8A" indicates that the command is a 16-
byte write request. When transmitting a host command requesting data reading or data writing, the host computers 21
and 22 set one of the commonly used codes as the operation code 41. Codes from "D0" onwards used as the operation
code 41 are available for vendor unique commands. In the second embodiment, for example, a code "D9" is used to
indicate that the command 40 is a copy command. In addition, a code "DD" is used to indicate that the command 40 is
a path monitor command. Note that, in the case of a path monitor command, additional information 42 is stored, for
example, in the tenth to the thirteenth bytes. The additional information 42 is, for example, an execution status of the
command and a command limit value. The storage apparatus 100 sets "D9" in the operation code 41 of a copy command
to be transmitted, and sets data to be copied in another area. In addition, the host computers 21 and 22 set a value
indicating a read request or a write request, such as "08" and "0A", in the operation code 41 of a host command to be
transmitted. The CM 230 manages a command limit value for input commands and the number of commands currently
being executed (the command execution count) using, for example, a command management table.

[0033] FIG. 7 illustrates an example of the command management table. In a command management table 50, the
command limit value and the command execution count are set. Note that the command management table 50 is stored
in, for example, the memory 232 of the CM 230. The command limit value is a threshold of the command execution
count used as a criterion for determining whether to execute an input command. In the case where the command
execution count has reached the command limit value, the execution of an input command is prevented. As for the
command limit value, each time the CM 230 receives a command, a value corresponding to the type of the received
command is set. For example, in the case of receiving a copy command, the CM 230 sets "1024" as the command limit
value. In the case of receiving a host command, the CM 230 sets "768" as the command limit value. The command
execution count is the number of commands currently being executed. The commands currently being executed are
commands that have been input to the storage apparatus 200 but for each of which a response has yet to be returned
to its transmission source. The command execution count is incremented by 1 when the CM 230 receives a command,
and is decremented by 1 when the CM 230 transmits a response.

[0034] Next described is a procedure of a command execution process performed by the CM 230 of the storage
apparatus 200. FIG. 8 is a flowchart illustrating a procedure of a command execution process according to the second
embodiment. The command execution process of FIG. 8 is described next according to the step numbers in the flowchart.

[Step S101] The CM 230 receives a command.

[Step S102] The CM 230 increments the command execution count of the command management table 50 by 1.
[Step S103] The CM 230 determines whether the type of the received command is a host command or a copy
command. For example, the CM 230 refers to the operation code of the received command, and determines that
the type of the received command is a host command if the operation code is any one of "08", "0A", "28", "2A", "A8",
"AA", "88", and "8A". On the other hand, if the operation code of the received command is "D9", the CM 230
determines the type of the received command is a copy command. When the received command is a copy command,
the CM 230 advances the process to Step S104. When the received command is a host command, the CM 230
advances the process to Step S111.

[Step S104] In the case of receiving a copy command, the CM 230 sets "1024" as the command limit value in the
command management table 50.

[Step S105] By referring to the command management table 50, the CM 230 determines whether or not the command
execution count is less than or equal to the command limit value. If the command execution count is less than or
equal to the command limit value, the CM 230 advances the process to Step S108. On the other hand, when the
command execution count exceeds the command limit value, the CM 230 advances the process to Step S106.
[Ste S106] In the case where the command execution count exceeds the command limit value, the CM 230 decre-
ments the command execution count by 1.

[Step S107] The CM 230 transmits a QFULL response to the storage apparatus 100. Subsequently, the command
execution process ends.

[Step S108] When the command execution count is less than or equal to the command limit value, the CM 230
executes a process according to the copy command. For example, the CM 230 writes data included in the copy
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command to the volume 241.

[Step S109] The CM 230 decrements the command execution count by 1.

[Step S110] The CM 230 transmits, to the storage apparatus 100, a normal response indicating that the data writing
according to the copy command has been completed in a normal manner. Subsequently, the command execution
process ends.

[Step S111] In the case of receiving a host command, the CM 230 sets "768" as the command limit value in the
command management table 50.

[Step S112] By referring to the command management table 50, the CM 230 determines whether or not the command
execution count is less than or equal to the command limit value. If the command execution count is less than or
equal to the command limit value, the CM 230 advances the process to Step S115. On the other hand, when the
command execution count exceeds the command limit value, the CM 230 advances the process to Step S113.
[Ste S113] In the case where the command execution count exceeds the command limit value, the CM 230 decre-
ments the command execution count by 1.

[Step S114] The CM 230 transmits a QFULL response to the host computer 22. Subsequently, the command
execution process ends.

[Step S115] When the command execution count is less than or equal to the command limit value, the CM 230
executes a process according to the host command. For example, if the host command is a read request, the CM
230 reads data indicated by the host command from the volume 242 or 243. If the host command is a write request,
the CM 230 writes data indicated by the host command to the volume 242 or 243.

[Step S116] The CM 230 decrements the command execution count by 1.

[Step S117] The CM 230 transmits, to the host computer 22, a normal response indicating that the data access
according to the host command has been completed in a normal manner. Note that, in the case where the host
command is a read request, the normal response includes the read data. Subsequently, the command execution
process ends.

[0035] As has been described above, in the RA-destination storage apparatus 200 according to the second embodi-
ment, the command limit value for copy commands with respect to each port is 1024 while the command limit value for
host commands with respect to each port is 768. With this, even when the load due to host commands is high, at least
256 command slots are allocated for copy commands. This prevents copy process operations between the storage
apparatuses 100 and 200 from being suspended. That is, a reduction in the processing efficiency of the copy process
operations is prevented. Note that, in the case where the number of host commands is less than 768, 256 or more copy
commands may be executed.

(c) Third Embodiment

[0036] The third embodimentis related to dynamic flow control of host commands and copy commands. Note that the
system configuration of the third embodiment is the same as that of the second embodiment illustrated in FIGS. 2 and
3. In addition, the memory 232 of the CM 230 in the storage apparatus 200 according to the third embodiment stores
the command management table 50 of FIG. 7. According to the second embodiment described above, in the case where
the number of copy commands received per unit time is small, the command execution count is less than 1024 in total
even if a large number of host commands are generated. Accordingly, performance per port is reduced in the case where
there are a small number of copy commands compared to the case where the command limit value for host commands
is set to the same as the command limit value for copy commands (for example, 1024). Assume, for example, that the
command limit value for host commands is set to 768. In this case, although an ability to execute 1024 commands in
total is provided with respect to each port, 1024 commands cannot be executed when the execution count of copy
commands is less than 256. In view of the above, according to the third embodiment, the limit value for host command
is set not to 768 but to 1024 in the case where no copy command is issued immediately. The case where no copy
command is issued immediately is a case in which a process performed in advance of transmitting a copy command
has yet to be carried out. For example, in order to transmit a copy command, establishment of a communication path
for the copy command, such as establishment of an RA session for a copy operation between storage apparatuses, is
made in advance. Accordingly, it may be determined that no copy command is issued immediately in the case where
establishment of a communication path, such as an RA session, has yet to be made.

[0037] FIG. 9 illustrates an example of a command flow control condition according to the third embodiment. In FIG.
9, the upper part illustrates a command flow control condition at the time when an RA session is not established, and
the lower part illustrates a command flow control condition at the time when an RA session has been established. In the
case where an RA sessionis not established, the individual storage apparatuses 100 and 200 apply 1024 as the command
limit values for all types of commands input via the CARA ports 151 and 251. In the case where an RA session has been
established, the storage apparatus 200 sets only the command limit value for host commands to 768. The command



10

15

20

25

30

35

40

45

50

55

EP 2 608 012 A2

limit value for commands other than host commands is 1024. Whether an RA session has been established is managed
by, for example, a session management table.

[0038] FIG. 10 illustrates an example of a session management table according to the third embodiment. In a session
management table 60, columns of RA-source volume number, RA-destination volume number, and session type are
provided. In each field of the RA-source volume number column, an identification number (volume number) of an RA-
source volume in a copy operation is set. Specifically, the identification number is assigned to identify the volume in an
RA-source storage apparatus to which the volume belongs. In each field of the RA-destination volume number column,
an identification number (volume number) of an RA-destination volume in a copy operation is set. Specifically, the
identification number is assigned to identify the volume in an RA-destination storage apparatus to which the volume
belongs. In each field of the session type column, the type of a session is set. In the case of a session used for data
copy between volumes of different storage apparatuses (remote copy), the term "remote copy session" is set in a
corresponding field of the session type column. In the case of a session used for data copy between different volumes
in a single storage apparatus (local copy), the term "local copy session" is set in a corresponding field of the session
type column. Note that, in the case of a remote copy session, an identifier of an apparatus (apparatus ID) to be a copy
destination is also set. The session management table as illustrated in FIG. 10 is stored, for example, in the memory
232 of the CM 230 in the storage apparatus 200.

[0039] Nextdescribedis acommand execution process performed in the storage apparatus 200. FIG. 11 is a flowchart
illustrating a procedure of a command execution process according to the third embodiment. The command execution
process of FIG. 11 is described next according to the step numbers in the flowchart. Among steps illustrated in FIG. 11,
operations of Steps S201 to S210 and Steps S214 to S219 are the same as those of Steps S101 to S110 and Step
S112 to S117, respectively, of the second embodiment in FIG. 8. Accordingly, the following gives a description of Steps
S211 to S213, which are different operations from those of the second embodiment.

[Step S211] In the case where the received command is a host command, the CM 230 of the storage apparatus
200 determines the presence or absence of an RA session. For example, by referring to the session management
table 60, the CM 230 determines the presence of an RA session if at least one RA session has been established.
In the case of determining the presence of an RA session, the CM 230 advances the process to Step S212. On the
other hand, if determining the absence of an RA session, the CM 230 advances the process to Step S213.

[Step S212] When an RA session has been established, the CM 230 sets the command limit value for host commands
to 768. Subsequently, the CM 230 advances the process to Step S214.

[Step S213] When an RA session is not established, the CM 230 sets the command limit value for host commands
to 1024.

[0040] Subsequently, due to the operation of Step S214, whether to execute the received host command is determined
according to whether or not the command execution count is less than or equal to the set command limit value. As a
result, when there is no RA session, the same value as the command limit value for copy commands is applied to the
command limit value for host commands. By performing the command flow control in the above-described manner, 1024
is applied also to the command limit value for host commands in the case when no copy command is received immediately.
This improves processing efficiency.

(d) Forth Embodiment

[0041] Next described is a forth embodiment. The fourth embodiment relates to dynamic flow control in consideration
of the ratio of copy commands to host commands. Note that the system configuration of the fourth embodiment is the
same as that of the second embodiment illustrated in FIGS. 2 and 3. According to the second and third embodiments,
areduction in the processing efficiency of copy commands is prevented in the case where the number of host commands
issued to the RA-destination storage apparatus 200 becomes excessively large. However, the second and third embod-
iment do not give consideration to the case where the number of copy commands becomes excessively large. As a
result, there is a possibility that, in the RA-destination storage apparatus 200, the entire 1024 command slots indicated
by the command limit value are dedicated to copy commands and, therefore, not even one host command can be
executed. In view of the above, according to the fourth embodiment, individual command limit values for copy commands
and host commands are set based on the ratio of the number of copy commands to the number of host commands
received by the storage apparatus 200. This prevents an increase in imbalance between the processing efficiency of
copy commands and the processing efficiency of host commands in the case when the number of copy commands has
increased.

[0042] FIG. 12 illustrates an example of a command flow control condition according to the fourth embodiment. Ac-
cording to the fourth embodiment, in the RA-destination storage apparatus 200, a cumulative number of RA-destination
host commands tc and a cumulative number of RA-destination copy commands tr are counted for a predetermined
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period of time (for example, 10 seconds). Note that the cumulative number of RA-destination host commands tc is the
number of host commands received by the storage apparatus 200 within the predetermined period of time, and includes
host commands which were not executed and for each of which a QFULL response has been returned. Similarly, the
cumulative number of RA-destination copy commands tr is the number of copy commands received by the storage
apparatus 200 within the predetermined period of time, and includes copy commands which were not executed and for
each of which a QFULL response has been returned.

[0043] Assume here that, in the RA-source storage apparatus 100, the command limit value for commands received
from the CARA port 151 is set to 1024. In the case where the host command 31 input to the CARA port 151 from the
host computer 21 is a command indicating data writing to the volume 143, a data copy operation corresponding to the
host command 31 takes place. In this case, a response to the host command 31 is output after the storage apparatus
100 receives, from the storage apparatus 200, a response to the corresponding copy command 32. Therefore, the input
host command 31 is in execution until the completion of the data copy process. Based on the ratio of the cumulative
number of RA-destination host commands tc to the cumulative number of RA-destination copy commands tr, the CM
230 of the storage apparatus 200 determines a ratio of an RA-destination host command limit value tcs to an RA-
destination copy command limit value trs. The following are calculation formulae.

tcs = (te/(tc + tr)) x 1024 e (1)

trs = 1024 - tcs .. (2)

[0044] Assume, for example, that the cumulative number of RA-destination host commands tc is "2000" and the
cumulative number of RA-destination copy commands tris "1024". In this case, the RA-destination host command limit
value tcs and the RA-destination copy command limit value trs take the following values, respectively.

tcs = 677

trs = 347

[0045] By exerting control in this way, it is possible to achieve a balanced process between copy commands and host
commands even if a large number of copy commands are received. Information used for dynamic flow control in con-
sideration of the ratio of copy commands to host commands is set in a command management table.

[0046] FIG. 13 illustrates an example of a command management table according to the fourth embodiment. In a
command management table 51, the following items are set: a host command execution count; the cumulative number
of RA-destination host commands tc; the RA-destination host command limit value tcs; a copy command execution
count; the cumulative number of RA-destination copy commands tr; and the RA-destination copy command limit value
trs. Note that the command management table 51 is stored, for example, in the memory 232 of the CM 230. The host
command execution count is the number of host commands currently being executed. The cumulative number of RA-
destination host commands tc is the number of host commands received within a predetermined period of time. The
RA-destination host command limit value tcs is a value indicating the upper limit of the host command execution count
in the storage apparatus 200. If the host command execution count has reached the RA-destination host command limit
value tcs, the execution of an input host command is prevented. The copy command execution count is the number of
copy commands currently being executed. The cumulative number of RA-destination copy commands tr is the number
of copy commands received within a predetermined period of time. The RA-destination copy command limit value trs is
avalue indicating the upper limit of the copy command execution count in the storage apparatus 200. If the copy command
execution count has reached the RA-destination copy command limit value trs, the execution of an input copy command
is prevented.

[0047] The RA-destination host command limit value tcs and the RA-destination copy command limit value trs of the
command management table 51 of FIG. 13 are updated at intervals of, for example, 10 seconds. Next described is an
update process of the command management table 51. FIG. 14 is a flowchart illustrating a procedure of a command
management table update process according to the fourth embodiment. The command management table update
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process of FIG. 14 is described next according to the step numbers in the flowchart.

[Step S301] The CM 230 resets a timer and starts time count.

[Step S302] The CM 230 determines whether the timer has counted 10 seconds. If 10 seconds has yet to elapse,
the CM 230 advances the process to Step S301. If 10 seconds has elapsed, the CM 230 advances the process to
Step S303.

[Step S303] The CM 230 updates the RA-destination host command limit value tcs. For example, by referring to the
command management table 51, the CM 230 acquires the cumulative number of RA-destination host commands
tc and the cumulative number of RA-destination copy commands tr. Subsequently, the CM 230 calculates the RA-
destination host command limit value tcs based on Equation (1). Then, the CM 230 updates the RA-destination host
command limit value tcs stored in the command management table 51 with the calculated RA-destination host
command limit value tcs.

[Step S304] The CM 230 updates the RA-destination copy command limit value trs. For example, by referring to
the command management table 51, the CM 230 acquires the RA-destination host command limit value tcs. Sub-
sequently, the CM 230 calculates the RA-destination copy command limit value trs based on Equation (2). Then,
the CM 230 updates the RA-destination copy command limit value trs stored in the command management table
51 with the calculated RA-destination copy command limit value trs.

[Step S305] The CM 230 initializes the cumulative number of RA-destination host commands tc and the cumulative
number of RA-destination copy commands tr of the command management table 51 to zero. Subsequently, the CM
230 advances the process to Step S301.

[0048] Inthe above-described manner, the update of the RA-destination host command limit value tcs and the RA-des-
tination copy command limit value trs based on the cumulative number of RA-destination host commands tc and the
cumulative number of RA-destination copy commands tr obtained during the immediately preceding 10 seconds is
repeated at intervals of 10 seconds.

[0049] Next described is a command execution process performed in the storage apparatus 200 according to the
fourth embodiment. FIG. 15 is a flowchart illustrating an example of a procedure of the command execution process
according to the fourth embodiment. The command execution process of FIG. 15 is described next according to the step
numbers in the flowchart.

[Step S311] The CM 230 receives a command.

[Step S312] The CM 230 determines whether the type of the received command is a host command or a copy
command. The command type may be determined based on, for example, the operation code of the received
command. When the received command is a copy command, the CM 230 advances the process to Step S313.
When the received command is a host command, the CM 230 advances the process to Step S320.

[Step S313] In the case of receiving a copy command, the CM 230 increments the value of the copy command
execution count of the command management table 51 by 1. In addition, the CM 230 increments the value of the
cumulative number of RA-destination copy commands tr by 1.

[Step S314] By referring to the command management table 51, the CM 230 determines whether or not the copy
command execution count is less than or equal to the RA-destination copy command limit value trs. When the copy
command execution count is less than or equal to the RA-destination copy command limit value trs, the CM 230
advances the process to Step S317. On the other hand, when the copy command execution count exceeds the RA-
destination copy command limit value trs, the CM 230 advances the process to Step S315.

[Step S315] When the copy command execution count exceeds the RA-destination copy command limit value frs,
the CM 230 decrements the copy command execution count by 1.

[Step S316] The CM 230 transmits a QFULL response to the storage apparatus 100. Subsequently, the command
execution process ends.

[Step S317] When the copy command execution count is less than or equal to the RA-destination copy command
limit value trs, the CM 230 executes a process according to the copy command.

[Step S318] The CM 230 decrements the copy command execution count by 1.

[Step S319] The CM 230 transmits, to the storage apparatus 100, a normal response indicating that data writing
according to the copy command has been completed in a normal manner. Subsequently, the command execution
process ends.

[Step S320] In the case of receiving a host command, the CM 230 increments the value of the host command
execution count of the command management table 51 by 1. In addition, the CM 230 increments the value of the
cumulative number of RA-destination host commands tc by 1.

[Step S321] By referring to the command management table 51, the CM 230 determines whether or not the host
command execution count is less than or equal to the RA-destination host command limit value tcs. If the host
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command execution count is less than or equal to the RA-destination host command limit value tcs, the CM 230
advances the process to Step S324. On the other hand, when the host command execution count exceeds the RA-
destination host command limit value tcs, the CM 230 advances the process to Step S322.

[Step S322] When the host command execution count exceeds the RA-destination host command limit value tcs,
the CM 230 decrements the host command execution count by 1.

[Step S323] The CM 230 transmits a QFULL response to the host computer 22. Subsequently, the command
execution process ends.

[Step S324] When the host command execution count is less than or equal to the RA-destination host command
limit value tcs, the CM 230 executes a process according to the host command.

[Step S325] The CM 230 decrements the host command execution count by 1.

[Step S326] The CM 230 transmits, to the host computer 22, a normal response indicating that data access according
to the host command has been completed in a normal manner. Subsequently, the command execution process ends.

[0050] By exerting control in this way, it is possible to achieve a balanced process between copy commands and host
commands even if a large number of copy commands are received.

(e) Fifth Embodiment

[0051] Next described is a fifth embodiment. The fifth embodiment is related to dynamic flow control in consideration
of the cumulative number of commands on the RA-source side. Note that the system configuration of the fifth embodiment
is the same as that of the second embodiment illustrated in FIGS. 2 and 3. The fourth embodiment does not take into
account the cumulative number of RA-source commands when calculating the RA-destination copy command limit value
trs and the RA-destination host command limit value tcs of the RA-destination storage apparatus 200. The cumulative
number of RA-destination copy commands tr, which is taken into consideration at the time of calculation of the RA-
destination copy command limit value trs and the RA-destination host command limit value tcs of the storage apparatus
200, is obtained after a command limit value of 1024 is set for the RA-source CARA port 151. On the other hand, the
cumulative number of RA-destination host commands tc related to host commands input to the storage apparatus 200
includes host commands for each of which a QFULL response has been returned, and is not influenced by the command
limit. Accordingly, balanced command execution is not achieved when the number of host commands input to the storage
apparatus 100 has reached or exceeded 1024 and the cumulative number of RA-destination copy commands tr is
counted with the imposition of the command limit value and, then, the number of host commands input to the storage
apparatus 200 is more than or equal to 1024. That is, in the storage apparatus 200, host commands are executed in
preference to copy commands. In order to solve this problem, the fifth embodiment uses the cumulative number of RA-
source host commands for calculating the RA-destination copy command limit value trs and the RA-destination host
command limit value tcs of the RA-destination storage apparatus 200.

[0052] FIG. 16illustrates an example of acommand flow control condition according to the fifth embodiment. According
to the fifth embodiment, the RA-source storage apparatus 100 notifies the RA-destination storage apparatus 200 of
information indicating an RA command count. For example, the CM 130 of the storage apparatus 100 counts the number
of host commands input to the storage apparatus 100 (a cumulative number of RA-source host commands, ic) at regular
time intervals (for example, 10 seconds). In addition, the CM 130 determines an access destination of the host command
31, with which access to one of the volumes 141 to 143 has been executed. If the access destination is either the volume
141 or 142 for which an RA session is not established, the CM 130 determines that the executed host command 31 is
a CA command 34. On the other hand, if the access destination is the volume 143 for which an RA session has been
established, the CM 130 determines that the executed host command 31 is an RA command 35. Subsequently, the CM
130 calculates the proportion of RA commands 35 to the total number of host commands 31 executed within a prede-
termined period of time (for example, 10 seconds). This rate is referred to as an RA command rate p. Note that when
the RA command 35 is executed, data is written to the volume 143 by the CM 130 if the RA command 35 is a write
command requesting data writing. Subsequently, the CM 130 issues the copy command 32. The issued copy command
32 transmits to the storage apparatus 200 via the switches 11 and 12 and the like. Then, the CM 130 transmits a path
monitor command 36 including the cumulative number of RA-source host commands ic and the RA command rate p to
the storage apparatus 200. For example, the CM 130 transmits the path monitor command 36 to which the additional
information 42 (see FIG. 6) is added at regular time intervals (for example, 10 seconds). The additional information 42
includes the cumulative number of RA-source host commands ic and the RA command rate p.

[0053] By the path monitor command 36 including the cumulative number of RA-source host command ic and the RA
command rate p, the RA-destination storage apparatus 200 side is able to know an input condition of RA-source com-
mands. In the RA-destination storage apparatus 200, the CM 230 counts the cumulative number of RA-destination host
commands tc based on commands input to the CARA port 251. Subsequently, the CM 230 calculates the RA-destination
host command limit value tcs and the RA-destination copy command limit value trs based on the cumulative number of
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RA-destination host commands tc and information indicated by the path monitor command 36. The following are calcu-
lation formulae.

tcs + trs = 1024 <. (4)

[0054] The following results are obtained from these two formulae.

tcs = (tc/(tc + ic x p)) x 1024 e (B

trs = 1024 - tcs

= (ic x p/(tc + ic x p)) x 1024 .. (6)

[0055] Further, use of the information also allows the RA-source host command limit value ics of the RA-source storage
apparatus 100 to be a value reflecting the condition of the RA-destination storage apparatus 200. For example, the RA-
source host command limit value ics of the storage apparatus 100 may be calculated using the following calculation
formula.

ics = trs/p (T

[0056] For example, the storage apparatus 200 calculates the RA-source host command limit value ics and transmits,
to the storage apparatus 100, a path monitor command 37 including the calculated RA-source host command limit value
ics as additional information. After receiving the path monitor command 37, the storage apparatus 100 applies the RA-
source host command limit value ics indicated by the path monitor command 37 to limit the execution of host commands
inputfrom the CARA port 151. Thus, by taking into account the command input condition of the RA source, host commands
are processed in equal measure in both the storage apparatuses 100 and 200 even when more than 1024 commands
are input to each of the storage apparatuses 100 and 200.

[0057] Next, the host command execution performance of the individual storage apparatuses 100 and 200 according
to the fifth embodiment is described using specific examples. The first example illustrates the case of "icX(1-p) < tc".
"icX (1-p)" is the number of CA commands input to the RA-source storage apparatus 100 within a predetermined period
of time (a cumulative number of CA commands). That s, "icX(1-p) < tc" indicates the case where the cumulative number
of CA commands input to the storage apparatus 100 is less than or equal to the cumulative number of RA-destination
host commands tc input to the storage apparatus 200. Assume here that individual measured values are as follows.

Cumulative number of RA-source host commands ic: 3000
RA command rate p: 0.5

Cumulative number of RA-destination host commands tc: 2000

[0058] Then, the RA-destination host command limit value tcs, the RA-destination copy command limit value trs, and
the RA-source host command limit value ics are as follows.

tcs = (2000/(2000 + 3000 x 0.5)) x 1024 = 585
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1024 - 585 = 439

trs

i

ics 43%/0.5 = B8

[0059] In this case, if the number of host commands output from the host computer 21 per unit time is substantially
constant, the number of host commands input to the storage apparatus 100 in excess of the RA-source host command
limit value ics is found by: ic - ics = 2122. Similarly, if the number of host commands output from the host computer 22
per unit time is substantially constant, the number of host commands input to the storage apparatus 200 in excess of
the RA-destination host command limit value tcs is found by: tc - tcs = 1415. In this case, the probability of QFULL
responses being returned to each of the host computers 21 and 22 (QFULL rate), which have transmitted host commands,
is as follows, and itis seen that the storage apparatuses 100 and 200 exhibit equal host command execution performance.

2122/3000 = 0.707 = 70.7%
1415/2000 = 0.707 = 70.7%

[0060] The second example illustrates the case of "icX(1-p) > tc". "icX(1-p) > tc" indicates the case where the number
of CA commands input to the storage apparatus 100 is more than the cumulative number of RA-destination host com-
mands tc input to the storage apparatus 200. Assume here that individual measured values are as follows.

Cumulative number of RA-source host commands ic: 2000
RA command rate p: 0.4

Cumulative number of RA-destination host commands tc: 1000

[0061] Then, the RA-destination host command limit value tcs, the RA-destination copy command limit value trs, and
the RA-source host command limit value ics are as follows.

tcs = (1000/(1000 + 2000 x 0.4)) x 1024 = 568

It

trs 1024 - 568 = 456

ics 456/0.4 = 1140 > 1024

[0062] Thus, ics exceeds 1024. Accordingly, in the case of "icX(1-p) > to", the following calculation formulae are used
with ics set to 1024.

ics = 1024 ... (8)

trs = ics x p ... (9)
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tcs = (tc/ic) x 1024 L. (10)

[0063] Then, the values of the RA-destination copy command limit value trs and the RA-destination host command
limit value tcs are changed as follows.

trs = 1024 x 0.4 = 409

tcs = 1000/2000 x 1024 = 512

[0064] In this case, ic - ics =976 and tc - tcs = 488. The QFULL rate of each of the storage apparatuses 100 and 200
is as follows, and the storage apparatuses 100 and 200 exhibit equal host command execution performance.

976/2000 = 0.488 = 48.8%
488/1000 = 0.488 = 48.8%

[0065] Note that, in the fifth embodiment, the host command 31 is input to the CARA port 151 of the RA-source storage
apparatus 100, and the copy command 32 output from the CARA port 151 is received by the CARA port 251 of the
storage apparatus 200. Thus, such commands input and output via the CARA port are monitoring targets for the command
condition of each of the storage apparatuses 100 and 200. The host command 31 may be input not to the CARA port
151 but to the CA port 152. Host commands input to the CA port 152 are not monitoring targets according to the fifth
embodiment. In addition, the copy command 32 may be output not from the CARA port 151 of the storage apparatus
100 but from an RA port. Copy commands output from an RA port are not monitoring targets according to the fifth
embodiment. Further, in the RA-destination storage apparatus 200, the copy command 32 may be received not by the
CARA port 251 but by an RA port. Copy commands received by an RA port are not monitoring targets according to the
fifth embodiment. Thus, commands input and output via dedicated ports are not monitoring targets for determining the
command input and output condition of each storage apparatus according to the fifth embodiment.

[0066] Next described are command management tables individually held by the RA-source storage apparatus 100
and the RA-destination storage apparatus 200 in order to implement the function of the fifth embodiment. FIG. 17
illustrates an example of an RA-source command management table. The storage apparatus 100 includes an RA-source
command management table 52. The RA-source command management table 52 is stored in, for example, a memory
of the CM 130. In the RA-source command management table 52, the following items are set: the host command
execution count; the cumulative number of RA-source host commands ic; the RA-source host command limit value ics;
the RA command count; and the RA command rate p. The host command execution count is the number of host
commands currently being executed in the RA-source storage apparatus 100. The cumulative number of RA-source
host commands ic is the number of host commands input to the RA-source storage apparatus 100 within a predetermined
period of time. The RA-source host command limit value ics is a value indicating the upper limit of the host command
execution count of the RA-source storage apparatus 100. The RA command count is the number of RA commands,
which are requests for access to a volume for which an RA session has been established, among host commands input
to the RA-source storage apparatus 100 within the predetermined period of time. The RA command rate p is the proportion
of the RA commands to the host commands input to the RA-source storage apparatus 100 within the predetermined
period of time.

[0067] FIG. 18 illustrates an example of an RA-destination command management table. The storage apparatus 200
includes an RA-destination command management table 53. The RA-destination command management table 53 is
stored in, for example, a memory of the CM 230. In the RA-destination command management table 53, the following
items are set: the host command execution count; the cumulative number of RA-destination host commands tc; the RA-
destination host command limit value tcs; the copy command execution count; the cumulative number of RA-destination
copy commands tr; the RA-destination copy command limitvalue trs; the cumulative number of RA-source host commands
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ic; and the RA command rate p. The host command execution count is the number of host commands currently being
executed in the storage apparatus 200. The cumulative number of RA-destination host commands tc is the number of
host commands received by the storage apparatus 200 within a predetermined period of time. The RA-destination host
command limit value tcs is a value indicating the upper limit of the host command execution count of the storage apparatus
200. The copy command execution count is the number of copy commands currently being executed in the storage
apparatus 200. The cumulative number of RA-destination copy commands tr is the number of copy commands received
by the storage apparatus 200 within the predetermined period of time. The RA-destination copy command limit value
trs is a value indicating the upper limit of the copy command execution count of the storage apparatus 200. If the copy
command execution count has reached the RA-destination copy command limit value trs, the execution of an input copy
command is prevented. The cumulative number of RA-source host commands ic is the number of host commands input
to the RA-source storage apparatus 100 within the predetermined period of time. The RA command rate p is the proportion
of RA commands to host commands input to the storage apparatus 100.

[0068] Next described is an information exchange procedure between storage apparatuses using path monitor com-
mands. FIG. 19 is a sequence diagram illustrating an example of the information exchange procedure between storage
apparatuses. The information exchange procedure of FIG. 19 is described next according to the step numbers in the
sequence diagram.

[Step S401] The RA-source storage apparatus 100 notifies the storage apparatus 200 of the cumulative number of
RA-source host commands ic and the RA command rate p using a path monitor command. For example, when 10
seconds has elapsed after the last notification of the cumulative number of RA-source host commands ic and the
RA command rate p, the storage apparatus 100 performs the operation of Step S401.

[Step S402] The storage apparatus 200 updates the values of the cumulative number of RA-source host commands
ic and the RA command rate p of the RA-destination command management table 53 with the acquired cumulative
number of RA-source host commands ic and RA command rate p.

[Step S403] The storage apparatus 200 performs an RA-destination command limit value determining process. For
example, when 10 seconds has elapsed after the last RA-destination command limit value determining process,
the storage apparatus 200 calculates the RA-destination host command limit value tcs and the RA-destination copy
command limit value frs.

[Step S404] The storage apparatus 200 determines the RA-source host command limit value ics based on the
updated RA-destination copy command limit value trs.

[Step S405] Using a path monitor command, the storage apparatus 200 notifies the storage apparatus 100 of the
determined RA-source host command limit value ics.

[Step S406] The storage apparatus 100 updates the value of the RA-source host command limit value ics of the
RA-source command management table 52 with the acquired RA-source host command limit value ics.

[0069] After that, the same operations (Steps S407 to S412) as Steps S401 to S406 are repeated at intervals of 10
seconds. In this manner, the two storage apparatuses 100 and 200 exchange information, which allows fair command
execution so as to prevent exceptionally preferential execution of only a certain type of commands.

[0070] Next, a command execution condition notifying process (the operation of Step S401) in the RA-source storage
apparatus 100 is described in detail. FIG. 20 is a flowchart illustrating an example of a procedure of the command
execution condition notifying process in the RA source. The command execution condition notifying process of FIG. 20
is described next according to the step numbers in the flowchart.

[Step S421] The CM 130 of the storage apparatus 100 resets a timer and starts time count.

[Step S422] The CM 130 determines whether the timer has counted 10 seconds. If 10 seconds has yet to elapse,
the CM 130 advances the process to Step S421. If 10 seconds has elapsed, the CM 130 advances the process to
Step S423.

[Step S423] The CM 130 notifies the storage apparatus 200 of the cumulative number of RA-source host commands
ic and the RA command rate p. For example, the CM 130 acquires the cumulative number of RA-source host
commands ic and the RA command rate p from the RA-source command management table 52. Next, the CM 130
generates a control packet which includes the acquired cumulative number of RA-source host commands ic and
RA command rate p in its header. Then, the CM 130 transmits the generated control packet to the storage apparatus
200 via the CARA port 151.

[Step S424] The CM 130 initializes all the values of the RA command count, the RA command rate p, and the
cumulative number of RA-source host commands ic to 0. Subsequently, the CM 130 advances the process to Step
S421.

[0071] In this manner, information is transmitted from the storage apparatus 100 to the storage apparatus 200 at
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intervals of 10 seconds.

[0072] Next described is a command execution process performed in the RA-source storage apparatus. FIG. 21
illustrates an example of a procedure of a command execution process in an RA-source storage apparatus according
to the fifth embodiment. The command execution process of FIG. 21 is described next according to step numbers.

[Step S431] The CM 130 receives a host command.

[Step S432] The CM 130 increments each of the host command execution count and the cumulative number of
RA-source host commands ic by 1. For example, the CM 130 adds 1 to the value of the host command execution
count of the RA-source command management table 52. In addition, the CM 130 adds 1 to the value of the cumulative
number of RA-source host commands ic of the RA-source command management table 52.

[Step S433] The CM 130 determines whether the type of the received host command is an RA command. For
example, if the host command is a request for accessing the volume 143 for which an RA session has been estab-
lished, the CM 130 determines that the host command is an RA command. When the host command is an RA
command, the CM 130 advances the process to Step S434. On the other hand, when the host command is a CA
command, the CM 130 advances the process to Step S441.

[Step S434] The CM 130 increments the RA command count by 1. In addition, based on the RA command count
after the increment, the CM 130 calculates the RA command rate p. For example, the CM 130 adds 1 to the value
of the RA command count of the RA-source command management table 52. Next, the CM 130 acquires the RA
command count and the cumulative number of RA-source host commands ic from the RA-source command man-
agement table 52. Then, the CM 130 divides the RA command count by the cumulative number of RA-source host
commands ic to thereby obtain the RA command rate p. The CM 130 updates the RA command rate p of the RA-
source command management table 52 with the calculated RA command rate p.

[Step S435] The CM 130 determines whether the host command execution count is less than or equal to the
RA-source host command limit value ics. For example, the CM 130 acquires the host command execution count
and the RA-source host command limit value ics from the RA-source command management table 52 and compares
these acquired values. When the host command execution countis less than or equal to the RA-source host command
limit value ics, the CM 130 advances the process to Step S436. On the other hand, when the host command execution
count exceeds the RA-source host command limit value ics, the CM 130 advances the process to Step S445.
[Step S436] The CM 130 executes a process according to the received host command. For example, the CM 130
writes data to the volume 143.

[Step S437] The CM 130 transmits, to the storage apparatus 200, the copy command 32 for copying data written
in Step S436 to the storage apparatus 200.

[Step S438] The CM 130 determines whether a response from the storage apparatus 200 is a normal response or
a QFULL response. When receiving a normal response from the storage apparatus 200, the CM 130 advances the
process to Step S439. On the other hand, when receiving a QFULL response from the storage apparatus 200, the
CM 130 advances the process to Step S437 and retransmits the copy command 32.

[Step S439] The CM 130 decrements the value of the host command execution count of the RA-source command
management table 52 by 1.

[Step S440] The CM 130 transmits a normal response to the host computer 21. Subsequently, the command execution
process ends.

[Step S441] When the received host command is a CA command, the CM 130 determines whether the host command
execution count is less than or equal to the RA-source host command limit value ics. When the host command
execution count is less than or equal to the RA-source host command limit value ics, the CM 130 advances the
process to Step S442. On the other hand, when the host command execution count exceeds the RA-source host
command limit value ics, the CM 130 advances the process to Step S445.

[Step S442] The CM 130 executes a process according to the received host command. For example, the CM 130
writes data to the volume 141 or 142.

[Step S443] The CM 130 decrements the value of the host command execution count of the RA-source command
management table 52 by 1.

[Step S444] The CM 130 transmits a normal response to the host computer 21. Subsequently, the command execution
process ends.

[Step S445] When the host command execution count exceeds the RA-source host command limit value ics, the
CM 130 decrements the value of the host command execution count of the RA-source command management table
52 by 1.

[Step S446] The CM 130 transmits a QFULL response to the host computer 21. Subsequently, the command
execution process ends.

[0073] Inthis manner, also in the RA-source storage apparatus 100, the host command execution count is adequately
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controlled by the RA-source host command limit value ics, which is dynamically changed according to the RA-destination
copy command limit value trs.

[0074] Next described is a process performed in the RA-destination storage apparatus 200. FIG. 22 illustrates an
example of a procedure of a command limit value determining process in an RA destination. The command limit value
determining process of FIG. 22 is described next according to step numbers.

[Step S451] The CM 230 of the storage apparatus 200 resets a timer and starts time count.

[Step S452] The CM 230 determines whether the timer has counted 10 seconds. If 10 seconds has yet to elapse,
the CM 230 advances the process to Step S451. If 10 seconds has elapsed, the CM 230 advances the process to
Step S453.

[Step S453] The CM 230 determines whether the CA command count of the RA-source storage apparatus 100 is
larger than the cumulative number of RA-destination host commands tc. The RA-source CA command count is
calculated by multiplying the cumulative number of RA-source host commands ic by "1 - RA command rate p". For
example, the CM 230 obtains the cumulative number of RA-destination host commands tc, the cumulative number
of RA-source host commands ic, and the RA command rate p from the RA-destination command management table
53. Subsequently, the CM 230 compares the value obtained by multiplying the cumulative number of RA-source
host commands ic by "1 - RA command rate p" to the cumulative number of RA-destination host commands tc, to
thereby determine whether the CA command count is larger than the cumulative number of RA-destination host
commands tc. When the CA command count is larger than the cumulative number of RA-destination host commands
tc, the CM 230 advances the process to Step S456. On the other hand, when the CA command count is less than
or equal to the cumulative number of RA-destination host commands tc, the CM 230 advances the process to Step
S454.

[Step S454] When the CA command count is less than or equal to the cumulative number of RA-destination host
commands tc, the CM 230 calculates the RA-destination host command limit value tcs and the RA-destination copy
command limit value trs. For example, the CM 230 acquires the cumulative number of RA-source host commands
ic, the RA command rate p, and the cumulative number of RA-destination host commands tc from the RA-destination
command management table 53. Subsequently, the CM 230 calculates the RA-destination host command limit value
tcs and the RA-destination copy command limit value trs according to the above Equations (5) and (6). Further, the
CM 230 updates the RA-destination host command limit value tcs and the RA-destination copy command limit value
trs of the RA-destination command management table 53 with the calculated RA-destination host command limit
value tcs and RA-destination copy command limit value trs.

[Step S455] The CM 230 calculates the RA-source host command limit value ics. For example, the CM 230 acquires
the RA-destination copy command limit value trs and the RA command rate p from the RA-destination command
management table 53. Then, the CM 230 calculates the RA-source host command limit value ics according to the
above Equation (7). Subsequently, the CM 230 advances the process to Step S458.

[Step S456] When the CA command count is larger than the cumulative number of RA-destination host commands
tc, the CM 230 determines that the RA-source host command limit value ics is "1024".

[Step S457] The CM 230 calculates the RA-destination host command limit value tcs and the RA-destination copy
command limit value trs. For example, the CM 230 acquires the cumulative number of RA-source host commands
ic, the RA command rate p, and the cumulative number of RA-destination host commands tc from the RA-destination
command management table 53. Subsequently, the CM 230 calculates the RA-destination host command limit value
tcs and the RA-destination copy command limit value trs according to the above Equations (9) and (10) using the
acquired values and the RA-source host command limit value "ics = 1024" determined in Step S456. Further, the
CM 230 updates the values of the RA-destination host command limitvalue tcs and the RA-destination copy command
limit value trs of the RA-destination command management table 53 with the calculated RA-destination host com-
mand limit value tcs and RA-destination copy command limit value trs.

[Step S458] The CM 230 initializes the cumulative number of RA-destination host commands tc and the cumulative
number of RA-destination copy commands tr of the RA-destination command management table 53 to 0.

[Step S459] The CM 230 notifies the RA-source storage apparatus 100 of the RA-source host command limit value
ics calculated in Step S455 or the RA-source host command limit value ics determined in Step S456. For example,
the CM 230 transmits, to the storage apparatus 100, the path monitor command 37 which includes the RA-source
host command limit value ics in its header. Subsequently, the CM 230 advances the process to Step S451.

[0075] In the above-described manner, both the RA-source and RA-destination command limit values are calculated
in the storage apparatus 200. Note that the command execution process of the RA-destination storage apparatus 200
according to the fifth embodiment is the same as the command execution process according to the fourth embodiment
illustrated in FIG. 15. In the above-described manner, the command limit values determined in the RA-destination storage
apparatus 200 are applied to the individual storage apparatuses 100 and 200. As a result, even when the number of
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host commands input to the storage apparatus 100 exceeds the RA-source host command limit value ics, it is possible
to allow the storage apparatuses 100 and 200 to have equivalent host command processing efficiency. That is, taking
into consideration also an excessive number of host commands being input to the RA-source storage apparatus 100,
a reduction in host command processing efficiency due to data copying in an RA session is made comparable between
the RA source and the RA destination, to thereby achieve fairness between the RA source and the RA destination. Note
that the fifth embodiment illustrates an example in which the storage apparatuses are connected one-to-one with each
other, however, the fifth embodiment may be applied to where one storage apparatus is connected to multiple storage
apparatuses or where multiple storage apparatuses are connected to multiple storage apparatuses. Further, instead of
equally handling host commands output from each of the host computers 21 and 22, execution of the host commands
issued from the individual host computers 21 and 22 may be weighted according to their priority. By weighting, it is
possible to control the probability of QFULL responses being returned to the host computers 21 and 22.

(f) Sixth Embodiment

[0076] Next described is a sixth embodiment. The sixth embodiment takes into account a difference in the processing
time of a CA command and an RA command in the RA-source storage apparatus 100. Note that the system configuration
of the sixth embodiment is the same as that of the second embodiment illustrated in FIGS. 2 and 3. As for an RA
command, a response is transmitted to the host computer 21 after the end of remote copy which is initiated as an
extension of the process of data writing to the volume 143. Accordingly, an RA command requires longer time to complete
the process compared to a CA command. However, the fifth embodiment does not take into account the difference in
the processing time between a CA command and an RA command. As a result, only CA commands may be processed
in the RA-source storage apparatus 100 while the processes of an increasing number of RA commands remain incom-
plete. This may cause inability of receiving even CA commands. In view of this, in the sixth embodiment, weighting
according to the difference in the command processing time is applied and command limit values are changed in such
a manner as not to accumulate incomplete processes of RA commands.

[0077] FIG. 23 illustrates an example of acommand flow control condition according to the sixth embodiment. According
to the sixth embodiment, in the RA-source storage apparatus 100, a CA command processing time cT and an RA
command processing time rT are measured. The measured CA command processing time cT and RA command process-
ing time rT are transmitted to the RA-destination storage apparatus 200 by a path monitor command 38 together with
the cumulative number of RA-source host commands ic and the RA command rate p. In the storage apparatus 200,
command limit values are determined using the CA command processing time cT and the RA command processing
time rT. For example, the following calculations are carried out.

ic x p x ¢cT/rT : tc = trs : tcs (1D

tcs 4+ trs = 1024 L. (12)

[0078] The following results are obtained from these two equations.

tcs = (te/(tc + ic x p x cT/rT)) x

1024 e (13)

trs = 1024 - tcs
= ((ic x p x cT/xrT)/(tc + ic x p x cT/xT))

x 1024 ... (14)

[0079] Further, the RA-source host command limit value ics of the storage apparatus 100 is calculated using the
following calculation formula.
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ics = trs/p ..o {15)

[0080] Next, host command execution performance of the individual storage apparatuses 100 and 200 according to
the sixth embodiment is described using specific examples. Assume here that individual measured values are as follows.

Cumulative number of RA-source host commands ic: 3000

RA command rate p: 0.5

Cumulative number of RA-destination host commands tc: 2000

CA command processing time cT: 1 ms

RA command processing time rT: 4 ms

[0081] In this case, the RA-destination host command limit value tcs, the RA-destination copy command limit value
trs, and the RA-source host command limit value ics are as follows.

tcs = (2000/ (2000 + 3000 x 0.5 x 1/4)) x 1024 =

862

Il

trs 1024 - 862 = 162

162/0.5 = 324

-

9]

1]
Il

[0082] The RA-source host command limit value ics falls much below 1024. However, even if receiving 324 commands
or more, the RA-source storage apparatus 100 is not able to keep up with processes of RA commands, which end up
accumulating. Because the RA-source host command limit value ics is kept low, it is possible to process many more
RA-destination host commands. Thus, keeping the RA-source host command limit value ics as low as 324 allows an
improvement in efficiency of the whole system. In addition, according to the sixth embodiment, the RA command rate
p is reduced in consideration of the difference between the obtained RA-source host command limit value ics and the
upper limit of the CARA port 151, i.e., 1024. This allows an increase in CA commands, which brings the RA-source host
command limit value ics close to 1024. In this manner, it is possible to improve the performance of the RA-source storage
apparatus 100.

[0083] Next described are command management tables individually held by the RA-source storage apparatus 100
and the RA-destination storage apparatus 200 in order to implement the function of the sixth embodiment. FIG. 24
illustrates an example of an RA-source command management table according to the sixth embodiment. According to
the sixth embodiment, an RA-source command management table 55 of FIG. 24 is stored in, for example, a memory of
the CM 130. In the RA-source command management table 55, the following items are set: the host command execution
count; the cumulative number of RA-source host commands ic; the RA-source host command limit value ics; the RA
command count; the RA command rate p; the CA command processing time cT; and the RA command processing time
rT. FIG. 25 illustrates an example of an RA-destination command management table of the sixth embodiment. According
to the sixth embodiment, an RA-destination command management table 56 of FIG. 25 is stored in, for example, a
memory of the CM 230. In the RA-destination command management table 56, the following items are set: the host
command execution count; the cumulative number of RA-destination host commands tc; the RA-destination host com-
mand limit value tcs; the copy command execution count; the cumulative number of RA-destination copy commands tr;
the RA-destination copy command limit value trs; the cumulative number of RA-source host commands ic; the RA
command rate p; the CA command processing time cT; and the RA command processing time rT. Among these items,
the cumulative number of RA-source host commands ic, the RA command rate p, the CA command processing time
cT, and the RA command processing time rT are updated by the CM 230 each time corresponding information is notified
of from the storage apparatus 100 using the path monitor command 38.

[0084] Next described is a command execution process in the RA-source storage apparatus 100 of the sixth embod-
iment. According to the sixth embodiment, the RA-source storage apparatus 100 measures the CA command processing
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time cT and the RA command processing time rT at the time of command execution. FIG. 26 is a flowchart illustrating
an example of a procedure of the RA-source command execution process according to the sixth embodiment. Among
steps illustrated in FIG. 26, operations of Steps S501, S503 to S508, S510 to S513, and S515 to S518 are the same as
those of Steps S431, S433 to S446, respectively, of the fifth embodiment in FIG. 21. Accordingly, the following gives a
description of Steps S502, S509, and S514, which are different operations from those of the fifth embodiment.

[Step S502] The CM 130 increments each of the host command execution count and the cumulative number of
RA-source host commands ic by 1. In addition, the CM 130 resets a timer and starts time count.

[Step S509] When the received host command is an RA command, the CM 130 stops the timer after receiving a
normal response from the storage apparatus 200. Next, the CM 130 calculates an RA command processing time
average. The calculated RA command processing time average is the RA command processing time rT.

[0085] Forexample, the CM 130 has an executed RA command count in a memory, and increments the executed RA
command count each time an RA command is executed. In addition, the CM 130 has an RA command total execution
time in the memory, and adds an execution time measured by the timer to the executed RA command total execution
time each time an RA command is executed. Then, the CM 130 calculates the RA command processing time average
by dividing the RA command total execution time by the executed RA command count. The CM 130 updates the RA
command processing time rT of the RA-source command management table 55 with the calculated RA command
processing time average.

[Step S514] When the received host command is a CA command, the CM 130 stops the timer after the completion
of the host command process. Next, the CM 130 calculates a CA command processing time average. The calculated
CA command processing time average is the CA command processing time cT.

[0086] Forexample, the CM 130 has an executed CA command count in a memory, and increments the executed CA
command count each time a CA command is executed. In addition, the CM 130 has a CA command total execution time
in the memory, and adds an execution time measured by the timer to the executed CA command total execution time
each time a CA command is executed. Then, the CM 130 calculates the CA command processing time average by
dividing the CA command total execution time by the executed CA command count. The CM 130 updates the CA
command processing time cT of the RA-source command management table 55 with the calculated CA command
processing time average.

[0087] As described above, in the storage apparatus 100, the CA command processing time cT or the RA command
processing time rT is calculated for each command execution. Then, the calculated CA command processing time cT
or RA command processing time rT is notified of to the RA-destination storage apparatus 200 using a path monitor
command.

[0088] Next described is a command execution condition notifying process performed in the RA-source storage ap-
paratus 100. FIG. 27 is a flowchart illustrating an example of a procedure of the command execution condition notifying
process in the RA source according to the sixth embodiment. The command execution condition notifying process of
FIG. 27 is described next according to the step numbers in the flowchart.

[Step S521] The CM 130 of the storage apparatus 100 resets a timer and starts time count.

[Step S522] The CM 130 determines whether the timer has counted 10 seconds. If 10 seconds has yet to elapse,
the CM 130 advances the process to Step S521. If 10 seconds has elapsed, the CM 130 advances the process to
Step S523.

[Step S523] The CM 130 notifies the storage apparatus 200 of the cumulative number of RA-source host commands
ic, the RA command rate p, the CA command processing time cT, and the RA command processing time rT. For
example, the CM 130 acquires the cumulative number of RA-source host commands ic, the RA command rate p,
the CA command processing time cT, and the RA command processing time rT from the RA-source command
management table 55. Next, the CM 130 generates a control packet which includes the acquired cumulative number
of RA-source host commands ic, RA command rate p, CA command processing time cT, and RA command process-
ing time rT in its header. Then, the CM 130 transmits the generated control packet to the storage apparatus 200 via
the CARA port 151.

[Step S524] The CM 130 initializes each value of the RA command count, the RA command rate p, the cumulative
number of RA-source host commands ic, the CA command processing time cT, and the RA command processing
time rT of the RA-source command management table 55 to 0. Subsequently, the CM 130 advances the process
to Step S521.

[0089] In this manner, information including the CA command processing time cT and the RA command processing
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time rT is transmitted from the storage apparatus 100 to the storage apparatus 200 at intervals of 10 seconds.

[0090] Next described is a procedure of a command limit value determining process performed in the RA-destination
storage apparatus 200. FIG. 28 is a flowchart illustrating a procedure of the command limit value determining process
in the RA destination according to the sixth embodiment. The command limit value determining process of FIG. 28 is
described next according to the step numbers in the flowchart.

[Step S531] The CM 230 resets a timer and starts time count.

[Step S532] The CM 230 determines whether the timer has counted 10 seconds. If 10 seconds has yet to elapse,
the CM 230 advances the process to Step S531. If 10 seconds has elapsed, the CM 230 advances the process to
Step S533.

[Step S533] The CM 230 calculates the RA-destination host command limit value tcs and the RA-destination copy
command limit value trs. For example, the CM 230 acquires, from the RA-destination command management table
53, the cumulative number of RA-source host commands ic, the RA command rate p, the cumulative number of RA-
destination host commands tc, the CA command processing time cT, and the RA command processing time rT.
Subsequently, the CM 230 calculates the RA-destination host command limit value tcs and the RA-destination copy
command limit value trs according to the above Equations (13) and (14). Further, the CM 230 updates the RA-
destination host command limit value tcs and the RA-destination copy command limit value trs of the RA-destination
command management table 56 with the calculated RA-destination host command limit value tcs and RA-destination
copy command limit value trs.

[Step S534] The CM 230 calculates the RA-source host command limit value ics. For example, the CM 230 acquires
the RA-destination copy command limit value trs and the RA command rate p from the RA-destination command
management table 53. Subsequently, the CM 230 calculate the RA-source host command limit value ics according
to the above Equation (15).

[Step S535] The CM 230 initializes the cumulative number of RA-destination host commands tc and the cumulative
number of RA-destination copy commands tr of the RA-destination command management table 53 to 0.

[Step S536] The CM 230 notifies the RA-source storage apparatus 100 of the RA-source host command limit value
ics calculated in Step S534. Subsequently, the CM 230 advances the process to Step S531.

[0091] Inthe above-described manner, it is possible to set an appropriate command limit value in consideration of the
difference between the CA command processing time cT and the RA command processing time rT of the RA-source
storage apparatus 100. As a result, it is possible to prevent the processes of RA commands, each of which requires a
long processing time, from remaining incomplete and accumulating. This, in turn, prevents a reduction in the processing
efficiency of the storage apparatus 100.

(g) Seventh Embodiment

[0092] Nextdescribedis aseventh embodiment. The seventh embodiment relates to dynamically changing a command
flow control technology according to command input conditions so as to prevent processing load for command flow
control from being imposed on storage apparatuses. Note that the system configuration of the seventh embodiment is
the same as that of the second embodiment illustrated in FIGS. 2 and 3. For example, according to the seventh embod-
iment, in the case where no priority needs to be given in terms of command processing efficiency and balanced execution
of host commands between the RA source and the RA destination, command flow control is performed using a technology
which imposes the minimum processing load on the storage apparatuses. Note that switching from one command flow
control technology to another requires to comprehend the command execution conditions at the storage apparatuses
100 and 200. Assume therefore that, in the case of applying any command flow control technology, information exchange
is being performed between the storage apparatuses using path monitor commands, as in the sixth embodiment.

[0093] When the above-described second to sixth embodiments are compared in terms of processing load, the second
embodimentimposes the lowest processing load on the storage apparatuses. Note however that the command execution
conditions are not monitored in the second embodiment, therefore, the second embodiment is not able to accommodate
changing of a command flow control technology according to the command input conditions. For example, in the case
where an RA session is not established between the storage apparatuses, the application of the command flow control
technology according to the third embodiment simplifies the command execution process of the RA destination, as
illustrated in FIG. 8. Furthermore, just a small amount of information is required for the command flow control, as illustrated
in FIG. 7, and less processing load is imposed on the storage apparatuses compared to the fourth to sixth embodiments.
In the case where an RA session has been established between the storage apparatuses, the command flow control
technology of the third embodiment is not sufficient in terms of the command processing efficiency. If an RA session
has been established and processing load imposed on the RA-source storage apparatus 100 is low (for example, the
cumulative number of RA-source host commands ic is less than or equal to 1024), a host command input to the RA-

23



10

15

20

25

30

35

40

45

50

55

EP 2 608 012 A2

source storage apparatus 100 is executed without transmission of a QFULL response. Therefore, an adequate command
process is performed by the command flow control technology of the fourth embodiment. The command flow control
technology of the fourth embodiment imposes less load on the storage apparatuses 100 and 200 compared to the
command flow control technologies of the fifth and sixth embodiments. Therefore, if an RA session has been established
and processing load imposed on the RA-source storage apparatus 100 is low, the command flow control technology of
the fourth embodiment is adequate. When high processing load is imposed on the RA-source storage apparatus 100
(for example, the cumulative number of RA-source host commands ic exceeds 1024), the command flow control tech-
nology of the fourth embodiment is not adequate in order to achieve balanced execution of host commands output from
the individual host computers 21 and 22. In this case, the command flow control technology of the fifth or sixth embodiment
is adequate. For example, if the CA command execution time and the RA command execution time in the RA-source
storage apparatus 100 are approximately the same, the command flow control technology of the fifth embodiment is
adequate. On the other hand, if there is a difference between the CA command execution time and the RA command
execution time, the command flow control technology of the sixth embodimentis adequate. Note however that determining
whether the command flow control technology of the fifth embodiment or the sixth embodiment is adequate requires
measurements of the CA command processing time cT and the RA command processing time rT and a process of
comparing the measurements. In this case, the processing load imposed on the storage apparatuses 100 and 200
becomes the same as that in the case where the command flow control technology of the sixth embodiment is applied.
Accordingly, in the seventh embodiment, the command flow control technology of the sixth embodiment is applied when
processing load imposed on the RA-source storage apparatus 100 is high.

[0094] A command flow control technology to be applied is determined by, for example, the storage apparatus 200.
Next described is an application technology determining process performed in the storage apparatus 200. FIG. 29 is a
flowchart illustrating an example of a procedure of the application technology determining process. The application
technology determining process of FIG. 29 is described next according to the step numbers in the flow chart.

[Step S601] The CM 230 of the storage apparatus 200 resets a timer and starts time count.

[Step S602] The CM 230 determines whether the timer has counted a predetermined time (for example, 10 seconds).
If the predetermined time has yet to elapse, the CM 230 advances the process to Step S601. If the predetermined
time has elapsed, the CM 230 advances the process to Step S603.

[Step S603] The CM 230 determines whether an RA session has been established between the storage apparatuses
100 and 200. If an RA session has been established, the CM 230 advances the process to Step S605. On the other
hand, if an RA session is not established, the CM 230 advances the process to Step S604.

[Step S604] The CM 230 determines to apply the command flow control technology described in the third embodiment.
Subsequently, the CM 230 advances the process to Step S608.

[Step S605] The CM 230 determines whether the cumulative number of RA-source host commands ic is less than
or equal to 1024. If the cumulative number of RA-source host commands ic is less than or equal to 1024, the CM
230 advances the process to Step S606. On the other hand, if the cumulative number of RA-source host commands
ic exceeds 1024, the CM 230 advances the process to Step S607.

[Step S606] The CM 230 determines to apply the command flow control technology described in the fourth embod-
iment. Subsequently, the CM 230 advances the process to Step S608.

[Step S607] The CM 230 determines to apply the command flow control technology described in the sixth embod-
iment.

[Step S608] The CM 230 notifies the RA-source storage apparatus 100 of the command flow control technology to
be applied.

[Step S609] The CM 230 starts command flow control according to the technology determined to be applied. Sub-
sequently, the CM 230 advances the process to Step S601.

[0095] Inthe above-described manner, itis possible to apply an adequate command flow control technology according
to command input conditions. This reduces processing load imposed on the storage apparatuses 100 and 200, which
in turn reduces power consumption.

(h) Other Embodiments

[0096] The processing functions described in the individual embodiments above may be achieved by a computer. In
this case, a program is provided in which processing contents of functions that a CM of a storage apparatus has are
described. By executing the program on the computer, the above-described processing functions are achieved on the
computer. The program in which processing contents are described may be recorded in a computer-readable recording
medium. Such computer-readable recording media include a magnetic-storage device, an optical disk, a magneto-optical
medium, and a semiconductor memory. Examples of the magnetic-storage device are a hard disk drive (HDD), a flexible
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disk (FD), and a magnetic tape. Examples of the optical disk are a digital versatile disk (DVD), a digital versatile disk
random access memory (DVD-RAM), a compact disc read-only memory (CD-ROM), and a CD rewritable (CD-RW). An
example of the magneto-optical medium is a magneto-optical disk (MO). Note that recording media for recording the
program do not include transitory propagating signals themselves.

[0097] In the case of distributing the program, portable recording media, such as DVDs and CD-ROMs, in which the
program is recorded are sold. In addition, the program may be stored in a memory device of a server computer and then
transferred from the server computer to another computer via a network.

[0098] A computer for executing the program stores the program, which is originally recorded in a portable recording
medium or transferred from the server computer, in its own memory device. Subsequently, the computer reads the
program from its own memory device and performs processing according to the program. Note that the computer is able
to read the program directly from the portable recording medium and perform processing according to the program. In
addition, the computer is able to sequentially perform processing according to a received program each time such a
program is transferred from the server computer. In addition, at least part of the above-described processing functions
may be achieved by an electronic circuit, such as a digital signal processor (DSP), an application specific integrated
circuit (ASIC), and a programmable logic device (PLD).

[0099] Accordingtoone aspect, itis possible to prevent a reduction in the processing efficiency caused by a processing
increase according to the process type.

Claims
1. A storage apparatus comprising:

a memory device (1-1);

a communication interface (1-2) for receiving a command (8, 9) instructing data access to the memory device
(1-1);

determination means (1-3b) for determining a type of the command received via the communication interface
(1-2);

counting means (1-3c) for counting, among commands received via the communication interface (1-2), a number
of commands currently being executed; and

control means (1-3d) for carrying out control to perform, when the number of commands currently being executed
is less than or equal to a limit value corresponding to the type of a command (8, 9) newly received via the
communication interface (1-2), data access to the memory device (1-1) according to the newly received com-
mand, and prevent the data access when the number of commands currently being executed exceeds the limit
value.

2. The storage apparatus according to claim 1, wherein
the determination means (1-3b) determines whether the type of the command (8, 9) received via the communication
interface is a copy command (8) transmitted from a different storage apparatus (5) or a non-copy command (9)
whose type is other than the copy command, and
the control means (1-3d) sets a limit value corresponding to non-copy commands (9) to be lower than a limit value
corresponding to copy commands (8).

3. The storage apparatus according to claim 2, wherein
as the limit value corresponding to non-copy commands, a first limit value and a second limit value are set, the first
limit value being applied when a communication path for data copy has been established between the storage
apparatus and the different storage apparatus (5), and the second limit value having a higher value than the first
limit value and being applied when the communication path is not established,
when the communication path has been established, the control means (1-3d) performs data access to the memory
device (1-1) according to a non-copy command (9) received via the communication interface (1-2) when the number
of commands currently being executed is less than or equal to the first limit value, and prevents the data access
according to the non-copy command (9) when the number of commands currently being executed exceeds the first
limit value, and
when the communication path is not established, the control means (1-3d) performs data access to the memory
device (1-1) according to a non-copy command (9) received via the communication interface (1-2) when the number
of commands currently being executed is less than or equal to the second limit value, and prevents the data access
according to the non-copy command (9) when the number of commands currently being executed exceeds the
second limit value.
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The storage apparatus according to claim 1, wherein

the counting means (1-3c) further counts a number of commands received within a predetermined period of time
with respect to each type of commands, and

the control means (1-3d) determines a limit value corresponding to each type of commands according to a command-
type specific ratio of the commands received within the predetermined period of time.

The storage apparatus according to claim 1, wherein

the determination means (1-3b) determines whether the type of the command (8, 9) received via the communication
interface is a copy command (8) transmitted from a different storage apparatus (5) or a non-copy command (9)
whose type is other than the copy command (8),

the counting means (1-3c) further counts a number of non-copy commands received within a predetermined period
of time, and

the control means (1-3d)

acquires, from the different storage apparatus (5), information indicating a number of trigger commands (7)
received within the predetermined period of time, each of the trigger commands being a trigger of an output of
a copy command from the different storage apparatus (5), and

determines limit values individually corresponding to copy commands (8) and non-copy commands (9) according
to a ratio of the number of trigger commands (7) received by the different storage apparatus (5) to the number
of non-copy commands (9).

The storage apparatus according to claim 1, wherein

the determination means (1-3b) determines whether the type of the command (8, 9) received via the communication
interface (1-2) is a copy command (8) transmitted from a different storage apparatus (5) or a non-copy command
(9) whose type is other than the copy command,

the counting means (1-3c) further counts a number of non-copy commands (9) received within a predetermined
period of time, and

the control means (1-3d)

acquires trigger command information, first time information, and second time information from the different
storage apparatus (5), the trigger command information indicating a number of trigger commands (7) received
within the predetermined period of time, each of which is a trigger of an output of a copy command from the
different storage apparatus (5), the first time information indicating a time required by the different storage
apparatus (5) to execute each of the trigger commands (7), and the second time information indicating a time
required by the different storage apparatus (5) to execute each of commands other than the trigger commands
(7), and

determines limit values individually corresponding to copy commands and non-copy commands according to
a ratio of a multiplication result to the number of non-copy commands, the multiplication result being obtained
by multiplying the number of trigger commands (7) received by the different storage apparatus (5) by a correction
value which is obtained by dividing the time indicated in the second time information by the time indicated in
the first time information.

The storage apparatus according to one of claims 5 and 6, wherein each of the trigger commands (7) is a command
(31) instructing data writing to a volume provided inside the different storage apparatus (5), the volume being
configured to redundantly store data together with the memory device (1-1).

The storage apparatus according to one of claims 5 to 7, wherein the control means (1-3d) instructs the different
storage apparatus (5) to limit a number of commands executed by the different storage apparatus (5) to a value
according to the determined limit value corresponding to copy commands (8).

A command execution control method executed by a storage apparatus (1), comprising:

determining a type of a command received via a communication interface (1-2) and instructing data access to
a memory device (1-1);

counting, among commands received via the communication interface (1-2), a number of commands currently
being executed;

performing, when the number of commands currently being executed is less than or equal to a limit value
corresponding to the type of a command (8, 9) newly received via the communication interface (1-2), data
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access to the memory device (1-1) according to the newly received command; and
preventing the data access when the number of commands currently being executed exceeds the limit value.

10. A computer program which causes a built-in computer (1-3) of a storage apparatus (1) to perform a procedure
comprising:

determining a type of a command received via a communication interface (1-2) and instructing data access to
a memory device (1-1);

counting, among commands received via the communication interface (1-2), a number of commands currently
being executed;

performing, when the number of commands currently being executed is less than or equal to a limit value
corresponding to the type of a command (8, 9) newly received via the communication interface (1-2), data
access to the memory device (1-1) according to the newly received command; and

preventing the data access when the number of commands currently being executed exceeds the limit value.
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FIG. 17
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FIG. 24
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