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Description

[0001] The present disclosure relates to telecommunications. In particular, the present disclosure relates to identifying
the properties of a communication device, and also to generating information for use in identifying the properties of a
communication device.
[0002] Owners of web sites need to understand the capabilities of client communication devices accessing their web
sites in order to optimise the content provided to different device types. For example, a news organisation’s web page
containing an article will be surrounded by areas highlighting other articles to which the reader can progress. On a mobile
phone, a single area listing further articles might be displayed at the top of the page using plain text. On a desktop web
browser with its larger screen, multiple areas listing additional articles including thumbnail images could be displayed
above and to the right of the article. In both cases, the article’s content will be identical. Figure 1 shows an example
layout of a web page on a mobile phone screen, in which content area 1 floats at the top of the page and always remains
in view. Figure 2 shows an example layout of the same web page for a desktop or laptop computer screen, in which two
content areas are shown. The web page shown in Figure 2 is the same as that shown in Figure 1, but more content has
been added to the right of the page in area 2 and area 1 is larger and does not float at the top of the page.
[0003] Web site owners also need to include characteristics of client communication devices in analysis of web usage
in order to understand if user behaviour varies by device type. For example, analysis of the percentage of people failing
to read a second news article by screen size may provide the information needed to improve the user interface on
devices that correlate with a higher than average failure to read further news articles.
[0004] The Hyper Text Transfer Protocol (HTTP) specification advises client devices to include headers to control how
a request to a server should be managed by the server. Example headers include preferred language, cookies containing
information about previous requests, the types of media the device can support and information about the device. The
most widely used header for the identification of device capabilities is known as a User-Agent. A User-Agent is a string
of characters that a communication device can transmit to a remote service, such as a web server. The User-Agent
contains information about the properties of a communication device, such as the device’s hardware, operating system
and web browser. Upon receiving a User-Agent from a particular communication device, the remote service can analyse
the User-Agent in order to determine the properties of that device.
[0005] Whilst the HTTP specification advises devices to transmit a User-Agent header, it provides no guidance con-
cerning the structure of the character string that the header contains. As a result, a wide variety of User-Agent conventions
exist, and the structure of User-Agents continues to evolve.
[0006] Table 1 shows some examples of User-Agents.

[0007] User-Agents do not follow any defined rules and usually only the inclusion of the prefix "Mozilla/5.0" and some
information between succeeding brackets can be expected. However, the User-Agent in Row 5 of Table 1 does not even
contain the prefix "Mozilla/5.0" or any brackets.
[0008] Different hardware and software vendors use different formats for their User-Agents. In the Apple example at
Row 3 of Table 1, the type of device can be found by looking at the string immediately following the first bracket. In the
case of Row 3 of Table 1, the string is "iPhone" indicating the device is an Apple iPhone. However, the Android example

Table 1

Row Example User-Agent Explanation

1 Mozilla/5.0 (compatible; MSIE 9.0; Windows NT 6.1; 
WOW64; Trident/5.0)

Used by Microsoft to identify different 
versions of Internet Explorer on desktop or 
laptop devices.

2 Mozilla/5.0 (compatible; Baiduspider/2.0; +http:
//www.baidu.com/search/spider.html)

Used by the Baidu search engine to identify 
its web site crawler.

3 Mozilla/5.0 (iPhone; CPU iPhone OS 6_1_3 like Mac OS X) 
AppleWebKit/536.26 (KHTML, like Gecko) Version/6.0 
Mobile/10B329 Safari/8536.25

Used by Apple to identify iPhone type 
devices.

4 Mozilla/5.0 (Linux; U; Android 4.0.4; en-us; SPH-D710 
Build/IMM76I) AppleWebKit / 534.30 (KHTML, like Gecko) 
Version/4.0 Mobile Safari/534.30

Used by manufacturers of Android based 
devices to identify their devices.

5 HUAWEI Y320-T00_TD/1.0 Android 4.0.3 Release/
10.01.2012 Browser/WAP2.0 appleWebkit/534.30

Used by Huawei to identify its Y320 
smartphone
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at Row 4 of Table 1 contains a string indicating the device’s model number before the string "Build". In the case of Row
4 of Table 1, the string is "SPH-D710" indicating the device is a Samsung Galaxy S II. The Baidu search engine example
at Row 2 of Table 1 contains no information about the type of device, but instead includes the Uniform Resource Locator
(URL) "http://www.baidu.com/search/spider.html".
[0009] Some hardware and software vendors also include serial number information within the User-Agent to uniquely
identify a specific communication device. As a result, there is a vast number of User-Agent headers in use today. The
number is increasing non-linearly and for practical purposes is infinite.
[0010] To identify the properties of a communication device accessing a web site, two things are required:

1. information about devices, including details of the hardware, operating system and browser information; and

2. a method of relating User-Agents, and other relevant HTTP headers, to entities contained within the information
about devices.

[0011] Regular Expressions and tries are two methods currently used to achieve the latter requirement.
[0012] Regular Expressions (RegExs) are a method of matching patterns within a string of characters. Open source
projects such as DetectMobileBrowsers.com (http://detectmobilebrowsers.com/) use a long list of RegExs to determine
if a device is a mobile browser, or a traditional desktop or laptop based browser. RegEx based algorithms require relatively
little storage space to store the list of RegExs. However, as the number of User-Agents increases, more RegExs need
to be evaluated when a request is received by a web site to achieve an accurate and useful result. The number of User-
Agents is now so great that the time taken to execute these RegExs is longer than web site owners wish to wait for the
resulting device characteristics to be provided. For a web site where response time is extremely important, it is unac-
ceptable to wait even 5 milliseconds whilst all the available central processing unit (CPU) capacity is used to determine
the characteristics of the requesting device. A faster solution is required. Furthermore, the accuracy of the results provided
by RegEx-based algorithms is often so poor as to be unusable.
[0013] Trie data structures can be used to provide considerably faster results, as they reduce the number of complex
calculations which need to be performed. A trie is a type of tree data structure that is particularly suited for storing
character strings, such as User-Agents. A typical trie has one node for every common prefix, with additional strings
contained in child nodes culminating in a leaf node. The trie is evaluated from the root node down. Trie data structures
are commonly used for dictionary applications to determine if a word is valid and to suggest alternative words. They
work very well in such applications where there are hundreds of thousands of possible results. When used for device
identification, however, tries need to be populated with tens of millions of possible User-Agents in order to maintain the
required level of accuracy. Tries for accurate device identification are very large, typically more than several gigabytes.
As such they are only suitable for web sites that have a large amount of available storage. They are unsuited to small
and medium sized web sites that operate on relatively constrained CPU and memory resources.
[0014] The applicant’s earlier patent, European Patent No. 2 871 816, discloses a method of identifying a property of
a communication device. A plurality of data structures (such as trie data structures) are provided, each of which is
designated for storing substrings that occur at a particular character position in a character string (such as a User-Agent).
Each data structure comprises one or more entries, each of which comprises a substring. Data representing an association
between each entry and a respective profile is stored, wherein each profile includes a value of at least one property of
a communication device. The property of a communication device can be identified by searching the plurality of data
structures for substrings of a character string that identifies the device (such as its User-Agent).
[0015] The method described in European Patent No. 2 871 816 is very accurate, requires less storage than prior trie
based algorithms, and is capable of accurately identifying a device from a large corpus of known devices faster than
RegEx based algorithms. It is nevertheless desirable to reduce storage requirements even further and/or to identify a
device even faster, whilst maintaining a high level of accuracy.
[0016] Kniesburges, S. et al., "Hashed Patricia Trie: Efficient Longest Prefix Matching in Peer-to-Peer Systems" de-
scribes a data structure which is based on an extension of a Patricia trie over a data set embedded into a hash table.

SUMMARY

[0017] In accordance with the invention, there is provided: computer-implemented methods as recited by claims 1 and
10; computer-readable media as recited by claims 13 and 15; and an apparatus as recited by claim 14.
[0018] A first aspect of the present disclosure provides a computer-implemented method of generating information for
use in identifying a property of a communication device, the method comprising: receiving training data comprising a
plurality of character strings, wherein each character string identifies a respective communication device; identifying a
plurality of substrings within each character string, each substring comprising a sequence of characters; and creating a
data structure having multiple nodes by associating each of a plurality of nodes of the data structure with a respective
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substring by storing a hash value generated by performing a hash function on the sequence of characters of the substring,
creating references between nodes to define a plurality of paths through the data structure, whereby each path identifies
a respective communication device, and associating a node in each path with a property of the communication device
identified by that path.
[0019] The method may further comprise associating at least one of the plurality of nodes with a plurality of different
substrings. The plurality of different substrings may include at least one of: different sequences of characters occurring
at a common character position in the character strings of different communication devices; and different sequences of
characters occurring at different character positions in the character strings of different communication devices. In this
case, associating at least one of the plurality of nodes with a plurality of different substrings may comprise storing a
plurality of hash values, each generated by performing the hash function on a respective one of the different sequences
of characters. Alternatively or additionally, the plurality of different substrings may include at least one of: a common
sequence of characters occurring at different character positions in the character strings of different communication
devices; and different sequences of characters occurring at different character positions in the character strings of
different communication devices. In this case, associating at least one of the plurality of nodes with a plurality of different
substrings may comprise: associating at least one of the plurality of nodes with data indicating the different character
positions at which each sequence of characters of the different substrings can occur in the character strings of different
communication devices.
[0020] The hash function may be a rolling hash function. The method may further comprise: calculating a computational
efficiency score for a plurality of substrings; and associating nodes closest to the root node with substrings having the
highest computational efficiency scores. The computational efficiency score may be based on: how effectively the data
structure would be split into a plurality of branches with an equal number of leaf nodes by associating a node with a
particular substring; and/or the computational effort required to find the hash value for the substring in a node.
[0021] A further aspect of the present disclosure provides a computer-implemented method of identifying a property
of a communication device, the method comprising: receiving a character string that identifies the communication device;
searching a data structure having multiple nodes, wherein at least some of the nodes store a hash value; and identifying
a property of the communication device, wherein the property is associated with a node identified by searching the data
structure. Searching the data structure comprises iteratively performing the following operations for each of a plurality
of nodes of the data structure: performing a hash function on a sequence of characters in the received character string
to generate a hash value; comparing the generated hash value with the hash value stored by the node; and identifying
a next node of the data structure to evaluate based on the result of the comparison.
[0022] Performing the hash function may comprise performing a rolling hash function on a plurality of sequences of
characters in the received character string to generate a plurality of hash values, wherein each of the plurality of sequences
of characters occurs at a different character position. Comparing the generated hash value may comprise comparing
each of the plurality of generated hash values with the hash value stored by the node. At least one node of the data
structure may store a plurality of hash values, and comparing the generated hash value may comprise comparing the
generated hash value with each of the plurality of hash values stored by the node until a matching hash value is found
or until the generated hash value has been compared with all of the plurality of hash values.
[0023] A further aspect of the present disclosure provides a computer program product or computer-readable medium
comprising instructions which, when executed by a computer, cause the computer to perform any of the methods
disclosed herein.
[0024] A further aspect of the present disclosure provides an apparatus configured to perform any of the methods
disclosed herein.
[0025] A further aspect of the present disclosure provides a computer-readable medium comprising information for
use in identifying a property of a communication device, the communication device being arranged to transmit a character
string that identifies the communication device, the character string comprising a plurality of substrings, each substring
comprising a sequence of characters, wherein the information comprises a data structure having multiple nodes, wherein:
each of a plurality of nodes of the data structure stores a respective hash value, wherein each hash value corresponds
to the hash value that would be generated by performing a hash function on the sequence of characters of each substring;
the data structure comprises references between the plurality of nodes, wherein the references define a path through
the data structure that identifies the communication device; and a node on the path is associated with a property of the
communication device.
[0026] At least one of the plurality of nodes may be associated with a plurality of different substrings. The plurality of
different substrings may include at least one of: different sequences of characters occurring at a common character
position in the character strings of different communication devices; and different sequences of characters occurring at
different character positions in the character strings of different communication devices. In this case, at least one of the
plurality of nodes may store a plurality of hash values, each generated by performing the hash function on a respective
one of the different sequences of characters. Alternatively or additionally, the plurality of different substrings may include
at least one of: a common sequence of characters occurring at different character positions in the character strings of
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different communication devices; and different sequences of characters occurring at different character positions in the
character strings of different communication devices. In this case, at least one of the plurality of nodes is associated
with data indicating the different character positions at which each sequence of characters of the different substrings
can occur in the character strings of different communication devices. The hash function may be a rolling hash function.

BRIEF DESCRIPTION OF THE DRAWINGS

[0027] Embodiments will now be described, purely by way of example, with reference to the accompanying drawings
in which:

Figure 1 shows an example of a web page formatted for a mobile phone screen;

Figure 2 shows an example of a web page formatted for a desktop screen;

Figure 3 is a flow diagram of the Classification, Generation and Identification processes described herein;

Figure 4 is a schematic diagram of a dataset for use in identifying a property of a communication device;

Figure 5 shows a user interface used to create profiles for different components of a communication device;

Figure 6 shows a user interface used to relate profiles to User-Agents via RegExs;

Figure 7 is a flow diagram of a method of generating information for use in identifying a property of a communication
device;

Figure 8 is schematic diagram of an example of a data structure created using the method shown in Figure 7;

Figure 9 is a schematic diagram of a system for generating and deploying a dataset;

Figure 10 is a schematic diagram of a system for identifying a property of a communication device;

Figure 11 is a flow diagram of a method of identifying a property of a communication device; and

Figure 12 is a schematic diagram of a computer system suitable for implementing the present disclosure.

DETAILED DESCRIPTION

[0028] Disclosed herein are interrelated methods and apparatuses that enable the properties of a communication
device to be identified. Firstly, there is a method and apparatus for generating information for use in identifying the
properties of a communication device. Secondly, there is a method and apparatus for identifying the properties of a
communication device based on the previously-generated information.
[0029] The relationship between these methods is illustrated by the flow diagram of Figure 3. The initial input to these
methods is raw data 302. The raw data 302 includes information about the characteristics of all possible hardware,
operating systems and web browsers and their related User-Agents.
[0030] The raw data 302 is processed to form training data 304, in a process that is referred to herein as "Classification".
The training data 304 is then converted into a dataset 306, in a process that is referred to herein as "Generation". The
dataset 306 can then be deployed to a remote service, such as a web site. The remote service can use the dataset 306
to identify the properties of communication devices, in a process that is referred to herein as "Identification". In the
following description, a communication device whose properties are to be determined by the Identification process is
referred to as a "target device".
[0031] The structure of the dataset 306 will first be described. The Classification, Generation and Identification proc-
esses will then be described in turn.

Dataset

[0032] Figure 4 is a schematic diagram of the dataset 306. The dataset 306 comprises a data structure 400. The
dataset 306 may optionally comprise values of the properties of each of a plurality of communication devices. For
example, the dataset 306 may comprise a plurality of profiles 410, which contain values of related properties of one or
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more communication devices. Profiles 410 are described in more detail below, in relation to the Classification process.
[0033] The data structure 400 comprises a plurality of nodes. More specifically, the data structure 400 comprises a
root node 402 and a plurality of leaf nodes 406. The data structure 400 may further comprise one or more branch nodes
404. A node may represent one or more substrings that occur within the User-Agent of a communication device. As
explained in more detail in relation to step 704 of the method illustrated in Figure 7, a substring is a sequence of
consecutive characters that occurs at a particular character position within a User-Agent. A substring is said to occur at
a particular character position if it begins at that character position or, alternatively, if it ends at that character position.
[0034] The root node 402 includes a reference to one or more branch nodes 404 and/or one or more leaf nodes 406.
Each branch node 404 includes a reference to one or more further branch nodes 404 and/or one or more leaf nodes
406. The leaf nodes 406 do not include a reference to any other nodes. Each branch node 404 has one or more parent
nodes. The references between nodes thus define a path through the data structure 400, where the path starts at the
root node 402 and ends at a leaf node 406.
[0035] For example, in Figure 4, the root node 402 includes a reference to branch nodes 404a and 404b. Branch node
404a includes a reference to leaf nodes 406a, 406b and 406c. Branch node 404b includes a reference to branch nodes
404c and 404d, and a reference to leaf nodes 406g and 406h. Branch node 404c includes a reference to branch node
404a and leaf node 406d. Branch node 404d includes a reference to leaf nodes 406e and 406f. Note that branch node
404a has two parent nodes, i.e. the root node 402 and branch node 404c.
[0036] In simple terms, the data structure 400 can be thought of as being a tree. However, due to the possibility that
a branch node 404 may have a plurality of parent nodes, the data structure 400 can be described in more general terms
as a directed acyclic graph.
[0037] For the sake of simplicity, the following discussion assumes that the data structure 400 has only one root node
402. However, the data structure 400 may comprise a plurality of root nodes 402. The following discussion also assumes
that the data structure 400 comprises a plurality of branch nodes 404. However, it is possible for the data structure 400
not to have any branch nodes 404, such that the (or each) root node 402 directly references a leaf node 406. It is possible
for a leaf node 406 to have a plurality of parent nodes, although the existence of a plurality of paths to a particular leaf
node 406 implies that the data structure 400 contains a redundant path that could be eliminated to reduce the size of
the data structure 400.
[0038] An example implementation of the data structure 400 will now be described with reference to Tables 2 and 3.
In this example implementation, a node can be formed by appending zero or more records to a header. Each non-leaf
node has one or more records, whilst each leaf node has no records. The header comprises a plurality of fields, each
of which has a respective value. The header fields are summarised below in Table 2.

Table 2

Header Field 
Name

Description

Unmatched 
Node

If the node is the root node or a branch node, this field contains a reference to another node in 
the data structure (which is referred to herein as the "Unmatched Node" for ease of explanation). 
This reference is used when the hash value of a substring of a target device is not equal to the 
value of any of the "Hash" fields (see Table 3) of the current node. For example, the reference 
may be a pointer to a memory location containing the Unmatched Node, or an index of an element 
of an array containing the Unmatched Node.
If the node is a leaf node, this field contains a negative value (e.g., -1).

First Index If the node is the root node or a branch node, this field contains the first character position at which 
a substring associated with the Unmatched Node can begin.
If the node is a leaf node, or if the Unmatched Node is a leaf node, this field has no defined value.

Last Index If the node is the root node or a branch node, this field contains the final character position at 
which a substring associated with the Unmatched Node can begin. The "First Index" and "Last 
Index" fields of the header collectively define a range of character positions at which substrings 
represented by the Unmatched Node can begin. The values of the "First Index" and "Last Index" 
fields may be equal, as explained below.
If the node is a leaf node, or if the Unmatched Node is a leaf node, this field has no defined value.

Device If the node is a leaf node, this field contains the unique identifier of a device. For example, the 
unique identifier may specify an element in an array of devices that can be used to obtain the 
properties of the device.
If the node is not a leaf node, this field has no defined value.
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[0039] Each record comprises a plurality of fields, each of which has a respective value. Each record represents a
different substring. The record fields are summarised below in Table 3.

[0040] Non-leaf nodes cause the data structure 400 to be split into two or more branches. The number of branches
into which the data structure 400 is split corresponds to the number of records in the node. That is, a node having n
records splits the data structure into (n+1) branches. Branches 1 to n are identified using the "Matched Node" fields of
the node’s records. Branch (n+1) is identified using the "Unmatched Node" field of the node’s header.
[0041] For example, node 402 in Figure 4 has a single record, and splits the tree into two branches. The first branch
comprises node 404b, and the second branch comprises node 404a. The first branch is identified using the "Matched
Node" field of node 402, which refers to node 404b. The second branch is identified using the "Unmatched Node" field
of node 402, which refers to node 404a. Node 404b has three records, and splits the tree into four branches. The first
three branches are identified using the "Matched Node" fields of node 404b, which refer to nodes 404d, 406g and 406h.
The fourth branch is identified using the "Unmatched Node" field of node 404b, which refers to node 404c.
[0042] In this example implementation, each non-leaf node represents one or more substrings that can occur within
the User-Agent of a communication device. Each substring comprises a string of characters, which is stored as a hash
value in the node. More specifically, a hash function is performed upon the sequence of characters, and the resulting
hash value is stored in the "Hash" field of a record of the node. Any suitable hash function can be used. However, the
amount of computation required to search the data structure 400 can be reduced by using a rolling hash function.
[0043] A rolling hash function is a type of hash function that operates upon a moving window in a string of characters,
such that the hash value at the current position of the window can be used to calculate the hash value at the next position
of the window. For example, given the hash value at the current position of the window, the hash value at the next
position of the window can be calculated simply by subtracting a value related to the character that is removed by moving
the window, and by adding a value related to the character that is included by moving the window. A rolling hash function
thus allows the hash values of multiple adjacent substrings to be calculated more quickly than if the same number of

(continued)

Header Field 
Name

Description

Length The number of characters in the substring(s) associated with the node. All substrings associated 
with the node have the same number of characters.

Number of 
Records

The number of records that the node comprises. If the node is the root node or a branch node, 
the number of records is one or more.

Table 3

Record Field 
Name

Description

Hash A hash value (also known as a hash code) generated by performing a hash function on the 
sequence of characters of the substring that is represented by the record. As described below, 
this hash value is compared with the hash value calculated from the corresponding characters 
of the User-Agent of a target device.

Matched Node A reference to another node in the data structure (which is referred to herein as the "Matched 
Node" for ease of explanation). This reference is used when the hash of a substring of a target 
device is equal to the "Hash" field of the current record. For example, the reference may be a 
pointer to a memory location containing the Matched Node, or an index of an element of an array 
containing the Matched Node.

First Index This field usually contains the first character position at which a substring associated with the 
Matched Node can begin. However, if the Matched Node is a leaf node, this field has no defined 
value.

Last Index This field usually contains the final character position at which a substring associated with the 
Matched Node can begin. However, if the Matched Node is a leaf node, this field has no defined 
value. The "First Index" and "Last Index" fields of each record collectively define a range of 
character positions at which substrings represented by the Matched Node can begin. The values 
of the "First Index" and "Last Index" fields may be equal, as explained below.
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hash values were each to be calculated from scratch. The Rabin-Karp rolling hash function is an example of a rolling
hash function that may be used to implement the present disclosure. The Rabin-Karp rolling hash function is described
in Karp, R. M., and Rabin, M. O., "Efficient Randomized Pattern Matching Algorithms" (IBM Journal of Research and
Development, Vol. 31, No. 2, March 1987, pages 249-260). Other suitable rolling hash functions could be used.
[0044] The data structure 400 is searched, starting at the root node 402 and working towards a leaf node 406, by
calculating hash values for different substrings of the User-Agent of a target device. The path that is followed through
the data structure 400 will be dependent upon whether the hash value of a particular substring of the User-Agent is
equal to the value of any of the "Hash" fields of a particular node. That is, when the hash value of a substring of a target
device is equal to a value contained in the "Hash" field of one of the node’s records, the "Matched Node" field of that
record indicates the next node to be evaluated. Alternatively, when the hash value of the substring of the target device
is not equal to any of the values contained in the "Hash" fields of the node’s records, the "Unmatched Node" field of the
node’s header indicates the next node to be evaluated.
[0045] The target device is deemed to be identified when a leaf node 406 is reached. Properties of the target device
can then be retrieved using the device identifier contained in the "Device" field of the leaf node 406. For example, a
value of a property of the target device can be retrieved from a profile 410 that is associated with the device identifier.
[0046] Searching the data structure 400 does not always result in a device being positively identified. A target device
can be sometimes identified by what its User-Agent does not contain, not just what it does contain. For example, consider
one device whose User-Agent contains "iPhone 6", and another device whose User-Agent contains "iPhone 7". Assuming
for simplicity that these are the only two devices whose User-Agents contain "i Phone", the data structure 400 could
have a first branch node 404b that represents the substring "iPhone". The first branch node 404b could reference a
second branch node 404d. The second branch node 404d could have two leaf nodes 406e and 406f, one for each of
the aforementioned devices. One possible way of identifying the two devices would be to configure the second branch
node 404d to represent the substring " 7" (e.g. by storing the hash value of the substring " 7" in the "Hash" field of node
404d’s single record). In this case, matching would identify the device whose User-Agent contains "iPhone 7" by moving
to the leaf node 406f to which the "Matched Node" field of node 404d refers. On the other hand, not matching would
identify the device whose User-Agent contains "iPhone 6" by moving to the leaf node 406e to which the "Unmatched
Node" field of node 404d refers. This method of ruling out possible devices can be used to allow a good match to be
found for newly-released communication devices whose User-Agents were unknown when the data structure 400 was
created. Extending the previous example, a future version of the "iPhone 7" device may have a User-Agent that contains
"iPhone 7s"; advantageously, this future device would be matched as the "iPhone 7" device, which would likely give a
good approximation of the properties of this hitherto unknown device.
[0047] Extending this example even further to accommodate future devices whose User-Agents contain "iPhone 8"
or "iPhone 9", for example, a generic iPhone profile 410 can be created for devices whose User-Agents contain "iPhone".
In this case, the data structure 400 could be built such that after the substring "iPhone" was matched at the first branch
node 404b, the substrings " 6" and " 7" (and any other possible additions) would fail to match. The "Unmatched Node"
field of the second branch node 404d could refer to a leaf node 406e whose "Device" field refers to the generic iPhone
profile. In this manner, the data structure 400 can advantageously allow the identification of suitable properties for an
unknown device.
[0048] Each substring is defined not only by its sequence of characters, but is also defined by the position at which it
occurs in the User-Agent. The character position of a substring represented by any node (other than the root node 402)
is stored using the "First Index" and "Last Index" fields of that node’s parent node. More specifically, when a node is a
Matched Node, the character position of the substring is stored using the "First Index" and "Last Index" fields of the
appropriate record of its parent node. When a node is an Unmatched Node, the character position of the substring is
stored using the "First Index" and "Last Index" fields in the header of its parent node.
[0049] The root node 402 does not have a parent node. Hence, the character position of a substring represented by
the root node 402 cannot be stored in a parent node. The character position of a substring represented by the root node
402 may be stored elsewhere in the dataset 306 and/or may be supplied as an input parameter to an algorithm for
searching the data structure 400.
[0050] If a particular sequence of characters can occur only at a single character position, the values of the "First
Index" and "Last Index" fields are both equal to that character position. On the other hand, if a particular sequence of
characters can occur at several consecutive character positions, the value of the "First Index" field is equal to the first
character position at which it can occur, whilst the value of the "Last Index" field is equal to the last character position
at which it can occur.
[0051] Any node (other than the root node 402) can have more than one parent node. Hence, by storing the character
position at which a substring can occur in a node’s parent node, a node is able to represent a sequence of characters
that can occur at several non-consecutive character positions. For example, and with reference to Figure 4, the "First
Index" and "Last Index" fields of node 402 can indicate a first character position (or a first range of consecutive character
positions) at which the substring represented by node 404a can occur. The "First Index" and "Last Index" fields of node
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404c can indicate a second character position (or a second range of consecutive character positions) at which the
substring represented by node 404a can occur. By creating appropriate references from one or more parent nodes to
a single child node, and by selecting appropriate values of the "First Index" and "Last Index" fields of the parent nodes,
it is possible for the child node to represent a sequence of characters that can occur at any number of character positions
within a User-Agent. This can help to reduce the size of the data structure 400, by avoiding the need for multiple nodes
to represent the same sequence of characters occurring at different character positions.
[0052] The values of the "First Index" and/or the "Last Index" fields may be expressed as character positions counted
relative to the last evaluated character position. Referring again to Figure 4, consider an example in which node 404b
represents a sequence of characters that occurs at character position 50. If node 402 represents a substring that occurs
at character position 0, then the "First Index" and "Last Index" fields of node 402 would each have a value of +50. In
this example, the value of +50 is the difference between the character position represented by node 404b (i.e. position
50) and the character position represented by node 402 (i.e. position 0). Continuing this example, suppose that node
404d represents a sequence of characters that can occur between character positions 10 and 20. The "First Index" field
in one record of node 404b would have a value of -40, since this is the difference between the first character position
represented by node 404d (i.e. position 10) and the character position represented by node 404b (i.e. position 50). The
"Last Index" field in that record of node 404b would have a value of -30, since this is the difference between the last
character position represented by node 404d (i.e. position 20) and the character position represented by node 404b (i.e.
position 50). Expressing the values of the "First Index" and/or the "Last Index" fields as a number of character positions
counted relative to the last evaluated character position provides a simple and consistent way for a node to represent
a sequence of characters that can occur at any number of character positions within a User-Agent.
[0053] The "First Index", "Last Index" and "Length" fields collectively indicate one or more substrings, in the User-
Agent of a target device, upon which a hash function is to be performed. A first hash value is generated by performing
a hash function on a sequence of characters that begins at the character position indicated by the value of the "First
Index" field of the parent node. The length of the sequence of characters upon which the hash function is performed is
indicated by the value of the "Length" field of the current node. When the value of the "Last Index" field is equal to the
value of the "First Index" field, a hash function is performed on only one substring in the User-Agent of the target device.
However, when the value of the "Last Index" field is different from the value of the "First Index" field, a hash function is
performed on multiple substrings in the User-Agent of the target device. More specifically, multiple hash values are
generated by performing a hash function on each sequence of characters that begins at each character position within
the range indicated by the values of the "First Index" and "Last Index" fields. As before, the length of each sequence of
characters upon which the hash function is performed is indicated by the value of the "Length" field.
[0054] The order in which the character positions are to be evaluated when calculating the hash value may be indicated
by whether the "Last Index" is greater than or less than the "First Index". For example, if the value of the "Last Index"
field is less than the value of the "First Index" field, the rolling hash value is calculated using a window that moves from
right to left (i.e. towards character position zero). Conversely, if the value of the "Last Index" is greater than the value of
the "First Index", the rolling hash function is calculated using a window that moves from left to right (i.e. away from
character position zero).
[0055] All nodes may have the same format, comprising a header and one or more records as described above with
reference to Tables 2 and 3. Use of the same format can allow new nodes to be quickly and easily added to an existing
data structure 400. This can be useful when the data structure 400 needs to be updated quickly to allow a newly-released
communication device to be identified. However, the scope of the claims is not limited to nodes having the specific format
described above. Indeed, it will be appreciated that equivalent functionality can be achieved with nodes having other
formats than those described above, and such equivalents should be regarded as being within the scope of the claims.
For example, in another possible implementation of the data structure 400, all nodes (not just non-leaf nodes) can be
associated with one or more substrings. In another possible implementation of the data structure 400, any node (not
just leaf node) can be associated with a device. In yet another possible implementation of the data structure 400, the
character position of a substring can be represented using the "First Index" and "Last Index" of the node itself (rather
than using the "First Index" and "Last Index" fields of the parent node). In this implementation, the values of the "First
Index" and/or the "Last Index" fields may be counted from the first character position of a User-Agent (rather than relative
to the last evaluated character position).
[0056] The data structure 400 described herein can represent a given number of User-Agents using less memory or
disk space than the tries that are conventionally used to identify communication devices. One reason for the smaller
size is that the data structure 400 stores a hash value of a substring, rather than the substring itself. For example, assume
that the hash value is an unsigned 32-bit integer and that each character of the substring is an 8-bit integer (or byte). In
this example, storing a hash value requires less space than storing a substring having five or more characters.
[0057] Another reason for the smaller size is that the data structure 400 can avoid redundancy when two or more
User-Agents include a common sequence of characters that begins at a different character position in each User-Agent.
A trie would store the common sequence of characters several times. That is, the trie would store a separate copy of
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the common sequence of characters at every character position. In contrast, the data structure 400 can store the hash
value of the common sequence of characters just once, and can represent the different character positions of the
sequence of characters using the "First Index" and "Last Index" values. This can avoid the storage of redundant characters
that arises when, for example, the same version of a web browser is executed on several different models of device
manufactured by many different vendors.
[0058] A further reason for the smaller size is that, unlike a trie, the data structure 400 does not need to store every
character of every User-Agent in the training data 304. Instead, the data structure 400 can store the hash values of a
minimal set of substrings that allows each device to be uniquely identified. Each substring in the minimal set is disjoint
from (and may be non-consecutive with respect to) the other substrings in the minimal set. In this manner, the data
structure 400 can avoid storing characters and/or substrings that do not differentiate between devices.
[0059] The data structure 400 described herein can also allow a communication device to be identified more quickly
than a conventional trie-based algorithm. As mentioned in the previous paragraph, the data structure 400 does not need
to store every character of every User-Agent in the training data 304, but can instead store the hash values of a minimal
set of substrings that allows each device to be uniquely identified. A target device can thus be identified by matching
the hash values of a few substrings of its User-Agent to the hash values of the minimal set of substrings stored in the
data structure 400, which may often be quicker than searching for a long sequence of characters in a trie.
[0060] Furthermore, by avoiding the need to store every character of every User-Agent in the training data 304, the
data structure 400 can allow devices to be identified more accurately than is possible with a trie. User-Agents sometimes
contain characters that are irrelevant to the properties of the target device. For example, a User-Agent may contain a
sequence of characters that identifies a person using the device, but does not contain any information about the device
itself. Such irrelevant characters would need to be included in a trie, which would either result in devices being incorrectly
identified, or necessitate the inclusion of every possible sequence of characters used to identify a person, thus reducing
the accuracy and/or increasing the size of the resulting trie. However, the data structure 400 allows storing those irrelevant
characters to be avoided, thereby allowing devices to be identified more accurately.
[0061] The data structure 400 described herein can allow specific properties of a target device to be retrieved more
quickly than is possible with a conventional trie-based algorithm. As mentioned above, the data structure can have a
plurality of root nodes 402. Each of the plurality of root nodes 402 can be used to retrieve different properties of the
target device. For example, a first root node 402 may be used to retrieve properties relating to the hardware of a
communication device, a second root node 402 may be used to retrieve properties relating to the browser running on a
communication device, and/or a third root node 402 may be used to retrieve properties relating to the operating system
used by a communication device. Further root nodes 402 may be created to allow other types of properties to be retrieved.
The provision of multiple root nodes 402 can thus allow specific properties to be retrieved without searching the entire
data structure 400. In contrast, conventional trie-based algorithms typically require at least a significant portion of the
target-device’s User-Agent to be compared against the trie before any properties can be returned.

Classification

[0062] The purpose of the Classification process is to associate each User-Agent in the raw data 302 with the properties
of a particular device that transmits the User-Agent in question. The Classification process may be substantially the
same as that disclosed in the applicant’s earlier patent, European Patent No. 2 871 816, but is described below to assist
the reader in understanding the Generation and Identification processes disclosed herein. The skilled person will ap-
preciate that the Classification process can be implemented in other ways.
[0063] Every device using HTTP communications can be considered to have three components, namely a hardware
component, an operating system component and a browser component. Over time other components may be required,
or current ones may become obsolete. Example components are shown in Table 4.

Table 4

ID Component Type Description

C1 Hardware A collection of properties associated with the device hardware. For example, physical 
screen size, input methods, manufacturer.

C2 Operating System A collection of properties associated with the device’s operating system. For example, 
version, supported executable formats, or manufacturer.

C3 Browser A collection of properties associated with the device’s web browser. For example, 
supported HTML5 elements, supported image, audio and video formats.
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[0064] Each component is associated with one or more profiles. A profile groups together related characteristics of a
component. Example profiles are shown in Table 5, Table 6 and Table 7. Specifically, Table 5 shows examples of
hardware profiles that group together characterises of a hardware component, Table 6 shows examples of operating
system profiles that group together characteristics of an operating system component, and Table 7 shows examples of
browser profiles that group together characteristics of a browser component.

[0065] Each profile includes one or more properties. For example, a device’s physical screen size, CPU, hardware
vendor and model name are properties related to the hardware component. An operating system component may include
properties such as information about the manufacturer, the version, when it was released and the Application Program-

Table 5

ID C1 - Hardware Profiles

H1 Apple iPhone 5

H2 Apple iPhone 5s

H3 Samsung Galaxy S5

H4 Samsung Galaxy J3

H5 Samsung Galaxy Sol

H6 LG Phoenix 2

H7 Unknown Desktop

H8 Unknown

Table 6

ID C2 - Operating System Profiles

O1 iOS version 9

O2 iOS version 10

O3 Android 5

O4 Android 6

O5 Windows Phone 8

O6 Windows 10 Mobile

O7 Windows 8

O8 Unknown

Table 7

ID C3 - Browser Profiles

B1 Mobile Safari

B2 Android Browser

B3 Samsung Browser

B4 Facebook

B5 Internet Explorer

B6 Chrome Mobile

B7 Chrome Desktop

B8 Spider / Crawler



EP 3 438 848 B1

12

5

10

15

20

25

30

35

40

45

50

55

ming Interfaces (APIs) it makes available. Table 8 shows examples of hardware vendors.

[0066] Many of these values will be repeated across multiple profiles. For example, Samsung manufacture many
different devices. Rather than duplicating the value "Samsung" multiple times for each profile, the profile can reference
a unique ID for the value. Table 9 shows some example hardware property values assigned to profiles H3 and H4. Notice
how value ID V1 relates to both profiles.

[0067] Figure 5 shows an example of a user interface to enable a human operator to populate profile data based on
sources including manufacturers’ specifications and automated device tests. The user interface allows values to be
selected from predetermined lists, thus increasing data consistency by reducing the probability of operator error.
[0068] In order to relate profiles to User-Agents, each profile has one or more RegExs assigned to it by a human
operator. For each new User-Agent being added to the training data, the RegExs for all of the profiles for each component
are evaluated. If a single profile matches the User-Agent being added, that User-Agent can be automatically related to
the profile. Table 10 shows an example of related profiles and User-Agents assigned in this manner.

Table 8

ID Value

V1 Samsung

V2 Nokia

V3 LG

V4 Apple

Table 9

ID Property Value Profile ID

V10 CPU 2.5 Ghz Quad-core H3

V9 ScreenDiagonalInches 5.1 H3

V8 HardwareModel Galaxy S5 H3

V1 Hardware Vendor Samsung H3

V7 CPU 1.5 Ghz Quad-core H4

V6 ScreenDiagonalInches 5.0 H4

V5 HardwareModel Galaxy J3 H4

V1 Hardware Vendor Samsung H4

Table 10

ID User-Agent Example Matching 
Profiles

Matched RegExs

U1 Mozilla/5.0 (iPhone; CPU iPhone OS 10_2 like Mac OS X) AppleWebKit/
602.3.12 (KHTML, like Gecko) Mobile/14C92 [FBAN/FBIOS;FBAV/
75.0.0.48.61 ;FBBV/45926345;FBRV/0;FBDV/iP hone6,2;FBMD/
iPhone;FBSN/iOS; FBSV/10.2;FBSS/2;FBCR/Bouygue sTelecom;
FBID/phone;FBLC/fr_F R;FBOP/5]

H2-O2-B4 H-Contains 
"iPhone6"
O-Contains "iPhone 
OS 10"
B-Contains "FBAN"

U2 Mozilla/5.0 (Linux; Android 6.0.1; SM-G900R4 Build/MMB29M) 
AppleWebKit/537.36 (KHTML, like Gecko) Chrome/55.0.2883.91 Mobile 
Safari/537.36

H3-O4-B6 H-Contains "SM-
G900R4"

O-Contains 
"Android 6"
B-Contains 
"Chrome/" followed 
by "Mobile"
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[0069] If no profiles match, or more than one profile matches, then the human operator can be informed. The operator
can decide which of the possible profiles to assign the user agent to, or create a new profile if one did not exist already.
Additional information may be required from the manufacturer in order to complete the final assignment.
[0070] Figure 6 shows a user interface to control the RegExs related to a specific profile, and the User-Agents related
to that profile. RegExs can be created and edited for the profile. The RegExs can then be applied to the possible User-
Agents and any that match uniquely assigned to the profile forming a relationship between the Profile and the User-Agent.
[0071] The User-Agents and their associated profiles may optionally be filtered, so as to remove User-Agents and
profiles for devices that are less frequently used to access web sites. A suitable filtering process is disclosed in the
applicant’s earlier patent, European Patent No. 2 871 816. The filtering process can reduce the size of the training data
304, which in turn reduces the size of the dataset 306 generated from the training data 304, thus allowing the dataset
306 to be deployed to websites with limited memory and/or disk storage. However, it will be appreciated that the filtering
process may prevent correct properties being provided for devices whose profiles are removed from the dataset 306.

Generation

[0072] With the training data 304 populated with a set of User-Agents and profiles, a dataset 306 structured for rapid
device identification can be generated. Figure 7 is a flow diagram of a computer-implemented method 700 of generating
such a dataset 306, which comprises information for use in identifying a property of a communication device. Broadly
speaking, the method 700 converts the training data 304 into a form that allows the properties of communication devices
to be quickly and accurately identified.
[0073] The method 700 begins at step 702, when training data 304 is received. As will be apparent from the foregoing
description of the Classification process, the training data 304 comprises a plurality of User-Agents, each of which is
associated with one or more properties of a device that transmits that User-Agent. For example, each User-Agent may
be associated with a set of one or more profiles, as shown in Table 10.

(continued)

ID User-Agent Example Matching 
Profiles

Matched RegExs

U3 Mozilla/5.0 (compatible; Googlebot/2.1; +http:
//www.google.com/bot.html)

H8-O8-B8 H-Does not match 
any other Hardware 
profile

O-Does not match 
any other OS profile
B-Contains 
"Googlebot"

U4 Mozilla/5.0 (Linux; Android 6.0; LG-K371 Build/MRA58K) AppleWebKit/
537.36 (KHTML, like Gecko) Chrome/52.0.2743.98 Mobile Safari/537.36

H6-O4-B6 H-Contains "LG-
K371"
O-Contains 
"Android 6"

B-Contains 
"Chrome/" followed 
by "Mobile"

U5 Mozilla/5.0 (Linux; Android 5.1.1; SAMSUNG SM-J320FN 
Build/LMY47V) AppleWebKit/537.36 (KHTML, like Gecko) 
SamsungBrowser/3.5 Chrome/38.0.2125.102 Mobile Safari/537.36

H4-O3-B3 H-Contains "SM-
J320FN"
O-Contains 
"Android 5"

B-Contains 
"SamsungBrowser"

U6 Mozilla/5.0 (Linux; Android 6.0.1; SAMSUNG-SM-J321AZ 
Build/MMB29K) AppleWebKit/537.36 (KHTML, like Gecko) 
SamsungBrowser/4.0 Chrome/44.0.2403.133 Mobile Safari/537.36

H5-O4-B3 H-Contains "SM-
J321AZ"
O-Contains 
"Android 6"
B-Contains 
"SamsungBrowser"
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[0074] The training data 304 need not contain every possible User-Agent that exists. Indeed, given that the number
of User-Agents in existence grows daily, it is probable that the training data 304 will not contain every possible User-
Agent that exists. However, the absence of User-Agents from the training data need not adversely affect the accuracy
of the Identification process because, as will be explained in greater detail below, it is possible to identify devices
accurately even if their User-Agent is not present in the data structure 400. Furthermore, the omission of User-Agents
from the training data 304 may even improve the ability to identify new devices, by avoiding the data structure 400 being
overfitted to the training data 304. Thus, the training data 304 generally contains a representative sample of User-Agents.
[0075] At step 704, each User-Agent in the training data 304 is processed to identify substrings that occur within the
User-Agent. As used herein, the term "substring" refers to a sequence of consecutive characters that occurs at a particular
character position within a User-Agent.
[0076] In an example, a substring is identified by reading a User-Agent to identify a sequence of characters that starts
and ends with a delimiter. The delimiter can be any character (or sequence of characters) that divides a User-Agent into
meaningful segments. Examples of single character delimiters include a space (" "), comma (","), semicolon (";"), left
parenthesis ("(") and/or left square bracket ("["). An example of a multiple-character delimiter is a non-alphanumeric
character that is immediately followed by an alphanumeric character (such as ".0", "/5" or "/M"). These are purely non-
limiting examples of delimiters; alternative and/or additional delimiters can be used. Either or both of the delimiters may
optionally be regarded as being part of a substring. To allow the first and last substrings of a User-Agent to be identified,
the start and end of the User-Agent are also used as delimiters.
[0077] A substring may comprise one or more characters. However, longer substrings are more capable of differen-
tiating between different devices than shorter substrings. Hence, in some examples in accordance with present disclosure,
only character sequences that comprise more than a threshold number of characters are considered to be valid substrings.
Character sequences with fewer characters than the threshold may be combined with the immediately preceding se-
quence of characters and/or the immediately succeeding sequence of characters to form a valid substring.
[0078] The process of identifying substrings also involves determining the character position at which each sequence
of characters occurs. The character position at which each sequence of character occurs is helpful in distinguishing
between different devices. For example, the occurrence of the character sequence "Chrome" towards the start of a User-
Agent may signify that the device is an iPhone, whereas the occurrence of the character sequence "Chrome" towards
the end of a User-Agent may signify an Android device. To take advantage of this property, identical sequences of
characters that occur at different character positions are considered to be different substrings.
[0079] For the sake of consistency throughout the examples discussed below, the character position of a substring
will be considered to be the position of the first character of that substring, counted from the first character (i.e. character
position zero) of the User-Agent. However, it will be appreciated that the character position of a substring could be
counted from the last character of a User-Agent, or could be counted relative to the character that was last evaluated
in a User-Agent.
[0080] To illustrate step 704, Table 11 lists substrings that can be identified within the User-Agent "Mozilla/5.0 (Linux;
Android 6.0.1; SM-G900R4 Build/MMB29M) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/55.0.2883.91 Mobile
Safari/537.36" using the exemplary delimiters listed above, and assuming that only substrings having five or more
characters are regarded as valid substrings.

Table 11

Identified Substring

Character Sequence
Character 
Position

First Delimiter Second Delimiter

Mozilla/5.0 0 Start of User-Agent " " (space)

Linux 13 "(" ";"

Android 20 " " (space) " " (space)

6.0.1 28 " " (space) "; "

SM-G900R4 35 " " (space) " " (space)

Build 45 " "(space) " / M"

MMB29M) 51 "/M" (Note: part of the delimiter, "/M", is treated as 
part of the substring)

" " (space)

AppleWebKit 59 " " (space) "/5"

537.36 71 "/ 5" " " (space)
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[0081] In this example, certain sequences of characters (e.g., "/5" and ". 0" in the substring "Mozilla/5.0", and ". 0" and
". 1" in the substring "6.0.1") include the exemplary multiple-character delimiter of a non-alphanumeric character that is
immediately followed by an alphanumeric character. However, because these sequences of characters do not have the
threshold number of characters needed to be regarded as valid substrings, they are combined with the immediately
preceding sequence of characters to form a valid substring. For similar reasons, "KHTML, " and "like" are combined to
form a valid substring having more than the threshold number of characters. It can also be seen that the sequence of
characters "537.36" occurs twice, at character positions 71 and 132. These identical sequences of characters are
considered to be different substrings, due to their different character positions.
[0082] As can be seen from Table 11, delimiters provide a consistent way of automatically dividing a User-Agent into
meaningful segments that can subsequently be used to identify devices. Other suitable methods of identifying substrings
may be used, in addition or as an alternative to using delimiters, and such methods fall within the scope of the claims.
[0083] All substrings present within all User-Agents in the training data 304 are identified during step 704. Many
substrings will occur in more than one User-Agent. For example, the substring consisting of the character sequence
"Linux" starting at character position 13 occurs in User-Agent IDs U2, U4, U5 and U6 in Table 10.
[0084] Step 704 further includes associating each identified substring with an identifier of each device whose User-
Agent includes that substring. For example, substrings and their corresponding device identifiers may be stored in a
table or other suitable data structure, so as to represent the one-to-one and one-to-many mappings that can exist between
substrings and devices. Any suitable device identifier may be used. For example, a device identifier may be formed by
combining the identifiers of each of the profiles that were matched to the User-Agent for a device during the Classification
process. For example, "H2-O2-B4" can be used as an identifier for the first device in Table 10 (i.e. the device with User-
Agent ID U1). Alternatively, the device identifier may be a unique number or a unique alphanumeric string that is assigned
to each device during the Classification process.
[0085] Table 12 gives an example of associations between substrings and device identifiers for each of the devices
whose User-Agents are listed in Table 10. For the sake of simplicity, User-Agent IDs (i.e. U1 to U6) are used to identify
each device in Table 12, but other types of device identifier are possible, as explained above. Table 12 does not include
all of the possible substrings for all six devices, but merely includes a sample of substrings that is sufficient to illustrate
the principles disclosed herein.

(continued)

Identified Substring

Character Sequence
Character 
Position

First Delimiter Second Delimiter

KHTML, like 79 "(" " " (space)

Gecko) 91 " " (space) " " (space)

Chrome 98 " " (space) "/ 5"

55.0.2883.91 105 "/ 5" " " (space)

Mobile 118 " " (space) " " (space)

Safari 125 " "(space) "/5"

537.36 132 "/ 5" End of User-Agent

Table 12

Identified Substring
Character Sequence Character Position Devices

Mozilla/5.0 0 U1, U2, U3, U4, U5, U6

iPhone 13 U1

Linux 13 U2, U4, U5, U6

Compatible 13 U3

Android 20 U2, U4, U5, U6

Android 6.0 20 U4
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[0086] Once all of the substrings in the training data 304 have been identified and associated with one or more device
identifiers, the method proceeds to step 706.
[0087] In step 706, a data structure 400 as described above is created. Step 706 may optionally include a step 708
of calculating a computational efficiency score for the substrings. Step 706 includes a step 710 of creating a node of the
data structure 400, a step 712 of associating the newly-created node with a substring, a step 714 of creating a reference
between nodes, and a step 716 of associating a node 406 of the data structure 400 with a property of a communication
device.
[0088] At step 708, one or more computational efficiency scores are calculated for each of the substrings identified in
step 704. Generally speaking, a computational efficiency score is a measure of the extent to which the data structure
400 is optimised by associating a particular substring, or a particular set of substrings, with a particular node. Compu-
tational efficiency scores can quantify various aspects of the performance of the data structure 400, such as the average
number of processing operations required to identify a target device, the average time taken to identify a target device,
the amount of storage required by the data structure 400 and/or the accuracy of the data structure 400. Calculating
computational efficiency scores thus allows the data structure 400 to be created in a way that optimises one or more
aspects of the performance of the data structure 400. By optimising the data structure 400, an Identification process
that uses the data structure 400 can also be optimised.
[0089] Equation (1) is an example of a computational efficiency score: 

where Score is the computational efficiency score, |x| represents the absolute value (modulus) of x, NSubBranches is the
number of branches of the current node, DMax is the number of devices that will be put into the largest subtree of the
current node (where "largest" is defined by the number of devices in the subtree), DTotal is the total number of devices
that exist below the current node, and NOperations represents the number of operations needed to search for the hash
value of a substring within the current node.
[0090] The numerator of Equation (1) represents how effectively the data structure would be split into a plurality of
branches that each have an equal number of leaf nodes. In the case of a node with n branches, the maximum value of
the numerator will occur when each branch of the node contains 1/n of the total number of devices that exist below the node.
[0091] The denominator of Equation (1) represents the computational cost of evaluating the node. This can be calcu-
lated by summing the number of CPU operations needed to calculate the hash value of a substring and the number of
CPU operations needed to compare the hash value to each of the "Hash" fields in the node.
[0092] The example computational efficiency of Equation (1) thus gives consideration to three factors that reflect how
the node influences the performance of the data structure: the percentage of devices ruled out by evaluating the node;
how balanced the node is; and how many CPU operations are required to evaluate the node.
[0093] Therefore, an optimal node would be chosen to be one which discarded a large portion of non-matching devices

(continued)

Identified Substring
Character Sequence Character Position Devices

6.0.1 28 U2, U6

5.1.1 28 U5

LG-K371 33 U4

SM-G900R4 35 U2

SAMSUNG 35 U5, U6

SAMSUNG-SM-J321AZ 35 U6

Build 41 U4

Build 45 U2

Build 53 U5, U6
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 kept the tree balanced  and required a small number of operations to eval-
uate the node (small NOperations).

[0094] To illustrate how the computational efficiency score of Equation (1) can be used, consider an example in which
the effect of associating a node with the substring "5.1.1" (see Table 12) is assessed. In this example, the following
assumptions are made:

1. the node is a root node, i.e. all six devices shown in Table 10 are to be included in child subtrees;
2. calculating a hash value requires one operation for each character of the substring;
3. shifting a hash value of a rolling hash function (i.e. moving the window by one character position) requires one
operation; and
4. a hash comparison requires one operation.

[0095] In this example, a computational efficiency score is first calculated on the basis that the node has only two
branches. The resulting computational efficiency score is: 

[0096] Computational efficiency scores are then calculated for a variety of other ways in which that substring could
be associated with the node. For example, the possibility of creating a node with three branches may be assessed. If
the node were to have three branches and a range of zero, it could also be associated with the substring "6.0.1" (which
occurs at the same character position as "5.1.1" and comprises the same number of characters). Assuming that the
search operation takes a maximum of two comparisons, the computational efficiency score for such a node is: 

[0097] The computational efficiency score of Equation (3) is greater than that of Equation (2), which indicates that a
node with three branches would provide better performance than a node with two branches. Although the node with
three branches takes more operations to evaluate, the number of nodes it rules out for future evaluation is large enough
to outweigh this comparative additional computational cost of the node.
[0098] Similarly, the range of character positions to search may be considered when assessing the performance of a
node. Using the character sequence "Build" (see Table 12) as an example, the optimal node with two branches is formed
when the "First Index" and "Last Index" fields both point to character position 53. Making the previous assumptions, the
computational efficiency score for such a node is: 

[0099] If the range were to be extended by making the "First Index" field point to character position 45 (whilst the "Last
Index" field continues to point to character position 53), the node could additionally represent the "Build" substring of
device U2 (see Table 12). This increases the numerator of the computational efficiency score, but also increases the
denominator. When a rolling hash is used, the number of operations will be the five needed to calculate the first hash,
an additional operation for each character it needs to shift, and a comparison for each hash. The computational efficiency
score is: 
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[0100] The computational efficiency score of Equation (5) demonstrates that extending the range incurs a performance
penalty. Hence, ranges are usually small (i.e. the values of the "Last Index" and "First Index" fields differ by only a small
amount). However, ranges have the additional benefit of allowing the Identification process to identify unknown devices
whose User-Agents comprise a known character sequence at a character position that is not seen in the training data 304.
[0101] By calculating computational efficiency scores for each of the substrings identified in step 704 for a variety of
different node parameters (e.g. the number of branches, "First Index" value and "Last Index" value), the optimal node
to be created at step 710 can be found through a process of trial and error.
[0102] It will be appreciated that Equation (1) is presented only as an example of a computational efficiency score that
is suitable for carrying out the present disclosure. Other ways of calculating computational efficiency scores will occur
to those skilled in the art in the light of the present disclosure.
[0103] For example, a computational efficiency score may be based upon the popularity of the devices going into the
node. Popular devices will have to be matched more often than less popular devices, so there is an efficiency gain to
be found in ensuring more popular devices are matched quickly (at the expense of detection time for less popular
devices). This can be achieved by giving a high score to prospective nodes which result in leaf nodes 406 containing
popular devices being closest to the root node 402 of the data structure 400. The popularity of devices may be determined
in any suitable manner. For example, analysis of a log of visitors to a website may be used to rank the popularity of
devices that are used to access that website.
[0104] At step 710, a node of the data structure 400 is created. The computational efficiency scores calculated at step
708, or any other method of determining the best node, may be used to decide the optimum node to create. The node
may be created by creating a header and one or more records as described above with reference to Tables 2 and 3.
However, the scope of the claims is not limited to nodes having that specific format, and the node may be created in
any other suitable format. Step 710 may optionally include populating the node with some, but not all, of the data that it
will eventually include. For example, the "First Index", "Last Index" and "Length" fields may be populated during step
710, whilst the remaining fields are left empty to be populated during steps 712, 714 and 716.
[0105] At step 712, the newly-created node is associated with one or more substrings. A hash function is performed
upon each character sequence of the one or more substrings, and the resulting hash value(s) are stored in respective
"Hash" fields of the node. The newly-created node is thereby associated with one or more substrings. Any suitable hash
function can be used. The hash function may be a rolling hash function, which may be the Rabin-Karp rolling hash function.
[0106] In embodiments that make use of computational efficiency scores, the newly-created node may be associated
with the one or more substrings that resulted in the highest score at step 708. The recursive process for creating the
data structure 400 that is described herein will cause nodes closest to the root node 402 to be associated with substrings
having the highest computational efficiency scores. The data structure 400 will thus be configured to reduce the amount
of computation required to traverse the data structure from the root note 402 to a leaf node 406, thereby reducing the
time taken to identify a target device.
[0107] At step 714, a reference is created from the newly-created node to each of its child nodes. For example, the
"Unmatched Node" field and each of the "Matched Node" fields may be populated with references to the yet to be
constructed child nodes. It is unimportant that the child nodes do not yet exist, as the fields can point to where a node
will be placed once it is created.
[0108] The method then returns to step 708 (or, in embodiments that do not make use of computational efficiency
scores, to step 710) to build each child of the node which was just created, where each child node is determined using
only the devices to which it applies. Steps 708, 710, 712 and 714 are recursively performed to create all of the nodes
required to identify each device in the training data 304.
[0109] Although recursively calculating computational efficiency scores for all nodes of the data structure 400 is com-
putationally intensive, steps 708 to 716 lend themselves well to parallelization. This is because each subtree of any
node can be calculated in isolation from other subtrees of that node, because each subtree contains devices that are
not found in any of its siblings. Thus, steps 708 to 716 can advantageously be performed in parallel on separate subtrees
of the data structure.
[0110] At step 716, a node is associated with one or more properties of one or more communication devices. For
example, a node can be associated with a property by storing a device identifier in the node. As another example, a
node can be associated with a property by storing an identifier of a profile (such as those described above with reference
to Tables 5, 6 and 7) in the node. As yet another example, a node can be associated with a property by storing the value
of the property in the node.
[0111] Any node on the path through the data structure 400 that identifies a particular communication device can be
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associated with a property of that device. Multiple nodes on the path may be associated with different properties of the
same device. However, in the example implementation of the data structure 400 that is described above with reference
to Tables 2 and 3, only leaf nodes are associated with the properties of a respective communication device. In this
example implementation, a node is associated with a property by adding a respective device identifier to the "Device"
field of each leaf node. The device identifier may reference a device record, which includes the properties of a commu-
nication device.
[0112] In implementations where the leaf nodes are not associated with substrings (such as the example implemen-
tation described above with reference to Tables 2 and 3), the leaf nodes may be created at step 716 instead of step 710.
[0113] The data structure 400 may optionally be optimised after steps 708 to 716 have been completed. More specif-
ically, the data structure 400 may be optimised to remove redundant nodes, in order to reduce the size of the data
structure 400. This can be achieved by searching the data structure 400 to find any duplicate subtrees. Two or more
subtrees are considered to be duplicates if they are complete subtrees (i.e. all paths end in a leaf node) whose only
differentiating feature is the node which points to the top node of each subtree. If any duplicated subtrees are found,
one of the duplicated subtrees is retained, and the other duplicated subtrees are deleted from the data structure 400.
All nodes that reference the top node of a deleted subtree are updated to reference the top node of the retained subtree.
In this manner, a node can have multiple parent nodes. The size of the data structure 400 is thereby reduced.
[0114] At step 718, the data structure 400 created at step 706 is stored, thus forming the dataset 306. The dataset
306 is stored as one or more records on a computer-readable medium, thus enabling the dataset to be deployed to a
remote service that will use the dataset to identify the properties of communication devices. Any suitable computer-
readable medium can be used to store the dataset, including volatile and non-volatile media. The dataset can also exist
as a transient signal (such as an electrical, electromagnetic or optical signal) during deployment.
[0115] The dataset 306 may optionally comprise the profiles 410, together with associated information such as prop-
erties and the value(s) of each property. Thus, for example, the dataset 306 may include tables similar to Tables 5 to 9.
It is preferable to include the profiles and associated information in the dataset 306, since this allows all of the information
needed to identify the properties of a communication device to be deployed to a remote service in a single package.
Alternatively, the profiles and associated information may be stored and deployed separately from the dataset 306.
[0116] The dataset 306 may be stored in any suitable format, such as XML, a bespoke binary format, or auto-generated
source code. Other formats such as JavaScript Object Notation (JSON) could be used, depending on the capabilities
of the remote service.
[0117] Figure 8 is a schematic diagram of an example of a data structure 800 created by performing method 700 upon
the User-Agents shown in Table 10. For ease of explanation, Figure 8 shows a character sequence (rather than the
hash value thereof) in each non-leaf node 802, 804. In practice, however, nodes contain a hash value as explained
above. Also for ease of explanation, Figure 8 shows the "First Index" and "Last Index" fields in the same node as the
character sequence(s) to which they relate. However, as explained above in relation to Tables 2 and 3, the "First Index"
and "Last Index" fields may be stored in the parent node.
[0118] As shown in Figure 8, the six User-Agents of Table 10 can be represented by a data structure 800 having one
root node 802, three branch nodes 804a-c, and six leaf nodes 806a-f. The root node 802 is associated with the substring
containing the character sequence "Android" at character position 20. This causes the data structure 800 to be split into
two branches having an equal number of nodes. The first branch comprises branch node 804a, which is associated with
the substring containing the character sequence "iPhone" at character position 13 (and, therefore a value of -7 is stored
in the "First Index" and "Last Index" field, since character position 13 is seven characters to the left of character position
20, which is the last evaluated character position). Branch node 804a has two leaf nodes, 806a and 806b, which are
associated with devices having the identifiers U3 and U1 respectively. Thus, for example, the device with identifier U3
is uniquely identified by a path through the data structure from the root node 802 to leaf node 806b via branch node
804a. The second branch, which comprises branch node 804b, is structured according to similar principles and need
not be described in detail. It can be seen that data structure 800 allows all six User-Agents to be represented by only
five hash values. The data structure 800 thus requires significantly less storage space than if the User-Agents themselves
were to be stored. Furthermore, the data structure 800 may allow devices to be identified more quickly and/or more
accurately than a trie, for the reasons discussed above.
[0119] It will be appreciated that Figure 8 shows a very simple example of a data structure, created using a small
number of User-Agents. In practice, the data structure 400 will be based upon a significantly greater number of User-
Agents, so as to allow more devices to be accurately identified. Thus, in practice, the data structure 400 will be more
complicated than that shown in Figure 8.
[0120] Figure 9 is a schematic diagram of a system for generating and deploying the dataset 306. A first computer
system 30 processes the training data 304 according to the method illustrated in Figure 3, so as to generate the dataset
306. The dataset 306 is then deployed to one or more remote services 40, such as a web site. The remote services 40
can use the dataset 306 to identify the properties of communication devices, in the manner that will now be discussed.
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Identification

[0121] The identification process will now be described with reference to Figures 10 and 11. Figure 10 is a schematic
diagram of a system for identifying the properties of communication devices. Figure 11 is a flow diagram of a method
1000 of identifying a property of a communication device. The method of Figure 11 is performed by a remote service
40, such as a web server. The remote service 40 comprises the dataset 306, which was generated in the manner
described above. The remote service 40 can communicate with one or more target devices 10 via a communication
network 20. The target devices may include a laptop computer 10a, a mobile phone 10b, a smartphone 10c, a tablet
computer 10d and/or any other suitable type of communication device. The communication network 20 may include any
suitable wire-based or wireless communication network.
[0122] The method 1000 begins at step 1002, when the remote service 40 receives a User-Agent from a target device
10. The target device 10 may transmit the User-Agent to the remote service when requesting a web page, in a manner
that is known to those skilled in the art.
[0123] The method comprises a step 1004 of performing a hash function, a step 1006 of comparing hash values, and
a step 1008 of identifying a next node. Steps 1004, 1006 and 1008 are performed iteratively. More specifically, steps
1004, 1006 and 1008 are first performed at the root node 402 of the data structure 400, which results in a next node of
the data structure to evaluate being identified. Steps 1004, 1006 and 1008 are then repeated on the next node. The
process proceeds iteratively until a leaf node 406 is reached. In this manner, the data structure 400 is searched from
the root node 402 to a leaf node 406.
[0124] At step 1004, a hash function is performed on a sequence of characters in the received User-Agent to generate
a hash value. The hash function that is performed should be the same hash function that was used when creating the
dataset 306. Thus, if the hash values in the dataset 306 were calculated using the Rabin-Karp rolling hash function, the
Rabin-Karp rolling hash function should also be performed at step 1004.
[0125] For example, the hash function may be performed on a sequence of characters that begins at the character
position indicated by the value of the "First Index" field of a current node’s parent node. In this example, the length of
the sequence of characters upon which the hash function is performed is indicated by the value of the "Length" field of
the current node. When the value of the "Last Index" field is equal to the value of the "First Index" field, a hash function
is performed on only one substring in the User-Agent of the target device 10. However, when the value of the "Last
Index" field of the current node’s parent node is different from the value of the "First Index" field, a hash function is
performed on multiple substrings in the User-Agent of the target device 10 to generate multiple hash values. That is,
the hash function is performed on multiple sequences of characters, each of which occurs at a different character position
within the range indicated by the "First Index" and "Last Index" fields of the current node’s parent node. Each sequence
of characters may be hashed in either ascending or descending character index. Similarly, the sequences of characters
may be ordered by ascending or descending character index.
[0126] The use of a rolling hash function allows the hash values of multiple sequences of characters to be calculated
quickly and efficiently. For example, the value of the hash function can first be calculated for a sequence of characters
that begins at the character position indicated by the "First Index" field. The moving window of the rolling hash function
can then be shifted by: adding a value related to the character at the character position whose index is equal to the value
of the "First Index" field plus the value of the "Length" field plus one; and deleting a value related to the character at the
character position indicated by the "First Index" field. The process of shifting the moving window can then be repeated
until the start of the window is located at the character position indicated by the "Last Index" field, with a different hash
value being calculated at each position of the window. The window may be moved from right to left (i.e. towards character
position zero), or from left to right (i.e. away from character position zero).
[0127] At step 1006, a hash value generated at step 1004 is compared with the hash value, or hash values, stored by
the node. When more than one hash value is stored by the node, any suitable method can be used to search the node
for a hash value that is equal to a hash value generated at step 1004. For example, a linear search algorithm, a binary
search algorithm or a hash table may be used.
[0128] In general, step 1006 comprises determining whether a hash value generated at step 1004 is equal to a hash
value stored by the node. However, step 1006 may also comprise determining whether a hash value generated at step
1004 is within a predefined tolerance of a hash value stored by the node. This can be achieved using a hash function
with the property that, when two sequences of characters differ only by their final character, the difference between the
hash values of those sequences of characters is directly related to the difference in the ASCII values of the final characters.
The Rabin-Karp rolling hash function is an example of a hash function with this property.
[0129] For example, if the data structure 400 has a node associated with the substring "Chrome 56", that node may
store a hash value of 54654. If the User-Agent of the target device 10 contains the substring "Chrome 57", the hash
value of that sequence of characters may be 54655. The two hash values thus differ by a value of one. If the predefined
tolerance is set to one (or greater than one), the target device 10 may be considered to match the node, even though
its hash value is not equal to that stored by the node. The next node in the path through the data structure 400 may thus
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be that indicated by the "Matched Node" field, rather than the "Unmatched Node" field. In this manner, a previously-
unknown target device 10 can be identified with reasonable accuracy. The predefined tolerance can be set to any suitable
value. It will be appreciated that increasing the tolerance value may decrease the accuracy of the Identification process.
[0130] When step 1004 involves calculating multiple hash values at different character positions within the range
indicated by the "First Index" and "Last Index" fields, step 1006 may be performed after each hash value is calculated.
In this case, the hash value for the next character position may be calculated only if the hash value for the current
character position is not equal to any of the hash values stored by the node. In this manner, unnecessary calculation of
hash values can be avoided, thereby improving the speed of the Identification process.
[0131] At step 1008, the next node to evaluate is identified. For example, if a hash value generated at step 1004 is
equal to a hash value stored by the node, the next node is identified from the "Matched Node" field of the record whose
"Hash" field was matched. Alternatively, if the hash value generated at step 1004 is not equal to a hash value stored by
the node, the next node is identified from the "Unmatched Node" field of the current node.
[0132] At decision block 1010, it is determined whether the next node is a leaf node. If the next node is not a leaf node,
the method returns to step 1004. On the other hand, if the next node is a leaf node, this implies that the target device
10 has been identified. Accordingly, the method proceeds to step 1012, at which a property of the communication device
is retrieved.
[0133] At step 1012, a property of the target device 10 is identified. For example, the unique identifier of the target
device can be read from the "Device" field of the leaf node 406. The unique identifier may identify one or more profiles
410, each of which includes the values of one or more properties of the target device 10. The values of some or all of
the properties can thus be retrieved from the profiles 410 identified by the unique identifier of the target device 10.
[0134] The operation of the method 1000 of identifying a property of a communication device will now be illustrated
with reference to the example data structure 800 shown in Figure 8.
[0135] First consider the case in which the User-Agent received from the target communication device 10 was also
present in the training data 306. For example, assume that the received User-Agent is that with the identifier U2 in Table
10. The data structure 800 is searched starting from its root node 802, which is associated with a substring comprising
the character sequence "Android" at character position 20. Hence, a hash function is performed on the seven characters
of the received User-Agent starting at character position 20 (i.e. "Android"). The resulting hash value will match the hash
value stored in the root node 802. Hence, branch node 804b will be identified as the next node to be evaluated. Node
804b is associated with two substrings, which comprise the character sequences "SAMSUNG" and "SM-G90 0" respec-
tively, and which occur fifteen characters to the right of the last evaluated character position. Hence, a hash function is
performed on the seven characters of the received User-Agent starting at character position 35 (i.e. "SM-G900"). The
resulting hash value will match the second hash value stored in node 804b, and node 806d will be identified as the next
node. Node 806d is a leaf node and, therefore, one or more properties can be identified using the unique identifier of
the target device 100 in the "Device" field of the leaf node 806d.
[0136] Now consider the case in which the User-Agent received from the target communication device 10 was not
present in the training data 306. For example, assume that the received User-Agent is "Mozilla/5.0 (Linux; Android 6.0.1;
SM-G900R4 Build/MOB30Z) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/55. 0.2883. 91 Mobile Safari/537.36".
This User-Agent differs from User-Agent U2 in that it comprises a substring with the character sequence "MOB30Z" at
character position 51. However, because this substring is not associated with any of the nodes of the data structure 800,
it is not used when identifying the target device 10. Hence, the data structure 800 will be traversed in exactly the manner
described in the previous paragraph. The target device 10 will thus be correctly identified, even though its User-Agent
was not present in the training data 306. This example illustrates how the data structure disclosed herein can allow
devices to be identified more accurately than a trie, due to its ability to avoid storing characters that are irrelevant to the
properties of a target device.
[0137] The ability to identify target devices whose User-Agents are not present in the training data can be further
enhanced by searching the User-Agent of the target device 10 for substrings that occur within a predefined range of the
character position of the substring associated with a node. This can be implemented by modifying the "First Index" and/or
"Last Index" values used when performing the hash function at step 1004. As mentioned above, step 1004 usually
involves performing a hash function on a sequence of characters at one or more character positions indicated by the
"First Index" and "Last Index" values of a node’s parent node. Assuming that the "Last Index" value is greater than the
"First Index" value, then searching within a predefined range can be implemented by incrementing the "Last Index" value
and/or by decrementing the "First Index" value. For example, the "Last Index" value may be incremented by an integer,
r, and the "First Index" value may be decremented r. By doing so, variations in a User-Agent can be accounted for. The
integer r can have any suitable value.
[0138] For example, if a space is inserted at the first character position of the User-Agent of a target device, then any
substrings in the User-Agent will be shifted to the right by one character. This may prevent the target device from being
correctly identified. However, if the "Last Index" value of a node’s parent node is incremented by one, the target device
can still be correctly identified.
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Test Results

[0139] Comparative tests have been performed to quantify the performance improvements that can be achieved by
the methods disclosed herein.
[0140] Where the training data contains 10 million User-Agents, a trie-based algorithm can identify around seven
million devices per second when given random User-Agents from the training data. Using the methods disclosed herein,
over twenty-two million devices per second can be identified, where all other factors such as hardware, operating system
and other workload are identical. Thus, the methods disclosed herein have been found to improve identification per-
formance by approximately three times in comparison to a trie-based algorithm.
[0141] A dataset generated according to the methods disclosed herein requires approximately 340 megabytes to store
information relating to 32 million User-Agents. In contrast, storing the same number of User-Agents in a trie requires
approximately 1.6 gigabytes of storage. Thus, the methods disclosed herein have been found to improve storage efficiency
by nearly five times.

Additional Embodiments

[0142] The present disclosure can also be combined with the disclosure of the applicant’s earlier patent, European
Patent No. 2 871 816. The earlier patent discloses a dataset comprising a plurality of data structures, each of which is
designated for storing substrings that occur at a particular character position in a User-Agent. The earlier patent further
discloses that the plurality of data structures may comprise a plurality of tries. However, the dataset disclosed in the
earlier patent can be implemented by using a plurality of the data structures 400 as disclosed herein, in place of the
plurality of tries. Each of the data structures 400 is generated in the manner disclosed herein. The data structures 400
are searched in the manner disclosed herein. More specifically, a data structure is searched from its root node 402 to
a leaf node 406, and the leaf node 406 is associated with a unique identifier. The unique identifiers found by searching
a plurality of the data structures 400 are combined to form a signature, as described in the earlier patent. The signature
may be used to identify a device and its properties.
[0143] By using the data structures 400 disclosed herein when implementing the disclosure of the earlier patent, the
size of the dataset disclosed in the earlier patent can be reduced even further and/or the properties of a target device
can be identified even more quickly than disclosed in the earlier patent. The claims set out below should preferably be
regarded as encompassing above-described combination of the present disclosure with that of the earlier patent.

Hardware Implementation

[0144] An example of an apparatus that can be used to implement the invention will now be described with reference
to Figure 12. Embodiments of the present invention may be implemented as computer program code for execution by
the computer system 1200. Various embodiments of the invention are described in terms of this example computer
system 1200. After reading this description, it will become apparent to a person skilled in the art how to implement the
invention using other computer systems and/or computer architectures.
[0145] Computer system 1200 includes one or more processors, such as processor 1204. Processor 1204 may be
any type of hardware processor, including but not limited to a special purpose or a general-purpose digital signal processor.
Processor 1204 is connected to a communication infrastructure 1206 (for example, a bus or network). Various software
implementations are described in terms of this exemplary computer system. After reading this description, it will become
apparent to a person skilled in the art how to implement the invention using other computer systems and/or computer
architectures.
[0146] Computer system 1200 also includes a main memory 1208, preferably random access memory (RAM), and
may also include a secondary memory 1210. Secondary memory 1210 may include, for example, a hard disk drive 1212
and/or a removable storage drive 1214, representing a floppy disk drive, a magnetic tape drive, an optical disk drive,
etc. Removable storage drive 1214 reads from and/or writes to a removable storage unit 1218 in a well-known manner.
Removable storage unit 1218 represents a floppy disk, magnetic tape, optical disk, etc., which is read by and written to
by removable storage drive 1214. As will be appreciated, removable storage unit 1218 includes a computer usable
storage medium having stored therein computer software and/or data.
[0147] In alternative implementations, secondary memory 1210 may include other similar means for allowing computer
programs or other instructions to be loaded into computer system 1200. Such means may include, for example, a
removable storage unit 1222 and an interface 1220. Examples of such means may include a program cartridge and
cartridge interface (such as that previously found in video game devices), a removable memory chip (such as an EPROM,
or PROM, or flash memory) and associated socket, and other removable storage units 1222 and interfaces 1220 which
allow software and data to be transferred from removable storage unit 1222 to computer system 1200. Alternatively, the
program may be executed and/or the data accessed from the removable storage unit 1222, using the processor 1204
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of the computer system 1200.
[0148] Computer system 1200 may also include a communication interface 1224. Communication interface 1224
allows software and data to be transferred between computer system 1200 and external devices. Examples of commu-
nication interface 1224 may include a modem, a network interface (such as an Ethernet card), a communication port, a
Personal Computer Memory Card International Association (PCMCIA) slot and card, etc. Software and data transferred
via communication interface 1224 are in the form of signals 1228, which may be electronic, electromagnetic, optical, or
other signals capable of being received by communication interface 1224. These signals 1228 are provided to commu-
nication interface 1224 via a communication path 1226. Communication path 1226 carries signals 1228 and may be
implemented using wire or cable, fibre optics, a phone line, a wireless link, a cellular phone link, a radio frequency link,
or any other suitable communication channel. For instance, communication path 1226 may be implemented using a
combination of channels.
[0149] The terms "computer program medium" and "computer usable medium" are used generally to refer to media
such as removable storage drive 1214, a hard disk installed in hard disk drive 1212, and signals 1228. These computer
program products are means for providing software to computer system 1200. However, these terms may also include
signals (such as electrical, optical or electromagnetic signals) that embody the computer program disclosed herein.
[0150] Computer programs (also called computer control logic) are stored in main memory 1208 and/or secondary
memory 1210. Computer programs may also be received via communication interface 1224. Such computer programs,
when executed, enable computer system 1200 to implement the present invention as discussed herein. Accordingly,
such computer programs represent controllers of computer system 1200. Where the invention is implemented using
software, the software may be stored in a computer program product and loaded into computer system 1200 using
removable storage drive 1214, hard disk drive 1212, or communication interface 1224, to provide some examples.
[0151] In alternative embodiments, the invention can be implemented as control logic in hardware, firmware, or software
or any combination thereof.
[0152] It will be understood that the invention has been described above purely by way of example, and that modifi-
cations of detail can be made within the scope of the invention. For example, whilst the invention has been described
in the context of Hyper Text Transfer Protocol and User-Agents, other suitable protocols and information for identifying
communication devices could also be used.

Claims

1. A computer-implemented method of generating information for use in identifying a property of a communication
device (10), the method comprising:

receiving (702) training data (304) comprising a plurality of character strings, wherein each character string
identifies a respective communication device;
identifying (704) a plurality of substrings within each character string, each substring comprising a sequence of
characters; and
creating (706) a data structure (400) having multiple nodes (402, 404, 406), characterised in that the data
structure (400) is created by:

associating (712) each of a plurality of nodes (402, 404) of the data structure (400) with a respective substring
by storing a hash value generated by performing a hash function on the sequence of characters of the
substring, such that the data structure (400) stores hash values of a minimal set of substrings that allows
each device in the training data (304) to be uniquely identified;
creating (714) references between nodes (402, 404, 406) to define a plurality of paths through the data
structure (400), whereby each path identifies a respective communication device; and
associating (716) a node (406) in each path with a property of the communication device identified by that
path.

2. A computer-implemented method in accordance with claim 1, further comprising associating (712) at least one of
the plurality of nodes with a plurality of different substrings.

3. A computer-implemented method in accordance with claim 2, wherein the plurality of different substrings includes
at least one of:

different sequences of characters occurring at a common character position in the character strings of different
communication devices; and
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different sequences of characters occurring at different character positions in the character strings of different
communication devices.

4. A computer-implemented method in accordance with claim 3, wherein associating (712) at least one of the plurality
of nodes with a plurality of different substrings comprises:
storing a plurality of hash values, each generated by performing the hash function on a respective one of the different
sequences of characters.

5. A computer-implemented method in accordance with any of claims 2 to 4, wherein the plurality of different substrings
includes at least one of:

a common sequence of characters occurring at different character positions in the character strings of different
communication devices; and
different sequences of characters occurring at different character positions in the character strings of different
communication devices.

6. A computer-implemented method in accordance with claim 5, wherein associating (712) at least one of the plurality
of nodes with a plurality of different substrings comprises:
associating at least one of the plurality of nodes with data indicating the different character positions at which each
sequence of characters of the different substrings can occur in the character strings of different communication
devices.

7. A computer-implemented method in accordance with any of the preceding claims, wherein the hash function is a
rolling hash function.

8. A computer-implemented method in accordance with any of the preceding claims, further comprising:

calculating (708) a computational efficiency score for a plurality of substrings; and
associating (712) nodes closest to the root node (402) with substrings having the highest computational efficiency
scores.

9. A computer-implemented method in accordance with claim 8, wherein the computational efficiency score is based on:

how effectively the data structure (400) would be split into a plurality of branches with an equal number of leaf
nodes (406) by associating a node with a particular substring; and/or
the computational effort required to find the hash value for the substring in a node.

10. A computer-implemented method of identifying a property of a communication device (10), the method comprising:

receiving (1002) a character string that identifies the communication device (10);
searching a data structure (400) having multiple nodes (402, 404, 406); and
identifying (1012) a property of the communication device (10), wherein the property is associated with a node
identified by searching the data structure (400),
characterised in that at least some of the nodes (402, 404) store a hash value, wherein the data structure
(400) stores hash values of a minimal set of substrings that allows unique identification of each of a plurality of
communication devices in training data (304) used to create the data structure (400), and
wherein the searching comprises iteratively performing the following operations for each of a plurality of nodes
(402, 404) of the data structure (400):

performing (1004) a hash function on a sequence of characters in the received character string to generate
a hash value;
comparing (1006) the generated hash value with the hash value stored by the node (402, 404); and
identifying (1008) a next node (404, 406) of the data structure (400) to evaluate based on the result of the
comparison.

11. A computer-implemented method in accordance with claim 10, wherein:

performing (1004) the hash function comprises performing a rolling hash function on a plurality of sequences
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of characters in the received character string to generate a plurality of hash values, wherein each of the plurality
of sequences of characters occurs at a different character position; and
comparing (1006) the generated hash value comprises comparing each of the plurality of generated hash values
with the hash value stored by the node (402, 404).

12. A computer-implemented method in accordance with claim 10 or claim 11, wherein at least one node of the data
structure stores a plurality of hash values, and wherein comparing the generated hash value comprises:
comparing (1006) the generated hash value with each of the plurality of hash values stored by the node until a
matching hash value is found or until the generated hash value has been compared with all of the plurality of hash
values.

13. A computer-readable medium comprising instructions which, when executed by a computer, cause the computer
to perform a method in accordance with any of claims 1 to 12.

14. An apparatus configured to perform a method in accordance with any of claims 1 to 12.

15. A computer-readable medium comprising information for use in identifying a property of a communication device
(10), the communication device being arranged to transmit a character string that identifies the communication
device, the character string comprising a plurality of substrings, each substring comprising a sequence of characters,
wherein the information comprises:
a data structure (400) having multiple nodes (402, 404, 406) characterised in that:

each of a plurality of nodes (402, 404) of the data structure (400) stores a respective hash value, wherein each
hash value corresponds to the hash value that would be generated by performing a hash function on the
sequence of characters of each substring;
the data structure (400) stores hash values of a minimal set of substrings that allows unique identification of
each of a plurality of communication devices in training data (304) used to create the data structure (400);
the data structure (400) comprises references between nodes (402, 404, 406), wherein the references define
a path through the data structure (400) that identifies the communication device (10); and
a node (406) on the path is associated with a property of the communication device (10).

Patentansprüche

1. Computerimplementiertes Verfahren zum Erzeugen von Informationen zur Verwendung beim Identifizieren einer
Eigenschaft einer Kommunikationsvorrichtung (10), wobei das Verfahren Folgendes umfasst:

Empfangen (702) von Trainingsdaten (304), die eine Vielzahl von Zeichenfolgen umfassen, wobei jede Zei-
chenfolge eine jeweilige Kommunikationsvorrichtung identifiziert;
Identifizieren (704) einer Vielzahl von Unterfolgen in jeder Zeichenfolge, wobei jede Unterfolge eine Sequenz
von Zeichen umfasst; und
Erstellen (706) einer Datenstruktur (400) mit mehreren Knoten (402, 404, 406), dadurch gekennzeichnet,
dass die Datenstruktur (400) erstellt wird durch:

Verknüpfen (712) von jedem der Vielzahl von Knoten (402, 404) der Datenstruktur (400) mit einer jeweiligen
Unterfolge durch Speichern eines Hashwertes, der durch Durchführen einer Hashfunktion an der Sequenz
von Zeichen der Unterfolge erzeugt wird, derart, dass die Datenstruktur (400) Hashwerte eines minimalen
Satzes von Unterfolgen speichert, der es erlaubt, dass jede Vorrichtung in den Trainingsdaten (304) ein-
deutig identifiziert wird;
Erstellen (714) von Referenzen zwischen Knoten (402, 404, 406), um eine Vielzahl von Pfaden durch die
Datenstruktur (400) zu definieren, wodurch jeder Pfad eine jeweilige Kommunikationsvorrichtung identifi-
ziert; und
Verknüpfen (716) eines Knotens (406) in jedem Pfad mit einer Eigenschaft der Kommunikationsvorrichtung,
die durch diesen Pfad identifiziert wird.

2. Computerimplementiertes Verfahren nach Anspruch 1, das ferner das Verknüpfen (712) von mindestens einem der
Vielzahl von Knoten mit einer Vielzahl von verschiedenen Unterfolgen umfasst.
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3. Computerimplementiertes Verfahren nach Anspruch 2, wobei die Vielzahl von verschiedenen Unterfolgen mindes-
tens eines von Folgendem beinhaltet:

verschiedene Sequenzen von Zeichen, die in einer gemeinsamen Zeichenposition in den Zeichenfolgen von
verschiedenen Kommunikationsvorrichtungen auftreten; und
verschiedene Sequenzen von Zeichen, die in verschiedenen Zeichenpositionen in den Zeichenfolgen von ver-
schiedenen Kommunikationsvorrichtungen auftreten.

4. Computerimplementiertes Verfahren nach Anspruch 3, wobei das Verknüpfen (712) von mindestens einem der
Vielzahl von Knoten mit einer Vielzahl von verschiedenen Unterfolgen Folgendes umfasst:
Speichern einer Vielzahl von Hashwerten, von denen jeder durch Durchführen der Hashfunktion an einer jeweiligen
der verschiedenen Sequenzen von Zeichen erzeugt wurde.

5. Computerimplementiertes Verfahren nach einem der Ansprüche 2 bis 4, wobei die Vielzahl von verschiedenen
Unterfolgen mindestens eines von Folgendem beinhaltet:

eine gemeinsame Sequenz von Zeichen, die in verschiedenen Zeichenpositionen in den Zeichenfolgen von
verschiedenen Kommunikationsvorrichtungen auftreten; und
verschiedene Sequenzen von Zeichen, die in verschiedenen Zeichenpositionen in den Zeichenfolgen von ver-
schiedenen Kommunikationsvorrichtungen auftreten.

6. Computerimplementiertes Verfahren nach Anspruch 5, wobei das Verknüpfen (712) von mindestens einem der
Vielzahl von Knoten mit einer Vielzahl von verschiedenen Unterfolgen Folgendes umfasst:
Verknüpfen von mindestens einem der Vielzahl von Knoten mit Daten, die die verschiedenen Zeichenpositionen
anzeigen, in denen jede Sequenz von Zeichen der verschiedenen Unterfolgen in den Zeichenfolgen von verschie-
denen Kommunikationsvorrichtungen auftreten kann.

7. Computerimplementiertes Verfahren nach einem der vorhergehenden Ansprüche, wobei die Hashfunktion eine
rollende Hashfunktion ist.

8. Computerimplementiertes Verfahren nach einem der vorhergehenden Ansprüche, das ferner Folgendes umfasst:

Berechnen (708) einer Datenverarbeitungseffizienzbewertung für eine Vielzahl von Unterfolgen und
Verknüpfen (712) von Knoten, die dem Wurzelknoten (402) am nächsten sind, mit Unterfolgen, die die höchsten
Datenverarbeitungseffizienzbewertungen aufweisen.

9. Computerimplementiertes Verfahren nach Anspruch 8, wobei die Datenverarbeitungseffizienzbewertung auf Fol-
gendem basiert:

wie effektiv die Datenstruktur (400) durch Verknüpfen eines Knotens mit einer bestimmten Unterfolge in eine
Vielzahl von Zweigen mit einer gleichen Anzahl von Blattknoten (406) geteilt würde und/oder
dem Datenverarbeitungsaufwand, der erforderlich ist, um den Hashwert für die Unterfolge in einem Knoten zu
finden.

10. Computerimplementiertes Verfahren zum Identifizieren einer Eigenschaft einer Kommunikationsvorrichtung (10),
wobei das Verfahren Folgendes umfasst:

Empfangen (1002) einer Zeichenfolge, die die Kommunikationsvorrichtung (10) identifiziert;
Durchsuchen einer Datenstruktur (400) mit mehreren Knoten (402, 404, 406) und
Identifizieren (1012) einer Eigenschaft der Kommunikationsvorrichtung (10), wobei die Eigenschaft mit einem
Knoten verknüpft ist, der durch Durchsuchen der Datenstruktur (400) identifiziert wird,
dadurch gekennzeichnet, dass mindestens einige der Knoten (402, 404) einen Hashwert speichern, wobei
die Datenstruktur (400) Hashwerte eines minimalen Satzes von Unterfolgen speichert, der eine eindeutige
Identifizierung von jeder der Vielzahl von Kommunikationsvorrichtungen in Trainingsdaten (304), die zum Er-
stellen der Datenstruktur (400) verwendet werden, erlaubt, und
wobei das Durchsuchen für jeden der Vielzahl von Knoten (402, 404) der Datenstruktur (400) das wiederholte
Durchführen der folgenden Operationen umfasst:
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Durchführen (1004) einer Hashfunktion an einer Sequenz von Zeichen in der empfangenen Zeichenfolge,
um einen Hashwert zu erzeugen;
Vergleichen (1006) des erzeugten Hashwertes mit dem vom Knoten (402, 404) gespeicherten Hashwert und
Identifizieren (1008) eines nächsten Knotens (404, 406) der Datenstruktur (400), um auf Basis des Ergeb-
nisses des Vergleichs zu bewerten.

11. Computerimplementiertes Verfahren nach Anspruch 10, wobei:

das Durchführen (1004) der Hashfunktion das Durchführen einer rollenden Hashfunktion an einer Vielzahl von
Sequenzen von Zeichen in der empfangenen Zeichenfolge, um eine Vielzahl von Hashwerten zu erzeugen,
umfasst, wobei jede der Vielzahl von Sequenzen von Zeichen in einer anderen Zeichenposition auftritt; und
das Vergleichen (1006) des erzeugten Hashwertes das Vergleichen von jedem der Vielzahl von erzeugten
Hashwerten mit dem vom Knoten (402, 404) gespeicherten Hashwert umfasst.

12. Computerimplementiertes Verfahren nach Anspruch 10 oder Anspruch 11, wobei mindestens ein Knoten der Da-
tenstruktur eine Vielzahl von Hashwerten speichert und wobei das Vergleichen des erzeugten Hashwertes Folgendes
umfasst:
Vergleichen (1006) des erzeugten Hashwertes mit jedem der Vielzahl von Hashwerten, die vom Knoten gespeichert
werden, bis ein übereinstimmender Hashwert gefunden wird oder bis der erzeugte Hashwert mit allen der Vielzahl
von Hashwerten verglichen wurde.

13. Computerlesbares Medium, das Anweisungen umfasst, die, wenn sie von einem Computer ausgeführt werden, den
Computer veranlassen, ein Verfahren nach einem der Ansprüche 1 bis 12 durchzuführen.

14. Einrichtung, die dazu ausgelegt ist, ein Verfahren nach einem der Ansprüche 1 bis 12 durchzuführen.

15. Computerlesbares Medium, das Informationen zur Verwendung beim Identifizieren einer Eigenschaft einer Kom-
munikationsvorrichtung (10) umfasst, wobei die Kommunikationsvorrichtung angeordnet ist, eine Zeichenfolge, die
die Kommunikationsvorrichtung identifiziert, zu übertragen, wobei die Zeichenfolge eine Vielzahl von Unterfolgen
umfasst, wobei jede Unterfolge eine Sequenz von Zeichen umfasst, wobei die Informationen Folgendes umfassen:
eine Datenstruktur (400) mit mehreren Knoten (402, 404, 406), dadurch gekennzeichnet, dass:

jeder einer Vielzahl von Knoten (402, 404) der Datenstruktur (400) einen jeweiligen Hashwert speichert, wobei
jeder Hashwert dem Hashwert entspricht, der durch Durchführen einer Hashfunktion an der Sequenz von
Zeichen von jeder Unterfolge erzeugt würde;
die Datenstruktur (400) Hashwerte eines minimalen Satzes von Unterfolgen speichert, der eine eindeutige
Identifizierung von jeder der Vielzahl von Kommunikationsvorrichtungen in Trainingsdaten (304), die zum Er-
stellen der Datenstruktur (400) verwendet werden, erlaubt;
die Datenstruktur (400) Referenzen zwischen Knoten (402, 404, 406) umfasst, wobei die Referenzen einen
Pfad durch die Datenstruktur (400), der die Kommunikationsvorrichtung (10) identifiziert, definieren; und
ein Knoten (406) auf dem Pfad mit einer Eigenschaft der Kommunikationsvorrichtung (10) verknüpft ist.

Revendications

1. Procédé, mis en oeuvre par ordinateur, de génération d’informations à utiliser pour identifier une propriété d’un
dispositif de communication (10), le procédé comprenant les étapes ci-dessous consistant à :

recevoir (702) des données d’apprentissage (304) comprenant une pluralité de chaînes de caractères, dans
lequel chaque chaîne de caractères identifie un dispositif de communication respectif ;
identifier (704) une pluralité de sous-chaînes au sein de chaque chaîne de caractères, chaque sous-chaîne
comprenant une séquence de caractères ; et
créer (706) une structure de données (400) présentant de multiples noeuds (402, 404, 406), caractérisé en
ce que la structure de données (400) est créée :

en associant (712) chaque noeud d’une pluralité de noeuds (402, 404) de la structure de données (400) à
une sous-chaîne respective en stockant une valeur de hachage générée en mettant en oeuvre une fonction
de hachage sur la séquence de caractères de la sous-chaîne, de sorte que la structure de données (400)
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stocke des valeurs de hachage d’un ensemble minimal de sous-chaînes qui permet à chaque dispositif
dans les données d’apprentissage (304) d’être identifié de façon unique ;
en créant (714) des références entre des noeuds (402, 404, 406) pour définir une pluralité de chemins à
travers la structure de données (400), moyennant quoi chaque chemin identifie un dispositif de communi-
cation respectif ; et
en associant (716) un noeud (406) dans chaque chemin à une propriété du dispositif de communication
identifié par ce chemin.

2. Procédé mis en oeuvre par ordinateur selon la revendication 1, comprenant en outre l’étape consistant à associer
(712) au moins un noeud de la pluralité de noeuds à une pluralité de sous-chaînes différentes.

3. Procédé mis en oeuvre par ordinateur selon la revendication 2, dans lequel la pluralité de sous-chaînes différentes
inclut au moins l’un des éléments parmi :

différentes séquences de caractères se produisant à une position de caractère commune dans les chaînes de
caractères de différents dispositifs de communication ; et
différentes séquences de caractères se produisant à différentes positions de caractères dans les chaînes de
caractères des différents dispositifs de communication.

4. Procédé mis en oeuvre par ordinateur selon la revendication 3, dans lequel l’étape d’association (712) d’au moins
un noeud de la pluralité de noeuds à une pluralité de sous-chaînes différentes comprend l’étape ci-dessous consistant
à :
stocker une pluralité de valeurs de hachage qui sont chacune générées en mettant en oeuvre la fonction de hachage
sur une séquence respective des différentes séquences de caractères.

5. Procédé mis en oeuvre par ordinateur selon l’une quelconque des revendications 2 à 4, dans lequel la pluralité de
différentes sous-chaînes inclut au moins l’un des éléments parmi :

une séquence commune de caractères se produisant à différentes positions de caractères dans les chaînes
de caractères de différents dispositifs de communication ; et
différentes séquences de caractères se produisant à différentes positions de caractères dans les chaînes de
caractères de différents dispositifs de communication.

6. Procédé mis en oeuvre par ordinateur selon la revendication 5, dans lequel l’étape d’association (712) d’au moins
un noeud de la pluralité de noeuds à une pluralité de sous-chaînes différentes comprend l’étape ci-dessous consistant
à :
associer au moins un noeud de la pluralité de noeuds à des données indiquant les différentes positions de caractères
auxquelles chaque séquence de caractères des différentes sous-chaînes peut se produire dans les chaînes de
caractères de différents dispositifs de communication.

7. Procédé mis en oeuvre par ordinateur selon l’une quelconque des revendications précédentes, dans lequel la
fonction de hachage est une fonction de hachage déroulante.

8. Procédé mis en oeuvre par ordinateur selon l’une quelconque des revendications précédentes, comprenant en
outre les étapes ci-dessous consistant à :

calculer (708) un score d’efficacité de calcul pour une pluralité de sous-chaînes ; et
associer (712) des noeuds les plus proches du noeud racine (402) à des sous-chaînes présentant les scores
d’efficacité de calcul les plus élevés.

9. Procédé mis en oeuvre par ordinateur selon la revendication 8, dans lequel le score d’efficacité de calcul est basé sur :

l’efficacité avec laquelle la structure de données (400) serait divisée en une pluralité de branches avec un
nombre égal de noeuds feuilles (406) en associant un noeud à une sous-chaîne particulière ; et/ou
l’effort de calcul requis pour trouver la valeur de hachage de la sous-chaîne dans un noeud.

10. Procédé mis en oeuvre par ordinateur pour identifier une propriété d’un dispositif de communication (10), le procédé
comprenant les étapes ci-dessous consistant à :
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recevoir (1002) une chaîne de caractères qui identifie le dispositif de communication (10) ;
rechercher dans une structure de données (400) présentant de multiples noeuds (402, 404, 406) ; et
identifier (1012) une propriété du dispositif de communication (10), dans lequel la propriété est associée à un
noeud identifié en recherchant dans la structure de données (400) ;
caractérisé en ce qu’au moins certains des noeuds (402, 404) stockent une valeur de hachage, dans lequel
la structure de données (400) stocke des valeurs de hachage d’un ensemble minimal de sous-chaînes qui
permet une identification unique de chaque dispositif d’une pluralité de dispositifs de communication dans des
données d’apprentissage (304) utilisées pour créer la structure de données (400) ; et
dans laquelle l’étape de recherche comprend l’étape consistant à mettre en oeuvre de manière itérative les
opérations suivantes pour chaque noeud d’une pluralité de noeuds (402, 404) de la structure de données (400),
consistant à :

mettre en oeuvre (1004) une fonction de hachage sur une séquence de caractères dans la chaîne de
caractères reçue, en vue de générer une valeur de hachage ;
comparer (1006) la valeur de hachage générée à la valeur de hachage stockée par le noeud (402, 404) ; et
identifier (1008) un noeud successif (404, 406) de la structure de données (400) à évaluer sur la base du
résultat de la comparaison.

11. Procédé mis en oeuvre par ordinateur selon la revendication 10, dans lequel :

l’étape de mise en oeuvre (1004) de la fonction de hachage consiste à mettre en oeuvre une fonction de hachage
déroulante sur une pluralité de séquences de caractères dans la chaîne de caractères reçue, en vue de générer
une pluralité de valeurs de hachage, dans lequel chaque séquence de la pluralité de séquences de caractères
se produit à une position de caractère différente ; et
l’étape de comparaison (1006) de la valeur de hachage générée consiste à comparer chacune de la pluralité
de valeurs de hachage générée à la valeur de hachage stockée par le noeud (402, 404).

12. Procédé mis en oeuvre par ordinateur selon la revendication 10 ou 11, dans lequel au moins un noeud de la structure
de données stocke une pluralité de valeurs de hachage, et dans lequel l’étape de comparaison de la valeur de
hachage générée consiste à :
comparer (1006) la valeur de hachage générée à chacune de la pluralité de valeurs de hachage stockées par le
noeud, jusqu’à ce qu’une valeur de hachage correspondante soit trouvée, ou jusqu’à ce que la valeur de hachage
générée ait été comparée à la totalité de la pluralité de valeurs de hachage.

13. Support lisible par ordinateur comprenant des instructions qui, lorsqu’elles sont exécutées par un ordinateur, amènent
l’ordinateur à mettre en oeuvre un procédé selon l’une quelconque des revendications 1 à 12.

14. Appareil configuré de manière à mettre en oeuvre un procédé selon l’une quelconque des revendications 1 à 12.

15. Support lisible par ordinateur comprenant des informations destinées à être utilisées pour identifier une propriété
d’un dispositif de communication (10), le dispositif de communication étant agencé de manière à transmettre une
chaîne de caractères qui identifie le dispositif de communication, la chaîne de caractères comprenant une pluralité
de sous-chaînes, chaque sous-chaîne comprenant une séquence de caractères, dans lequel les informations
comprennent :
une structure de données (400) présentant de multiples noeuds (402, 404, 406), caractérisé en ce que :

chaque noeud d’une pluralité de noeuds (402, 404) de la structure de données (400) stocke une valeur de
hachage respective, dans lequel chaque valeur de hachage correspond à la valeur de hachage qui serait
générée en mettant en oeuvre une fonction de hachage sur la séquence de caractères de chaque sous-chaîne ;
la structure de données (400) stocke des valeurs de hachage d’un ensemble minimal de sous-chaînes qui
permet une identification unique de chaque dispositif d’une pluralité de dispositifs de communication dans des
données d’apprentissage (304) utilisées pour créer la structure de données (400) ;
la structure de données (400) comprend des références entre des noeuds (402, 404, 406), dans lequel les
références définissent un chemin à travers la structure de données (400) qui identifie le dispositif de commu-
nication (10) ; et
un noeud (406) sur le chemin est associé à une propriété du dispositif de communication (10).
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