EP 1 838 034 A1

(1 9) Européisches

(12)

Patentamt

European

Patent Office

Office européen
des brevets

(43) Date of publication:

26.09.2007 Bulletin 2007/39

(21) Application number: 06006160.3

(22) Date of filing: 24.03.2006

(11) EP 1 838 034 A1

EUROPEAN PATENT APPLICATION

(51) IntCl.:

HO4L 12/18 (2006.01)

(84) Designated Contracting States:

AT BEBG CH CY CZDE DK EE ES FIFR GB GR
HUIEISIT LILT LU LV MC NL PL PT RO SE SI
SK TR

Designated Extension States:

AL BAHR MK YU

(71) Applicant: MATSUSHITA ELECTRIC INDUSTRIAL
CO,, LTD
Kadoma-shi, Osaka 571-8501 (JP)

(72) Inventors:
¢ Becker, Ralf
Panasonic R&D Center Germany GmbH
63225 Langen (DE)

¢ Gonsa, Osvaldo
Panasonic R&D Center Germany GmbH
63225 Langen (DE)

* Rey, José Luis
Panasonic R&D Center Germany GmbH
63225 Langen (DE)

* Hakenberg, Rolf
Panasonic R&D Center Germany GmbH
63225 Langen (DE)

(74) Representative: Griinecker, Kinkeldey,

Stockmair & Schwanhausser
Anwaltssozietit
Maximilianstrasse 58

80538 Miinchen (DE)

(54) Inter-domain group-communications

(57)  The invention relates to group communication
services, i.e. communication services involving two or
more users (or service participants). The invention pro-
vides a method for distributing multicast data of a multi-
cast service to different domains and a method for dis-
tributing multicast data to service participants in a do-
main. Further, the invention relates to a control node and
system implementing the respective methods. To im-
prove resource utilization when providing a multicast
service, including inter alia PoC services, to service par-
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Description
FIELD OF THE INVENTION

[0001] The invention relates to group communication
services, i.e. communication services involving two or
more users (or service participants). The invention pro-
vides a method for distributing multicast data of a multi-
cast service to different domains and a method for dis-
tributing multicast data to service participants in a do-
main. Further, the invention relates to a control node and
system implementing the respective methods.

TECHNICAL BACKGROUND
IP Multimedia Subsystem (IMS)

[0002] IMS is defined by 3GPP as a new subsystem,
i.e. a new mobile network infrastructure that enables the
convergence of data, speech and mobile network tech-
nology over an IP-based infrastructure.

[0003] IMS was designed to fill the gap between the
existing traditional telecommunications technology and
internet technology that increased bandwidth alone will
not provide. This will allow operators to offer new, inno-
vative services that shareholders and end users are ex-
pecting.

[0004] IMS was specifically architected to enable and
enhance real time, multimedia mobile services such as
rich voice services, video telephony, messaging, confer-
encing, and push services. IMS is designed to enable
these user-to-user communication services via a number
of key mechanisms including session negotiation and
management, Quality of Service (QoS) and mobility man-
agement. However, IMS enables much more than just
real time user-to-user services.

[0005] The mobile industry is in a transition phase from
traditional voice and short message service centric busi-
ness to a variety of new and exciting multimedia services
and applications. Telephony and messaging is about to
be complemented by the next generation of person-to-
person applications, making sharing easier - two-way ra-
dio sessions (Push-to-Talk), sharing a view, sharing files,
shared whiteboards and multiplayer game experiences.
It also brings the ability to combine existing services in
exciting ways, for example when adding a multiplayer
game during a Push-to-Talk session.

[0006] The IP Multimedia Subsystem (IMS) does not
only encompass its deployment in cellular/wireless net-
works (such as 3G networks - see for exemplary purpos-
es 3GPP TR 23.228 "IP Multimedia Subsystem (IMS);
Stage 2", V. 7.2.0, available at http://www.3gpp.org) but
also enables new services between mobile and fixed de-
vices. Examples of such services can be content sharing
or messaging services between a mobile terminal and
PC.
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Push-to-talk Over Cellular (PoC)

[0007] One of the services utilizing the IMS infrastruc-
ture are Push-to-talk applications like Push-to-talk Over
Cellular (PoC) that is developed and standardized by the
Open Mobile Alliance (OMA).

[0008] Push to talk over Cellular (PoC) provides a di-
rect one-to-one and one-to-many voice communication
service over cellular networks. The idea is simple.
Thanks to PoC'’s "always-on’ connection, users can make
calls to individuals or groups at the press of a button. The
availability of other users can be checked before the call
with the help of the presence function. The call connects
almost instantly and the receiver doesn’t even have to
answer. Users of push to talk services are often engaged
in an activity other than a telephone call and can stay
informed by listening in to group traffic while they are
busy. A user can also be contacted by name or may oc-
casionally want to say something to the group. PoC is
based on half-duplex Voice over IP (VolP) technology,
using an IP-capable network, i.e. one participant can
speak at a time while the other participants receive the
voice data

[0009] Push to talk is not a substitute for any existing
cellular service. It is a complementary service that allows
operators to develop and differentiate their voice portfolio
without having to change their existing services.

[0010] The OMA PoC standard network architecture
isbased onaPoC application server (PoC AS) connected
to the IP Multimedia Subsystem (IMS) as exemplarily il-
lustrated in Fig. 10. The IMS takes care of common func-
tions, such as user authentication, call routing and ge-
neric charging based on the Session Initiation Protocol
(SIP).

[0011] Forfurtherreadingitis referred tothe OMA web-
site http://www.openmobilealliance.org, especially to the
OMA drafts "Push to talk over Cellular (PoC) - Architec-
ture", Candidate Version 1.0, 27 Jan. 2006 and "Push to
talk over Cellular (PoC) - Architecture", Draft Version 2.0,
14 Mar. 2006 (available at http://www.openmobilealli-
ance.org)

[0012] The PoC application servers handle applica-
tion-specific tasks such as floor control (the reservation
oftalk spurts for one speaker atatime). They also provide
interfaces to the operator’'s provisioning and network
management systems and create application-specific
charging detail records (CDRs). The push-to-talk user
database contains provisioned users and their service
profiles. The users and talk groups can be arranged in
the database in organization-specific closed user groups
to support the security and administration capabilities
needed in business applications. The push-to-talk solu-
tion can be scaled up to multimillion user networks with
several networked PoC application servers.

[0013] As indicated in Fig. 10, various cellular access
networks may be used to distribute the PoC media data
to the PoC users. The cellular access networks are also
referred to PoC enablers. Examples for PoC enablers
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are 3GPP networks, GSM networks or 3GPP2 networks.
Architectural requirements for 3GPP networks as PoC
enablers can be found in 3GPP TR 23.979 "3GPP ena-
blers for Open Mobile Alliance (OMA); Push-to-talk over
Cellular (PoC) services; Stage 2", V. 6.2.0 (available at
http://www.3gpp.org).

[0014] The push-to-talk service is based on multi-uni-
casting. Each sending client sends packet data traffic to
a dedicated push-to-talk server and, in the case of a
group call, the server then duplicates the traffic to all the
recipients. No multicasting is performed either in the ac-
cess or core network and the mobility management is
carried out by the radio network. This is why the push-
to-talk solution works transparently over the cellular and
fixed networks. PoC call control and other signaling is
based on the IETF-defined SIP and voice trafficis carried
through an RTP/RTCP-based streaming bearer. Mobility
is handled through (E)GPRS using support wide-area
roaming over GSM/WCDMA.

[0015] A PoC solution protocol stack is shown in Fig.
11. On the application level, the PoC applications are
provided. For session related signaling, typically SIP is
used so as to establish, change or tear down the session.
For media transport RTP/RTCP is commonly used. The
signaling and transport related protocols SIP and RTP/
RTCP are transported by UDP (also TCP is possible)
and by the IP protocol. The IP packets are finally provided
to the service participants in the different access net-
works using access network specific channel, such as
3GPP mobile channels.

Potential Problems

[0016] The PoC service is based on a conferencing
focus, i.e. a central element controlling the communica-
tion, which is called PoC Application Server (PoC AS).
All participants are connected to this node resulting in a
star-topology underlying the PoC service. As one of the
main functions, the PoC AS implements floor control i.e.
controls the permission to speak. The participant that
gained the floor transmits its voice data to the PoC AS,
which in turn distributes it to all other participants.
[0017] In general the PoC AS is implemented as an
application server of the IP Multimedia Subsystem (IMS).
Participants of the PoC service can be connected to the
PoC AS via any IP-Connectivity Access Network (IP-
CAN) providing access to the IMS network. This includes
GPRS access with a GERAN and/or UTRAN radio ac-
cess as specified by the 3 Generation Partnership
Project (3GPP).

[0018] The deployment of a PoC Application Server
as a conferencing focus allows for easy (centralized) con-
trol of the service. The group communication is realized
using many point-to-point connections. However, for in-
creasing group sizes this point-to-point nature leads to
inefficient distribution of the service data. The same data
has to be copied and transmitted individually for each
participant. This becomes particularly relevant for wire-
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less participants utilizing scarce radio resources to ac-
cess the service.

[0019] As outlined above there is a need for efficient
distribution of the group communication, especially con-
sidering large group sizes and scarce radio resources.
To avoid the inefficiencies of multiple point-to-point trans-
missionitis obvious to utilize point-to-multipoint transport
or multicasting whenever possible.

[0020] Regarding GPRS-based IP-CAN to the IMS
network this functionality is provided by the Multimedia
Broadcast/Multicast Service (MBMS). It establishes a
multicast delivery tree in the GPRS core network and
utilizes radio broadcast efficiently transmitting data to a
large group of users. MBMS is supported in UTRAN as
well as GERAN radio access networks.

[0021] This utilization of MBMS for IMS services and
PoC in particular is recently discussed in 3GPP stand-
ardization groups. The issue is tackled in a 3GPP work
item and respective service requirements have been de-
fined in 3GPP TS 22.228, "Service requirements for the
Internet Protocol (IP) multimedia core network subsys-
tem (IMS); Stage 1", V. 7.3.0 (available at http://www.
3gpp.org). Further, some technical proposals have been
made how to realize MBMS utilization for IMS services.
However, the current discussion focuses on the usage
of MBMS in a local domain, e.g. inside a single operator’s
network, which represents only a limited service scenar-
io.

[0022] To better understand the invention and the dif-
ference to prior art the full service scenario has to be
understood. Generally it is possible for | MS services to
span different domains, e.g. involving different operator
networks. Naturally, this is also possible for the PoC serv-
ice. To support this inter-domain scenario the PoC AS
can take over different logical and functional roles in a
PoC call. Either it can perform the Controlling PoC Func-
tion or Participating PoC Function, or both at the same
time. The Controlling PoC AS acts as the conference
focus executing call control, whereas the Participating
PoC AS acts as a proxy forwarding signaling and data
between the PoC User in its local domain and the Con-
trolling PoC AS in another domain. There is always one
single Controlling PoC AS, but there could be many Par-
ticipating PoC AS, e.g. in different operator domains,
present in a PoC call. Usually the PoC AS serving the
user initiating the PoC call takes over the role of the Con-
trolling PoC AS.

[0023] Although current standardization activities in
this field are ongoing and not finalized, it may be assumed
MBMS transport functionality to be available for a PoC
service. The controlling element of MBMS is the Broad-
cast-Multicast Service Centre (BM-SC). Utilization of
MBMS for a PoC service can be achieved in several
ways. A new interface between the PoC AS and the BM-
SC could be established allowing the interaction of both
(separate) elements. Another way could be to integrate
both functional modules into a single element. However,
from a functional perspective both options are equal.
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[0024] The MBMS functionality is available within a
GPRS-based IP-CAN, as already stated before. Gener-
ally this is under the control of a specific network operator.
With respect to the inter-domain scenario outlined above,
this results in the situation that support for MBMS trans-
port functionality is a local property of a specific PoC AS,
because a PoC call could span multiple operator do-
mains. Therefore, it has to be assumed that MBMS might
not be available at all PoC AS involved in the call.
[0025] MBMS support in the network is one aspect,
which has to be considered for its utilization in a PoC
service. Another one is that MBMS reception depends
on terminal capabilities.

[0026] Some terminals might not be able to receive
MBMS in parallel to an IMS service like PoC. Others
might not be able to receive MBMS at all. Therefore, it
has to be assumed that MBMS might not be supported
by all PoC users.

[0027] The main problem arising in the full service sce-
nario outlined above is caused by the different functional
roles of each PoC AS involved in a PoC call. As MBMS
transport support is a local property of a PoC AS, the
Controlling PoC AS does not know whether the Partici-
pating PoC AS utilizes MBMS transport functionality and
assumes point-to-point connected users.

[0028] Therefore (as indicated already above), the
Controlling PoC AS establishes individual connections
for each participant to the Participating PoC AS and dis-
tributes individual copies of incoming voice data. In case
MBMS transport functionality is utilized in the local do-
main, the Participating PoC AS would forward all voice
data received on any connection to the BM-SC. There-
fore, all individual copies of the same voice data would
be transmitted on the MBMS bearer. As all participants
in the local domain receive this MBMS bearer, each par-
ticipant would also receive all copies of the same voice
data, instead of receiving it just once.

[0029] Onthe one hand this unnecessary transmission
of voice data copies is of course a waste of resources,
especially on the radio interface. On the other hand the
reception of multiple voice data duplicates at the termi-
nals cannot be rendered in a sensible way to the PoC
users and might cause sever problems in the receiving
applications.

[0030] The scenario and its potential problems are ex-
emplarily depicted in Fig. 12.

[0031] As a conclusion, unnecessary transmission of
voice data copies occur

(1) between the Controlling and Participating PoC
AS and
(2) in the downlink MBMS bearer of a PoC call.

[0032] Another problem arising in the full service sce-
nario is related to the decision whether to utilize MBMS
transport functionality for a PoC call. Although the PoC
service enables group communication and MBMS ena-
bles efficient distribution of data to a group of users, it
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might not be sensible in all cases to use available MBMS
transport functionality. Due to its properties, especially
on the radio interface, there is a trade-off regarding effi-
cient data transmission and resource consumption for
MBMS..

[0033] Therefore, it only makes sense to use MBMS
transport for a large or dense group of users. In this re-
spect, it is important to have accurate group information
available as a basis for the MBMS decision at the PoC
AS. This is the case for the Controlling PoC AS, which
receives complete group information in the request from
the initiating PoC user. But this is not the case at the
Participating PoC AS. Here the group information has to
be derived from separate signaling messages, which
might complicate the decision on MBMS utilization for a
PoC call.

SUMMARY OF THE INVENTION

[0034] The object of the invention is to provide improve
resource utilization when providing a multicast service,
including inter alia PoC services, to service participants.
[0035] The objectis solved by the subject matter of the
independent claims. Advantageous embodiments of the
invention are subject matters to the dependent claims.
[0036] One main aspect of the invention is to avoid
unnecessary multiplication of multicast data in the distri-
bution tree for multicast services with service participants
of different domains. For this purpose the controlling
node that is initiating the multicast service upon request
determined to which domains the multicast data is to be
provided and only forwards the multicast data on a per-
domain basis.

[0037] Anotheraspectoftheinventionisthe avoidance
of unnecessary duplications of multicast data within in-
dividual domains. According to this aspect, the controlling
nodes of a domain obtains information on the service
participants that are to receive the service within its do-
main and the controlling node may decide on a per-do-
main or per-radio access subsystem basis whether to
utilize point-to-pointlinks or a point-to-multipoint link with-
in the domain or radio access subsystem respectively to
provide the multicast data to the service participants in
its domain. This operation may be advantageous in that
it allows optimized resource utilization within the domain.
[0038] According to one embodiment of the invention
a method for distributing multicast data of a multicast
service to different domains is provided. The controlling
node of a first domain of the different domains receives
a service initiation request identifying the service partic-
ipants to participate in the multicast service. Based on
the identification of the service participants, the control-
ling node identifies the domains to which the service par-
ticipants belong and that are not controlled by the con-
trolling node of the first domain, and distributes multicast
data to controlling nodes of the identified domains on a
per-domain basis.

[0039] Further, in another embodiment of the inven-
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tion, the controlling node may transmit a service initiation
request to the controlling nodes of the identified domains.
A service initiation request transmitted to a controlling
node may comprise the service participants belonging to
the respective domain controlled by the controlling node.
Informing the controlling nodes of the identified domains
onthe service participantsin their respective domain may
be advantageous in that the information may facilitate
the decision on the most suitable transport to be utilized
in the domains for providing the multicast data to the serv-
ice participants of the respective domain.

[0040] According to another embodiment, the control-
ling node of the first domain establishes a point-to-point
link to a controlling node of each of the identified domains
on which the multicast data is to be forwarded to a re-
spective controlling node.

[0041] Inanotherembodimentoftheinvention,asingle
copy of the multicast data is distributed via a point-to-
point link to the controlling node of a respective one of
the identified domains for further distribution to the serv-
ice participants in the respective domain. As indicated
above, the per-domain distribution of multicast data may
advantageously avoid unnecessary duplication of multi-
cast data on the interface between the controlling nodes
of different domains. A single copy of the respective mul-
ticast data may be distributed to a controlling node of a
respective domain, even if the there is a plurality of serv-
ice participants in the respective domain.

[0042] According to afurther embodiment of the inven-
tion, the controlling node (of the first domain) receives a
negative acknowledgment in response to a service initi-
ation request from a controlling node of one of the iden-
tified domains. In response to the negative acknowledg-
ment, it may then transmit an individual service initiation
request to each of the service participants in the domain
controlled by the controlling node responding with the
negative acknowledgment. This operation may be ad-
vantageous in that compatibility with standard control
nodes that are not improved as described herein may be
obtained.

[0043] Another embodiment of the invention relates to
a method for distributing multicast data of a multicast
service to service participants within a domain. The con-
trolling node of the domain may first receive a service
initiation request from a controlling node of another do-
main. This service initiation request may comprise infor-
mation on the service participants to participate in the
multicast service being located in the domain controlled
by the controlling node.

[0044] Based on the information on the service partic-
ipants, the controlling node of the domain may decide
whether to utilize point-to-point links or a point-to-
multipoint link for distributing the multicast data within the
domain. According to this decision the controlling node
establishes either a point-to-point link to a respective one
of the service participants in the domain or a point-to-
multipoint link to the service participants in the domain
as a transport medium for the multicast data, and distrib-
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utes the multicast data to the service participants in the
domain via the established transport medium.

[0045] In case there are multiple radio network sub-
systems within a domain, it may be advantageous to
make the decision on which transport medium to utilize
on a per-radio network subsystem basis instead of on a
per-domain basis to further optimize resource utilization.
Accordingly, another embodiment of the invention pro-
poses that the controlling node determines the at least
one radio network subsystems serving the service par-
ticipants. The decision on the utilization of point-to-point
links or the point-to-multipoint link may then be made per
determined radio network subsystem, and so that a point-
to-pointlink per service participant or a point-to-multipoint
link may be established in each determined radio network
subsystem.

[0046] Another advantageous embodiment accounts
for a possibly changing number of service participants in
a domain or in the radio network subsystems, e.g. due
to user mobility, new users participating in the service or
leaving the service. According to this exemplary embod-
iment, the transport medium is switched from point-to-
point links to a point-to-multipoint link or vice versa de-
pending on number of service participants currently par-
ticipating in the multicast service within the domain. The
switching from point-to-point links to a point-to-multipoint
link may be alternatively made on a per-radio network
subsystem basis.

[0047] In case a point-to-multipoint link is to be used
for distributing the multicast data, another embodiment
of the invention foresees the use of domain-wide multi-
cast services, such as. e.g. MBMS, that may be utilized
to distribute the multicast data in a domain. Typically,
these multicast services are provided by a functional en-
tity within the domain that is referred to as a multicast
service center. According to this embodiment the con-
trolling node of a domain may forward the multicast data
to a multicast service center within the domain, so as to
utilize the multicast service that may be available in the
domain on a domain-level or radio network subsystem
level basis.

[0048] Inanother embodiment of the invention the con-
trolling node of a domain may further acknowledge the
service initiation request, i.e. - in other words - provides
positive or negative feedback in form of an acknowledge-
ment or error message. The return of positive feedback
may establish a point-to-point link to the controlling node
of the other domain. Further, a multicast service identifier
may be assigned to the link to allow identifying data of
the multicast service on the point-to-point link.

[0049] In a variation of this embodiment the multicast
service identifier may be further associated with a multi-
cast service identifier used by a multicast service center
within the domain to identify the multicast service data
when being distributed to the service participants in the
domain. This operation may be advantageous if the dif-
ferent identifiers are used for the multicast data when
being distributed inter-domain and within a domain.



9 EP 1 838 034 A1 10

[0050] According to another embodiment of the inven-
tion the controlling node of the domain may further gen-
erate a service initiation request for each service partic-
ipant identified in the service initiation request received
from the controlling node of the other domain, and may
transmit the at least one generated service initiation re-
quest to the service participants of the domain. By this
operation of the controlling node, it becomes inter alia
possible to generate the service initiation requests for a
multicast service within the individual domain and not at
the controlling node receiving the initial service initiation
request, which may in turn reduce the inter-domain sig-
naling load between the controlling nodes.

[0051] According to an exemplary variation of this em-
bodiment the service initiation request for each service
participant comprises the multicast service identifier to
be used by the multicast service center within the domain
to identify the multicast service data. This may be espe-
cially beneficial, if the multicast data are to be transmitted
to service participants via a point-to-multipoint link em-
ploying a special multicast service delivery mechanism
within the domain (e.g. MBMS) utilizing its own service
identifier (e.g. in case of MBMS, a specific multicast ad-
dress).

[0052] Another embodiment of the invention relates to
an efficient utilization of multicast services for the provi-
sion of multicast data within a domain. To support fast
service activation for the multicast service that is provid-
ing the multicast data to service participants, it may be
advantageous that the controlling node of the domain
subscribes the service participants of the domain at a
multicast service center within the domain. For example,
when utilizing MBMS for the provision of the multicast
data to service participants, the controlling node may
subscribes the participants at the BM-SC of the domain.
[0053] A further embodiment of the invention provides
a controlling node of a first domain for distributing multi-
cast data of a multicast service to different domains. This
controlling node comprises a receiver for receiving a
service initiation request identifying the service partici-
pants to participate in the multicast service, and a proc-
essor for identifying, based on the identification of the
service participants, the domains to which the service
participants belong and that are not controlled by the con-
trolling node of the first domain. Moreover, the controlling
node includes a transmitter for distributing multicast data
to controlling nodes of the identified domains on a per-
domain basis.

[0054] Another embodiment of the invention relates to
a controlling node for distributing multicast data of a mul-
ticast service to service participants in its domain. The
controlling node comprises a receiver for receiving a
service initiation request from a controlling node of an-
other domain comprising information on the service par-
ticipants to participate in the multicast service being lo-
cated in the domain controlled by the controlling node,
and a processor for deciding based on the information
on the service participants, whether to utilize point-to-
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point links or a point-to-multipoint link for distributing the
multicast data within the domain, and for establishing,
depending on the decision, either a point-to-point link to
arespective one of the service participants in the domain
or a point-to-multipoint link to the service participants in
the domain as a transport medium for the multicast data.
Moreover, the controlling node includes a transmitter for
distributing multicast data to the service participants in
the domain via the established transport medium.
[0055] In another embodiment the controlling nodes
above further comprise means adapted to perform the
steps of the method for distributing multicast data of a
multicast service to different domains or the method for
distributing multicast data of a multicast service to service
participants within a domain according to one of the var-
ious embodiments above.

[0056] Moreover, another embodiment of the invention
provides a system comprising at least one controlling
node according to one exemplary embodiment of the in-
vention.

[0057] Further, the present invention according to an-
other embodiment provides a computer readable medi-
um storing instructions that, when executed by a proc-
essor of a controlling node of a first domain of different
domains, cause the controlling node to distribute multi-
cast data of a multicast service to different domains. The
controlling node is caused to distribute the multicast data
by receiving a service initiation request identifying the
service participants to participate in the multicast service,
identifying, based on the identification of the service par-
ticipants, the domains to which the service participants
belong and that are not controlled by the controlling node
of the first domain, and distributing multicast data to con-
trolling nodes of the identified domains on a per-domain
basis.

[0058] According to one further embodiment of the in-
vention a computer readable medium is provided that is
storing instructions that, when executed by a controlling
node of a domain, cause the controlling node of the do-
main to distribute multicast data of a multicast service to
service participants in the domain. The controlling node
is caused to distribute the multicast data by receiving a
service initiation request from a controlling node of an-
other domain comprising information on the service par-
ticipants to participate in the multicast service being lo-
cated in the domain controlled by the controlling node,
deciding based on the information on the service partic-
ipants, whether to utilize point-to-point links or a point-
to-multipoint link for distributing the multicast data within
the domain, establishing, depending on the decision, ei-
ther a point-to-point link to a respective one of the service
participants in the domain or a point-to-multipoint link to
the service participants in the domain as a transport me-
dium for the multicast data, and distributing multicast data
to the service participants in the domain via the estab-
lished transport medium.

[0059] Another embodiment relates to a computer
readable medium that further stores instructions that,
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when executed by the controlling node of the first domain,
cause the controlling node to perform the steps of the
method for distributing multicast data of a multicast serv-
ice to different domains or the method for distributing
multicast data of a multicast service to service partici-
pants within a domain according to one of the various
embodiments described herein.

BRIEF DESCRIPTION OF THE FIGURES

[0060] In the following the invention is described in
more detail in reference to the attached figures and draw-
ings. Similar or corresponding details in the figures are
marked with the same reference numerals.

Fig. 1 shows an exemplary overlay-network
providing data of an inter-domain multi-
cast service to service participants ac-
cording to an embodiment of the inven-
tion,

Fig. 2 shows an exemplary overview on the
network architecture in one of the differ-
ent domains in Fig. 1 according to an
embodiment of the invention,

Fig. 3 shows another exemplary overlay-net-
work providing data of an inter-domain
multicast service to service participants
according to another embodiment of the
invention,

Fig. 4 shows the signaling and data transfer
between controlling nodes of different
domains according to an exemplary em-
bodiment of the invention,

Fi

g.-5and 6 show exemplary operations of a control-
ling node within a domain enabling an
inter-domain multicast service accord-
ing to exemplary embodiments of the in-
vention,

Fig. 7 shows a signaling diagram for establish-
ing a PoC service in a MBMS-enabled
mobile communication system accord-
ing to an exemplary embodiment of the
invention,

Fig. 8 illustrates the exemplary application of
principles of the invention in the realiza-
tion of an inter-domain PoC service in a
MBMS enabled mobile communication
system according to an exemplary em-
bodiment of the invention,

Fig. 9 shows an exemplary signaling proce-
dure when setting up an inter-domain
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PoC service according to an exemplary
embodiment of the invention, while
maintaining backward compatibility to
controlling nodes not being operated ac-
cording to an exemplary embodiment of
the invention,

Fig. 10 shows an exemplary network architec-
ture enabling IMS services,

Fig. 11 shows a typical protocol stack for ena-
bling a PoC | MS service, and

Fig. 12 shows an exemplary signaling proce-

dure for enabling an inter-domain PoC
service.

DETAILED DESCRIPTION OF THE INVENTION

[0061] In the following different embodiments of the
invention will be described that partially relate to PoC
multicast services within an IMS network infrastructure
via MBMS-enabled 3GPP wireless networks. It is to be
understood that these exemplary and more specific em-
bodiments are not intended to limit the ideas underlying
the invention to these specific embodiments. Also the
more detailed information in the background art section
is intended to illustrate possible network architectures
and scenarios in which the principles of the invention may
be applied.

[0062] The ideas of the invention are especially appli-
cable to multicast services that use a centralized ap-
proach where a central element controls the communi-
cation of the service. One of the main ideas of the inven-
tion is to use a distributed approach instead of a central-
ized approach in particular functions of multicast service
control as well as in the distribution of multicast service
data. Certain functions that are typically performed by
the central controlling element are distributed on the do-
main level, i.e. functions that can be more efficiently han-
dled on the domain-level are distributed to controlling
nodes of the respective domains in which service partic-
ipants to receive the multicast service are located. An-
other aspect of this idea is the exchange of information
necessary to allow the controlling nodes to perform the
new functions.

[0063] The distribution of functionality to the domain
level may allow reducing the signaling overhead and may
optimize the utilization of resources between the control-
ling nodes of the domains as well as within the domains
as will become more apparent from the exemplary em-
bodiments described below.

[0064] Itis alsorecognized thatthe solutions according
to the different embodiments of the invention described
herein may be for example advantageously used in IMS
services such as PoC where service participants belong
to different administrative domains. A domain within the
meaning of this document is a group of computers and
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devices on a network that are administered as a unit with
common rules and procedures. Usually all devices on
this network are owned and maintained by a specific net-
work operator.

[0065] Two maindrawbacks of conventional PoC serv-
ices have been identified herein. First, the Controlling
PoC AS has typically no knowledge on the transport ca-
pabilities available within the other domains in which the
PoC service data are to be distributed. This leads to a
multiplication of the signaling load and service data load
on the interfaces between the Controlling PoC AS and
the Participating PoC AS.

[0066] Second, the Participating PoC ASs have no
knowledge on the service participants in their own do-
main (or they may at best derive this information from
the forwarded SIP signaling, which is however not very
reliable), so that it is difficult (if not impossible) for a Par-
ticipating PoC AS to choose the optimum transport mech-
anism within their domain for distributing the PoC service
data in the domain. Due to being unaware of the service
participants in the domain, "expensive" resource con-
suming point-to-point links are used to distribute the serv-
ice data in the Participating PoC AS-controlled domains
are used or several copies of identical service data is
provided via a multicast service to the service partici-
pants.

[0067] These drawbacks may be well generalized to
multicast services that use a similar centralized approach
as the PoC service described above.

[0068] To tackle the first drawback, one embodiment
of the invention suggests that the controlling node receiv-
ing a service initiation request in a first domain deter-
mines the domains in which the service participants are
located and distributes multicast data of the service to
the controlling nodes of the other determined domains
on a per-domain basis (instead of on a per-participant
basis).

[0069] This idea will be described in more detail with
respect to Fig. 1 and Fig. 4 in the following. Fig. 1 shows
an exemplary overlay-network providing data of an inter-
domain multicast service to service participants accord-
ing to an embodiment of the invention. Fig. 4 shows the
signaling and data transfer between controlling nodes of
different domains according to an exemplary embodi-
ment of the invention.

[0070] For exemplary purposes it is assumed that set-
up of a multicast service is requested by a client 100.
The client 100 transmits a service initiation request to its
local controlling node that is controlling node 110 of do-
main #1 in this example. The service initiation request
identifies the potential service participants that are to par-
ticipate in the service.

[0071] The identification of the service participants
may be accomplished unique IDs identifying the individ-
ual service participants. Alternatively, there may be
groups or lists preconfigured that contain an appropriate
identification of the users belonging to the group or list.
The respective groups or lists may be individually as-
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signed an ID that may be used by the client 100 to identify
the potential service participants.

[0072] For example, when using SIP as signaling pro-
tocol for service setup, this service initiation request may
be a SIP INVITE message that - inter alia - identifies the
service participants that are to participate in the multicast
service. Typically, a SIP URI can be used to identify the
participants. For details on the SIP protocol and message
formatsitis referred to RFC 3261, "SIP: Session Initiation
Protocol" by the IETF (Internet Engineering Task Force)
from June 2002 (available at http://www.ietf.org) incor-
porated herein by reference. Further, signaling compres-
sion as defined in RFC 3320, "Signaling Compression
(SigComp)" of the IETF from January 2003 (incorporated
herein by reference) may be used to reduce the size of
SIP messages.

[0073] The controlling node 110 receives the service
initiation request (see step 401) and determines (see step
402) the domains to which the different service partici-
pants indicated in the request belong. It should be noted
that it is generally sufficient that the request from client
100 indicates one more service participant, i.e. that there
are least two users to participate in the service.

[0074] In the example illustrated in Fig. 1, it may be
assumed that the service initiation request identifies the
clients (service participants) 101 to 106. Accordingly the
controlling node 110 determines 402 that participant 101
belongs to its own domain #1 and that participants 102
& 103 and participants 104, 105 & 106 are located in
domain #2 and domain #3, respectively.

[0075] For example when using a SIP URI as an iden-
tifier of the service participants, the different domains can
be determined from the host part of the SIP URI, which
either contains a fully-qualified domain name or numeric
IPv4 or IPv6 address. For example the domain of the SIP

URI ’joe@example.com’ would resolve to ’exam-
ple.com’.
[0076] Next, the controlling node 110 will identify 403

the controlling nodes (here: controlling nodes 111 and
112) that serve the identified domains, i.e. domain #2
and domain #3 in the example.

[0077] The identification of the controlling nodes of the
different domains may be accomplished in different fash-
ions. For example, the controlling node 110 could use a
preconfigured list of controlling nodes in other domains.
Alternatively, controlling node 110 may derived this in-
formation from previous (signaling) communication with
other domains. Another option is to use some well-known
names for the controlling nodes, which might also be
used by the service participants to initiate a service, e.g.
‘ConferenceFactory@example.com’.

[0078] Upon having identified the controlling nodes
111 and 112 of domains #2 and #3 the controlling node
110 may optionally send a service initiation request mes-
sage to each of the controlling nodes 111 and 112. Each
respective service initiation request message sent to the
controlling nodes 111 and 112 identifies the service par-
ticipants in the domain controlled by the respective con-
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trolling node, i.e. service participants 102 and 103 in the
request message transmitted to controlling node 112 and
service participants 104, 105 and 106 in the request mes-
sage transmitted to controlling node 111. As will be ex-
plained below in more detail, the controlling nodes serv-
ice initiation request message may forward individual
service initiation requests to the individual indicated serv-
ice participants within the domains to establish the mul-
ticast service.

[0079] In principal, it is sufficient for the controlling
node 110 to identify the different domains in which the
potential service participants are located so as to distrib-
ute the multicast data on a per-domain level. Upon re-
ceiving 406 multicast data to be distributed to the service
participants (for example from client 100), the controlling
node 110 may distribute 407, 408 the service data to the
controlling nodes 111 and 112 of the "identified" domains,
instead of generating individual copies of the data and
providing same on a per-participant basis to the control-
ling nodes of the other domains for delivery to the service
participants.

[0080] Consequently, by identifying the different do-
mains to which the multicast service data are to be pro-
vided the load due to multicast data distribution (and due
to signaling) may be reduced, as only one copy of the
multicast data is forwarded to a respective one of the
identified domains.

[0081] As indicated above and as will be discussed
with respect to Fig. 5, it may be advantageous to provide
identification of service participants within a domain to
the controlling nodes of the respective domain (steps
404, 405 in Fig. 4). Strictly speaking, in domains where
participants do not have to be invited to a session and/or
need to be informed on system resources of the service
no identification may be needed. Nevertheless, in various
embodiments of the invention, an identification of service
participants is included in the service initiation request
(steps 404, 405).

[0082] Fig. 5 shows an exemplary operation of a con-
trolling node within a domain enabling an inter-domain
multicast service according to exemplary embodiments
of the invention. For exemplary purposes, the controlling
node in Fig.5 is assumed to correspond to same in Fig.
4 and controlling node 111 in Fig. 1.

[0083] Upon reception 404 of the service initiation re-
quest, controlling node may generate an individual serv-
ice initiation request for each service participant that is
indicated in the service initiation request previously re-
ceived by the controlling node 111. The generated at
least one service initiation messages is then transmitted
501 to the service participants 104, 105, 106 of domain
#2.

[0084] Forexample if using SIP as a signaling protocol
to setup the service, this initiation request message could
be a SIP INVITE message. In response to a service ini-
tiation message, the participants may answer with an ac-
knowledgment message. In case a service is established
locally within the domain #2 between controlling node
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111 and the individual participants, the controlling node
111 handles the response to its service initiation request.
Otherwise, if the service session is established between
controlling node 110 of domain #1 and the service par-
ticipants within domain #2, controlling node 111 forwards
the responses from the service participants 104, 105,
106 in its domain to controlling node 110 of domain #1.
[0085] Further, the controlling node 111 of domain #2
may decide 502 on the distribution method to be used
within its domain for distributing multicast service data to
the service participants 104, 105, 106. As the service
initiation request includes the information on the service
participants in its domain, controlling node 111 may for
example derive the number of service participants in its
domain from the information.

[0086] Generally, controlling node 111 may decide
whether a point-to-point links (e.g. dedicated transport
channels or connections) are used to provide the service
data to the service participants 104, 105, 106. Alterna-
tively, a point-to-multipoint link (e.g. a shared or common
transport channel) may be used for this purpose. Which
of these two transport methods to choose may - for ex-
ample - depend on the current load on wired and/or air
interfaces within the domain, the number of service par-
ticipants to receive the multicast service in the domain
or radio network subsystem, etc. To obtain appropriate
decision criteria, radio resource information may be
made available to the controlling node 111 (or if using a
domain specific multicast service transport mechanism
to the multicast service center 301). For example, if the
number of service users exceeds a given or configured
threshold, the controlling node 111 may decide to use a
point-to-multipoint link, otherwise individual point-to-
point links.

[0087] Also if the number of service participants varies
during service provision, the distribution method may be
reevaluated event triggered (e.g. upon joining/leaving of
participants, upon handover of participants to other radio
network subsystems or networks, etc.) or on a periodical
basis. If the evaluation shows that it is more efficient to
use another transport mechanism, controlling node 111
may switch the transport mechanism from point-to-point
links to point-to-multipoint links or vice versa, as needed.
[0088] Upon having decided, which transport mecha-
nism to use, the appropriate resources are established
in the domain #2. For example, if point-to-point links are
to be used, the controlling node 111 may initiate the es-
tablishment of dedicated channels or connections to the
individual service participants 104, 105, 106. If a point-
to-multipoint link is to be used, for example, a common
or shared channel may be established to serve partici-
pants 104, 105, 106.

[0089] Anotheroption to establish a point-to-multipoint
link is the utilization of multicast service transport mech-
anisms already provided in the domain. For this purpose,
there may be provided a multicast service center 301.
The multicast service center 301 may be a functional or
physical entity in the domain responsible to provide a
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multicast service to the users within the domain utilizing
a point-to-multipoint connection. If the multicast service
center is a functional entity it may for example be located
within the same network element as the controlling node
111. An example for a multicast service mechanism is
MBMS of 3GPP networks and, in this case, the multicast
service center 301 corresponds to the BM-SC.

[0090] An exemplary architectural overview of a do-
main providing a multicast service transport mechanism
is shown in Fig. 3. Fig. 3 corresponds to Fig. 1 except for
domain #2, wherein the multicast service center 301 is
included.

[0091] Uponreceiving 407 multicast data of the service
atthe controlling node 111, same distributes 504 the mul-
ticast data to the service participants 104, 105, 106 in its
domain. It should be noted that only if point-to-point links
are to be used, controlling node 111 needs to generate
copies of the multicast data for distribution.

[0092] Returning to Fig. 1 and Fig. 3 the operation of
the controlling node 112 in domain #3 is similar to that
of controlling node 111 in domain #2. Further, it should
also be noted that the controlling nodes 111, 112 in do-
mains #2 and #3 may also be capable of performing the
operations of controlling node 110 in domain #1 in cases
where they receive the initial service initiation request
from a client. Similarly, controlling node 110 in domain
#1 may perform the functions of controlling node 111 in
domain #2 in the latter case.

[0093] In one embodiment of the invention outlined
with respect to Fig. 5, the decision on which transport
mechanism to utilize has been made by the controlling
node 111 for the entire domain #2. However, as will be
outlined below, the decision and also the switching be-
tween transport mechanisms may also be made on a
per-radio network subsystem basis as will be outlined in
the following.

[0094] Fig. 2 shows an exemplary overview on the net-
work architecture in one of the different domains in Fig.
1 according to an embodiment of the invention. In Fig. 2
it is assumed that domain #2 is a 3GPP network, such
as UMTS that comprises a core network formed by
GGSN 201 and at least one SGSN 202 (GGSN = Gate-
way GPRS Support Node; SGSN = Serving GPRS Sup-
port Node). The radio access network is connected to
the core network via an interface between an SGSN 202
and a respective RNC 210, 211 (Radio Network Control-
ler) of the radio access network. Each RNC is typically
connected to one ore more Node Bs 215, 216, 217 that
transmit and receive data to/from the mobile terminals
104, 105, 106.

[0095] In current UMTS systems, the RNC 210, 211
terminates radio resource control and is therefore re-
sponsible for the establishment and control of air inter-
face resources. In this respect, the RNC 210, 211 is also
responsible for establishing the point-to-point links
and/or point-to-multipoint link to service participants 104,
105, 106. If MBMS services are available in the UMTS
network (as indicated by BM-SC 200 in the architecture),
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the RNCs establish a point-to-multipoint link to the ter-
minals for each radio cell controlled by a respective Node
B.

[0096] Hence, in this architecture it may be beneficial
to decide the transport mechanism to utilize for the dis-
tribution of the multicast service data for each radio cell.
In this embodiment of the invention the radio network
subsystem corresponds to a radio cell controlled by a
Node B. Accordingly, system resources for the distribu-
tion of the multicast data may be switched depending on
the number of users currently receiving the multicast
service within an individual cell.

[0097] In an alternative embodiment of the invention,
the decision on the transport mechanism may also be
made on a per-radio network subsystem basis, where
the radio network subsystem is defined as a RNC and
the Node Bs under its control (e.g. RNC 210 and Node
Bs 215 and 216). Similarly, the switching of the utilized
transport mechanism during service provision may be
made on the radio network subsystem level.

[0098] Fig. 6 shows another exemplary operation of
controlling node 111 within domain #2 enabling an inter-
domain multicast service according to exemplary embod-
iments of the invention. In the embodiment exemplarily
illustrated in Fig. 6, the decision on which transport mech-
anisms to utilize for the distribution of multicast service
data within domain #2 is made on a per-radio network
subsystem basis.

[0099] As in Fig. 5, the controlling node 111 first re-
ceives 404 a service initiation request indicating the serv-
ice participants located in its domain #2 and may gener-
ate individual service initiation request for transmission
501 to the service participants 104, 105, 106.

[0100] Based on the identification of the service par-
ticipants, the controlling node 111 of domain #2 may fur-
ther determine 601 to which radio network subsystems
the indicated participants belong.

[0101] Forexample, the radio network subsystem may
be defined in a radio cell level; in this case the controlling
node 111 determines that service participant 104 is
served by Node B 216 and service participants 105 and
106 are served by Node B 215.

[0102] Based on this result, controlling node 111 may
now decide 602 which transport mechanism to utilize in
each of the determined radio network subsystems. For
example, this decision is based on the number of service
participants in a respective determined radio network
subsystem, as already indicated above. According to the
decision, controlling node 111 may further establish 603
the appropriate resources in the domain.

[0103] For example, if it is decided that participants
105 and 106 are to be served via a point-to-multipoint
link, the controlling node 111 could establish a shared or
common channel in the radio cell controlled by Node B
215 for this purpose. When utilizing a domain specific
multicast service transport mechanism, the controlling
node 111 could initiate the downlink multicast service
provision via the multicast service center 301 and my
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forward the multicast data to the multicast service center
301 for distribution to participants 105 and 106 via a point-
to-multipoint link.

[0104] In case of using a MBMS service function as a
multicast service transport mechanism, the controlling
node 111 - which in this example may correspond to an
IMS Application Server or PoC Application Server - initi-
ates a MBMS service for participants 105 and 106. In this
procedure, the controlling node 111 may register the par-
ticipants 105 and 106 at the BM-SC 200 and obtains the
multicast identifier (e.g. IP multicast address) of the
MBMS service established by the BM-SC 200. This mul-
ticast identifier may be included in the service initiation
requests transmitted to participants 105 and 106, so as
to identify the resources via which the multicast data is
provided to the participants.

[0105] For participant 104 the controlling node 111
could decide to use a point-to-point link for the multicast
service. Accordingly, it may establish a dedicated chan-
nel to participant 104.

[0106] Uponreception 407 of multicast data atthe con-
trolling node 111, same may forward the multicast data
towards the participants in its domain utilizing the estab-
lished link(s).

[0107] Further details on how to operate a network (in-
cluding how to decide upon the transport mechanism and
on a conditional switching of same) comprising a control-
ling node 111 and multicast service center 301 are pro-
vided in the copending application number EP 06 001
019.6, "EFFICIENT MULTICAST SERVICE DATA PRO-
VISION IN AMOBILE COMMUNICATION SYSTEM" (in-
corporated herein by reference) and application number
EP 06 004 868.3 "EFFICIENT PROVISION OF A MUL-
TICAST SERVICE BY SWITCHING BETWEEN MULTI-
CAST SERVICES IN A MOBILE COMMUNICATION
SYSTEM" (incorporated herein by reference) by the
same applicant. Inthese documents, the controlling node
corresponds to a IMS application server/PoC AS and the
multicast service center to the BM-SC.

[0108] In the following more detailed exemplary em-
bodiments of the invention will be outlined using a PoC
service as an illustrative example of a multicast service.
Fig. 8 illustrates an exemplary application of principles
of the invention in the realization of an inter-domain PoC
service in a MBMS enabled mobile communication sys-
tem according to an exemplary embodiment of the inven-
tion.

[0109] As discussed above, the one aspect of the in-
vention is the distribution of functionality among nodes
of different domains. For PoC calls that apply this idea,
this means that certain functionality that is typically per-
formed by the Controlling PoC, such as call set-up and
session establishment, is distributed to the PoC AS in
the different domains involved in the PoC call.

[0110] To facilitate this distribution of functionality, the
Controlling PoC AS may establish a signaling dialog with
all Participating PoC AS in the requested target domains.
Within this dialog the Controlling PoC AS distributes re-
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spective user group information to the Participating PoC
AS and establishes a single dedicated connection be-
tween the elements in the different domains (INVITE
PoC-B [user list@Domain B]).

[0111] Each Participating PoC AS may decide locally
on the transmission strategy (e.g. forwarding of the Talk
Burst via MBMS service by BM-SC as shown in Fig.8 or
not) for the PoC call data, including utilization of MBMS
transport functionality, and may be responsible for
processing the call set-up request (INVITE UE-B1, ...,
INVITE UE-Bn).

[0112] Subsequently the Controlling PoC AS may
transmits incoming voice data only once via the single
dedicated connection to each target domain (Talk Burst
transmitted from PoC-A to PoC-B). The local Participat-
ing PoC AS is responsible for distributing the data to the
respective participants. If MBMS transport functionality
is utilized, the Participating PoC AS forwards the single
copy of the voice data (Talk Burst) to the BM-SC.
[0113] Thereby, the unnecessary transmission of mul-
tiple voice data copies can be avoided. A further benefit
is that the availability of instant and reliable user group
information at the Participating PoC AS might enhance
the decision on MBMS utilization for the PoC call.
[0114] In a variation of the method described above
with respect to Fig. 8, the initiating PoC user (UE-A) spec-
ifies the desired participants for the call in its SIP INVITE
request. Upon reception of this message, the Controlling
PoC AS inspects the list and groups the requested users
according to their domains, e.g., into sub-lists for each
domain. Instead of signaling each user separately, the
Controlling PoC AS issues a single SIP INVITE request
containing the generated sub-list to the PoC AS in the
respective domain. The Controlling PoC AS might use a
well-known identity or some previously obtained informa-
tion to directly address the PoC AS in the target domain.
[0115] Upon reception of this message at the Partici-
pating PoC AS in the target domain, the Participating
PoC AS can determine that it should carry out Controlling
PoC function instead of the standard Participating PoC
function, because the request is received from another
PoC AS in another domain. The Participating PoC AS
uses the obtained group information to signal the re-
quested PoC users and generates appropriate SIP IN-
VITE messages. Further, the Participating PoC AS might
use the group information in the decision whether to uti-
lize MBMS transport functionality for the requested PoC
call.

[0116] The Participating PoC AS sends an appropriate
SIP response back to the Controlling PoC AS in the other
domain. This can be done directly after reception of the
respective SIP INVITE request for the Controlling PoC
AS or after reception of all responses from the signaled
PoC users in the local domain. The behavior might de-
pend on the specific implementation of the Participating
PoC AS. In any case the successful completion of the
SIP dialog with the Controlling PoC AS results in the es-
tablishment of a single dedicated connection for media
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transmission between the PoC AS in the different do-
mains.

[0117] This procedure is carried out for any target do-
main present in the user group information of the initial
request received at the Controlling PoC AS. As a result
there might be several such dedicated connections be-
tween the Controlling PoC AS and Participating PoC AS
in different domains. Now, if the Controlling PoC AS re-
ceives voice data from a PoC user, it utilizes the dedi-
cated connections to distribute the data exactly once to
the associated Participating PoC AS. Assuming utiliza-
tion of MBMS in the target domain, the Participating PoC
AS forwards this single copy of the voice data to the BM-
SC, which transmits it via the MBMS bearer to the PoC
users in the local domain. Therefore, all PoC users re-
ceive the voice data only once and unnecessary trans-
mission of multiple copies of the same data can be avoid-
ed.

[0118] Fig. 7 shows a signaling diagram for establish-
ing a PoC service in a MBMS-enabled mobile communi-
cation system according to an exemplary embodiment
of the invention. For exemplary purposes a service span-
ning two domains is assumed (though the principles are
also applicable to a service spanning several domains).
In a first domain A a PoC user (UE-A) initiates a service
to at least one participant in Domain B (UE-B).

[0119] The signaling flow exemplarily shows a single
PoC user (UE-B) in the target domain. However, in the
general case there can be many different target domains
hosting any number of requested participants. Further,
for the signaling flow it is assumed that the PoC users
utilize a GPRS-based IP-CAN to access their local IMS
network and the target domain supports MBMS transport
functionality. Regarding access to the IMS network, the
initiating user does not necessarily have to use GPRS
and could use any IP-CAN as long as it provides access
to the respective IMS network.

[0120] If no IP address has been assigned yet to the
user (UE-A) it ensures that a PDP context suitable for
IMS related signalling and - if necessary - an additional
general-purpose PDP context with the same APN (Ac-
cess Point Name) and IP address as the PDP context
for IMS related signaling are established.

[0121] The terminal (UE-A) first registers itself in the
IMS network (step 1). The registration is a prerequisite
to be able to access any IMS service. In case a user (UE-
A) likes to initiate a PoC call, the user (UE-A) creates a
SIP session for the PoC communication by sending (step
2) an INVITE request into the IMS Core (A) that Is for-
warded to the Controlling PoC AS of domain A (PoC-A),
in this example with UE-B as a destination address (al-
ternatively the destination address could also be a PSI
(Public Service Identity) hosted by a PoC server for a
PoC group session).

[0122] TheINVITE request comprises the PoC service
indication and its SDP media parameters indicate the IP
address obtained when establishing the PDP contextand
that UE-A is ready to send and receive media (assuming
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thatin this example that UE-A establishes a non-real time
PDP context for talk burst control and media at IMS reg-
istration time). For an ad-hoc group, the INVITE request
further comprises a list of the requested users for the call.
Itis routed via the IMS network (A) to the PoC AS (PoC-
A) (step 3 and 4).

[0123] Receiving this SIP INVITE message the PoC
AS performs the Controlling PoC function and according
to this embodiment of the invention groups the received
user list by target domains (step 5).

[0124] As a next step, the Controlling PoC AS (PoC-
A) generates a SIP INVITE message directed to a PoC
AS in a target domain (PoC-B), including the list of re-
quested users of that respective domain. This message
is sent to the local IMS network and subsequently routed
via the IMS network in the target domain to the desired
PoC AS (steps 6-8). In a conventional system, the PoC
AS receiving the INVITE message would carry out the
Participating PoC function. However, as recognizes from
the INVITE message that same has been sent from an-
other PoC AS in another domain, the PoC AS of domain
B knows that it should perform the Controlling PoC func-
tion regarding call set-up and session establishment.
[0125] Therefore, the Participating PoC AS (PoC-B)
generates SIP INVITE messages for each user listed in
the received message from the Controlling PoC AS (PoC-
A). As this domain supports MBMS transport functional-
ity, the Participating PoC AS uses the reliable group in-
formation to decide whether to utilize it for the PoC call
(step 9).

[0126] For the depicted signaling flow it is assumed for
exemplary purposes that the Participating PoC AS (PoC-
B) decides to utilize existing MBMS transport functional-
ity. Therefore, the generated SIP INVITE messages in-
clude the configuration parameters for the MBMS bearer,
e.g. contained in a MBMS User Service Description. The
PoC users in domain B receiving those messages from
the Participating PoC AS (PoC-B) return an appropriate
response and activate the respective MBMS bearer in
the GPRS network. In case a terminal cannot support
the reception of the MBMS bearer it would return an error
message to the Participating PoC AS (PoC-B), which
would then set-up a point-to-point connection for this PoC
user. This procedure (steps 10-14) is carried out for each
requested participant in the local domain of the Partici-
pating PoC AS (PoC-B).

[0127] The Participating PoC AS (PoC-B) returns an
appropriate response to the SIP INVITE request received
from the Controlling PoC AS (PoC-A) (steps 15-17). De-
pending on the implementation of the Participating PoC
AS (PoC-B) this could be done after all responses have
been received from the PoC users or already on the first
response. In any case a positive response from the Par-
ticipating PoC AS (PoC-B) to the Controlling PoC AS
(PoC-A) establishes a single dedicated connection be-
tween the two elements. This connection is subsequently
used to exchange single copies of voice data and in-band
signaling between the PoC AS in the different domains
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(step 24 and 34). Finally, the Participating PoC AS (PoC-
B) forwards the voice data received from the Controlling
PoC AS to its associated BM-SC, which forwards it via
the established MBMS bearer to the PoC users in the
local domain (steps 35-36).

[0128] The methods and systems according to the dif-
ferent embodiments of the invention described above as-
sume that the controlling nodes in the different domains
involved in a multicast session support the enhanced ap-
ply the ideas and functional enhancements as described
herein.

[0129] Asalready mentioned, a multicast service might
span various domains, which are under the control of
different operators. It may thus not be assumed that all
operators have implemented the enhanced functionality
as described herein in their local domain.

[0130] For example, even a single operator might not
support the distributed Controlling PoC functionality in all
its own PoC AS. Further, for various reasons it cannot
be assumed that MBMS transport functionality is availa-
ble in every domain. There might be no BM-SC deployed
or associated with a PoC AS, or an exiting BM-SC does
not provide the required resources for a PoC call.
[0131] Therefore, support of conventional controlling
nodes and support of domains without specific multicast
service transport functionality is desirable.

[0132] Fig. 9 shows an exemplary signaling procedure
when setting up an inter-domain PoC service according
to an exemplary embodiment of the invention, while
maintaining backward compatibility to controlling nodes
not being operated according to an exemplary embodi-
ment of the invention. The Participating PoC AS (PoC-
B) in domain B may be assumed to be a state of the art
PoC AS. Further, for exemplary purposes only, it is as-
sumed that no MBMS transport functionality is available
in domain B. It should be noted that the procedure de-
scribed below would not change, if MBMS transport func-
tionality would be available in domain B.

[0133] The Controlling PoC AS sends a single SIP IN-
VITE message directed to the PoC AS in the target do-
main containing the user group information in the respec-
tive domain as described above.

[0134] In case a legacy PoC AS not supporting the
enhanced call control functionality is deployed in the tar-
get domain B, the PoC AS (PoC-B) rejects the received
SIP INVITE request with an appropriate error message.
According to this embodiment of the invention, the Con-
trolling PoC AS sends separate SIP INVITE messages
(INVITE BT, ..., INVITE Bn) directed to each requested
PoC user according to standard PoC behavior, if an error
message is received from the PoC AS of the target do-
main.

[0135] In case an enhanced PoC AS without support
for MBMS transport functionality is deployed in the target
domain, there are various options how to handle the re-
quest. The PoC AS could perform Controlling PoC func-
tion and subsequently distribute the received voice data
via individual point-to-point connections to the PoC users
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in its domain without informing the Controlling PoC AS.
The PoC AS could inform the Controlling PoC AS of its
local capabilities, whereas the Controlling PoC AS can
decide to establish individual connections or a dedicated
connection to the Participating PoC AS. Another option
is that the PoC AS rejects the received request as de-
scribed above.

[0136] In any case the initially requested PoC call can
be established, no matter, if the target domain supports
enhanced call control functionality or MBMS transport
functionality.

[0137] The distributed controlling node functionality as
described in the different embodiments herein uses a
proactive scheme; i.e. first the controlling node tries to
utilize the enhanced call control functionality by sending
a single service initiation request message to the target
domain. However, as described above, this results in ad-
ditional signaling in case this is not supported in the target
domain.

[0138] Another possibility is to use a reactive scheme.
In this variant according to another embodiment of the
invention, the controlling node of a first domain sends
separate service initiation requests directed to each re-
quested service participant in another domain. This es-
tablishes separate connections between the controlling
nodes of the domains. If the controlling node in the target
domain in which the service participants are located sup-
ports the utilization of specific multicast transport func-
tionality (as for example MBMS transport functionality),
it may inform the controlling node of the requesting
source domain that it supports specific multicast trans-
port functionality in the response messages sent for the
received service initiation request messages.

[0139] Based on this information the controlling node
in the source domain would be able to generate a list of
aggregated users in the target domain. Ifit receives voice
data from a service participant, it may thus distribute only
a single copy to the controlling node of the target domain
for further distribution to the service participants in the
target domain. For the transmission the controlling node
of the source domain may select one of previously es-
tablished connections. The controlling node of the target
domain would forward the received voice data to the mul-
ticast service center of the target domain for transmission
via a point-to-multipoint bearer to its local service partic-
ipants.

[0140] This exemplary operation according to an em-
bodiment of the invention may also be used for PoC serv-
ices. The distributed Controlling PoC functionality would
only be utilized, if it is supported in the target domain,
without any pre-knowledge about that domain.

[0141] However, the establishment of individual (un-
used) connections between the Controlling PoC AS in
the initiating source domain and the Participating PoC
AS inthe target domain can be considered as a drawback
of embodiment of the invention. Further, the Participating
PoC AS only gains delayed and unreliable user group
information. This might complicate the decision on
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MBMS utilization for a PoC call at the Participating PoC
AS.

[0142] Another embodiment of the invention relates to
the implementation of the above described various em-
bodiments using hardware and software. It is recognized
that the various embodiments of the invention above may
be implemented or performed using computing devices
(processors). A computing device or processor may for
example be general purpose processors, digital signal
processors (DSP), application specific integrated circuits
(ASIC), field programmable gate arrays (FPGA) or other
programmable logic devices, etc. The various embodi-
ments of the invention may also be performed or embod-
ied by a combination of these devices.

[0143] Further, the various embodiments of the inven-
tion may also be implemented by means of software mod-
ules, which are executed by a processor or directly in
hardware. Also a combination of software modules and
a hardware implementation may be possible. The soft-
ware modules may be stored on any kind of computer
readable storage media, for example RAM, EPROM,
EEPROM, flash memory, registers, hard disks, CD-
ROM, DVD, etc.

Claims

1.  Amethod for distributing multicast data of a multicast
service to different domains, the method comprising
the following steps performed by a controlling node
(110) of a first domain of the different domains:

receiving (401) a service initiation request iden-
tifying the service participants to participate in
the multicast service,

identifying (402), based on the identification of
the service participants, the domains to which
the service participants belong and that are not
controlled by the controlling node of the first do-
main, and

distributing (407, 408) multicast data to control-
ling nodes of the identified domains on a per-
domain basis.

2. The method according to claim 1, further comprising
the step of transmitting (404, 405) a service initiation
request to the controlling nodes of the identified do-
mains, wherein a service initiation request transmit-
ted to a controlling node comprises service partici-
pants (102-103, 104-106) belonging to the respec-
tive domain controlled by the controlling node.

3. The method according to claim 1 or 2, further com-
prising the step of establishing a point-to-point link
to a controlling node (111, 112) of each of the iden-
tified domains on which the multicast data is to be
forwarded to a respective controlling node.
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4.

The method according to one of claims 1 to 3, where-
in when distributing (407, 408) the multicast data to
controllingnodes (411, 412) of the identified domains
a single copy of the respective multicast data is dis-
tributed via a point-to-point link to a controlling node
of a respective domain for further distribution to the
service participants in the respective domain.

The method according to claim 4, wherein a single
copy of the respective multicast data is distributed
to a controlling node of a respective domain, even if
the there is a plurality of service participants in the
respective domain.

The method according to one of claims 1 to 5, further
comprising the steps of:

receiving a negative acknowledgment in re-
sponse to a service initiation request from a con-
trolling node of one of the identified domains,
and

in response to the negative acknowledgment,
transmitting an individual service initiation re-
quest to each of the service participants in the
domain controlled by the controlling node re-
sponding with the negative acknowledgment.

A method for distributing multicast data of a multicast
service to service participants in a domain, the meth-
od comprising the following steps performed by a
controlling node (111, 112) of the domain:

receiving (404) a service initiation request from
a controlling node of another domain comprising
information on the service participants to partic-
ipate in the multicast service being located in
the domain controlled by the controlling node,
deciding (502) based on the information on the
service participants, whether to utilize point-to-
point links or a point-to-multipoint link for distrib-
uting the multicast data within the domain,
establishing (503), depending on the decision,
either a point-to-point link to a respective one of
the service participants in the domain or a point-
to-multipoint link to the service participants in
the domain as a transport medium for the mul-
ticast data, and

distributing (504) multicast data to the service
participants in the domain via the established
transport medium.

The method according to claim 7, further comprising
the step of determining (602) the at least one radio
network subsystems serving the service partici-
pants, and

wherein the decision (603) on the utilization of point-
to-point links or the point-to-multipoint link is made
per determined radio network subsystem, and
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wherein a point-to-point link per service participant
or a point-to-multipoint link is established in each
determined radio network subsystem.

The method according to claim 7 or 8, wherein, dur-
ing multicast service provision, the transport medium
is switched from point-to-point links to a point-to-
multipoint link or vice versa depending on number
of service participants currently participating in the
multicast service within the domain.

The method according to claim 9, wherein the switch-
ing from point-to-point links to a point-to-multipoint
linkis made on a per-radio network subsystem basis.

The method according to one of claims 7 to 10, fur-
ther comprising the step of forwarding the multicast
data to a multicast service center within the domain,
in case a point-to-multipoint link is to be used for
distributing the multicast data.

The method according to one of claims 7 to 11, fur-
ther comprising the step of acknowledging the serv-
ice initiation request thereby establishing a point-to-
point link to the controlling node of the other domain,
wherein a multicast service identifier is used to iden-
tify data of the multicast service on the point-to-point
link.

The method according to claim 12, further compris-
ing the step of associating the multicast service iden-
tifier with a multicast service identifier used by a mul-
ticast service center within the domain to identify the
multicast service data when being distributed to the
service participants in the domain.

The method according to one of claims 7 to 13, fur-
ther comprising the steps of generating a service in-
itiation request for each service participant identified
in the service initiation request received from the
controlling node of the other domain, and transmit-
ting (601) the atleast one generated service initiation
request to the service participants of the domain.

The method according to claim 14, wherein the serv-
ice initiation request for each service participant
comprises the multicast service identifier to be used
by the multicast service center within the domain to
identify the multicast service data.

The method according to one of claims 7 to 15,
wherein the controlling node (111) of the domain
subscribes the service participants of the domain at
a multicast service center within the domain.

A controlling node of a first domain for distributing
multicast data of a multicast service to different do-
mains comprising:
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18.

19.

20.

21.

22,
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a receiver for receiving a service initiation re-
quest identifying the service participants to par-
ticipate in the multicast service,

a processor for identifying, based on the identi-
fication of the service participants, the domains
to which the service participants belong and that
are not controlled by the controlling node of the
first domain, and

a transmitter for distributing multicast data to
controlling nodes of the identified domains on a
per-domain basis.

The controlling node according to claim 17, further
comprising means adapted to perform the steps of
the method according to one of claims 2 to 6.

A controlling node for distributing multicast data of a
multicast service to service participants in its domain:

a receiver for receiving a service initiation re-
quest from a controlling node of another domain
comprising information on the service partici-
pants to participate in the multicast service being
located in the domain controlled by the control-
ling node,

a processor for deciding based on the informa-
tion on the service participants, whetherto utilize
point-to-point links or a point-to-multipoint link
for distributing the multicast data within the do-
main, and for establishing, depending on the de-
cision, either a point-to-point link to a respective
one of the service participants in the domain or
a point-to-multipoint link to the service partici-
pants in the domain as a transport medium for
the multicast data, and

a transmitter for distributing multicast data to the
service participants in the domain via the estab-
lished transport medium.

The controlling node according to claim 19, further
comprising means adapted to perform the steps of
the method according to one of claims 1 to 16.

A system comprising at least one controlling node
according to claim 17 or 18 or claim 19 or 20.

A computer readable medium storing instructions
that, when executed by a processor of a controlling
node of a first domain of different domains, cause
the controlling node to distribute multicast data of a
multicast service to different domains, by:

receiving a service initiation request identifying
the service participants to participate in the mul-
ticast service,

identifying, based on the identification of the
service participants, the domains to which the
service participants belong and that are not con-



23.

24,

25.

29 EP 1 838 034 A1

trolled by the controlling node of the first domain,
and

distributing multicast data to controlling nodes
of the identified domains on a per-domain basis.

The computer readable medium according to claim
22, further storing instructions that, when executed
by the controlling node of the first domain, cause the
controlling node to perform the method steps of the
method according to one of claims 2 to 16.

A computer readable medium storing instructions
that, when executed by a controlling node of a do-
main, cause the controlling node of the domain to
distribute multicast data of a multicast service to
service participants in the domain, by:

receiving a service initiation request from a con-
trolling node of another domain comprising in-
formation on the service participants to partici-
pate in the multicast service being located in the
domain controlled by the controlling node,
deciding based on the information on the service
participants, whether to utilize point-to-point
links or a point-to-multipoint link for distributing
the multicast data within the domain,
establishing, depending on the decision, either
a point-to-point link to a respective one of the
service participants in the domain or a point-to-
multipoint link to the service participants in the
domain as a transport medium for the multicast
data, and

distributing multicast data to the service partic-
ipants in the domain via the established trans-
port medium.

The computer readable medium according to claim
24, further storing instructions that, when executed
by the controlling node of the domain, cause the con-
trolling node to perform the method steps of the
method according to one of claims 1 to 16.
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