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@ Method of operating a two-wire local area network such that marginal components in the secondary loop are located.

@ A method of operating alocal area network of the type that
has a plurality of stations which are serially intercoupled in
primary and secondary loops includes the steps of: circulating
ali messages around the primary loop in a first direction through
respective primary transmitters, primary receivers, and
primary cabling in each station during one set of spaced apart
time intervals; and circulating all messages around the se-
condary loop in an opposite direction through respective
secondary transmitters, secondary receivers, and secondary
™ cabling in each station during another set of time intervals that
‘ are interleaved with the one set. As the messages circulate in
the primary and secondary loops, they pass through a single
N transient error detector circuit in each station. This locates
marginal components and ensures a reliable loopback mode of
’ operation when a component fails completely.
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METHOD OF OPERATING A TWO-WIRE LOCAL AREA NETWORK SUCH
THAT MARGINAL COMPONENTS IN THE SECONDARY LOOP ARE LOCATED

BACKGROUND OF THE INVENTION

This invention relates to local area networks; and

more particularly, it relates to methods of sending
messages in a two-wire network such that the location of
marginal components in the secondary loop can be found. .

In a two-wire local area network, a plurality of
stations are serially intercoupled in oppositely oriented
primary and secondary loops. Each station on the network
has a primary transmitter, a primary receiver, a secondary
transmitter, and a secondary receiver. Primary cables
interconnect the primary transmitter and primary receiver
of each station in serial fashion to form the primary loop
in a first direction; and secondary cables interconnect the
secondary transmitter and secohdary receiver of each
station in an opposite direction to form the .secondary
loop. .

Conventional practice of the prior art is to use
just the primary components and to circulate all messages
through the network in just the first direction so long as
all of the primary components are operable. Then, 1if a
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break occurs in one of the primary components, the station
that receives messages on one side of the break passes
those messages to the station on the other side of the
break by using the secondary components in what is called a
*loopback" mode.

During loopback, messages travel from station to
station through the primary components until they can
proceed no further because of the broken primary component.
Then the messages reverse direction and travel by way of
the secondary components back througl: the entire network
until they reach the station on the other side of the
fault. There, the messages again reverse direction and
continue traveling from station to station through the
primary components.

Ideally,. loopback will always enable the network
to operate while the faulty primary component is being
repaired. However, a problem with the loopback mode of
operation occurs when any one of the secondary components
in any one of the stations is marginal and acts as an inter-
mittent or transient noise source. ’

, As messages pass through a marginal secondary
component, errors are intermittently introduced. Each
erroneous message then passes through all the stations that
follow the marginal component until it reaches the station
which is adjacent the broken primary component. There the
error is detected.

Detection of the error in that station, however,
does not readily enable the replacement of the marginal
secondary component since it could be located in any one of
the preceding stations. This is particularly troublesome
when the number of stations on the network is large, or the
cabling between stations is inaccessible (e.g., in the
walls of a building).

Sophisticated error detection circuitry could of
course be added to the secondary components of each station
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to check the n@ssages that pass through those components
for errors. However, having such error detection circuitry
in each station is not feasible in stations where low cost
is the primary consideration.

Instead in the prior art, it is common practice to
check the secondary components by sending a carrier fre-
quency from station to station over the secondary 1loop
while the primary components are fully operational and
merely check for loss of carrier in each station. This
locates secondary components that are completely
inoperable. But it does not even detect components that
are only marginal and which intermittently distort or
corrupt various cycles of the carrier. o

Accordingly, a primary object of the present
invention is to provide a novel method of sending messages
through a local area network whereby marginal components in
the secondary loop are detected and located.

BRIEF SUMMARY OF THE INVENTION
The above object and others are achieved in the

present invention in a local area network of the type that
includes a plurality of stations which are serially inter-
coupled in primary and secondary loops. Each station has a
primary transmitter, a primary receiver, a secondary
transmitter, and a secondary receiver. Primary cables
couple the primary transmitters of the stations to the
primary receivers such that the stations are serially inter-
coupled in the primary loop in a first direction, and
secondary cables couple the secondary transmitters of the
stations to the secondary receivers such that the stations
are serially intercoupled in the secondary loop in a second
direction opposite to the first direction. .

All messages on the network are circulated during
one set of spaced apart time intervals in the first direc-
tion through' the primary transmitters, primary receivers,
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and primary cables. During another set of spaced apart
time intervals that are interleaved with the one set, all
messages on the network are circulated in the opposite
direction through the secondary transmitters, secondary
receivers, and secondary cables. A single error detection
circuit is provided in each station; and all messages that
circulate in the first direction are routed through that
circuit to check for marginal primary components, while all
messages that circulate in the opposite direction are also

"routed through the same error detection circuit to check

for marginal secondary corponents.

BRIEF DESCRIPTION OF THE DRAWINGS
Various .features and advantages of the invention

‘are described in the Detailed Description in conjunction

with the accompanying drawings wherein:

Figures 1A and 1B illustrate a method of trans-
mitting messages in a local area network in accordance with
the present invention;

Figure 2 illustrates the prior art loopback mode
of operation of a local area network;

Figures 3A-3F illustrate a preferred sequence by
which the mode of operation of a 1local area network
switches from that of Figure 1A to that of Figure 1B;

Figure 4 illustrates the loopback mode of opera-
tion for a 1local area network that was transmitting
messages in the configuration of Figure 1B; and

Figure 5 illustrates a preferred architecture for
the stations of the preceding figures.

DETAILED DESCRIPTION OF THE INVENTION

Referring now to Figures 1A and 1B, a method of
operating a 1local area network in accordance with the
present invention will be described. This local area
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network is of the type that includes a plurality of
terminals or stations 10 that transmit and receive messages
to each other in primary and secondary loops.

In Figures 1A and 1B, reference numeral 1l0a indi-
cates the portion of each station which contains a primary
transmitter 11, a primary receiver 12, a secondary trans-
mitter 13, and a secondary receiver 14. Primary cables 15
interconnect the primary transmitters and receivers of
ad jacent stations such that all the stations are serially
intercoupled in the primary loop 16. Also, secondary
cables 17 se:-ially interconnect the secondary transmitters
and receivers of adjacent stations such that they form the
secondary loop 18 in an opposite direction.

In accordance with the present invention, all

‘messages on the network are circulated during one set of

spaced apart time intervals through the primary trans-
mitters and receivers around loop 16. Portion 10b of each
station receives messages from the network via the primary
receiver 12, transmits messages to the network via the
primary transmitter 11, and checks messages for errors.
This is illustrated in Figure 1lA.

Conversely, during another set of time intervals
that are spaced apart and interleaved with the first set,
all messages on the network are passed throuéh the
secondary transmitters and receivers and circulated around
loop 18, Portion 10b of each station receives messages
from the network via the secondary receiver 13, transmits
messages to the network via the secondary transmitter 14,
and checks messages for errors. This is illustrated in
Figure 1B.

In other words, with the present invention the
internal coupling within a station between its transmitters
and receivers periodically changes from the configuration
of Figure 1A to that of Figure 1B, and vice versa. Prefer-
ably, the éonfiguration changes at a rate that 1is one
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hundred times slower than the expected or allowable error
rate for messages on the network.

To appreciate the significance of the above
described method of operation, reference should now be made
to Figure 2. It illustrates how the secondary components
(i.e., the secondary transmitters, secondary receivers, and
secondary cables) are used to carry messages in the prior
art. There, messages circulate around the primary 1loop
until a primary component becomes broken. Reference
numeral 20 indicates a break in the primary cable. ;

To bypass such a break, the prior art uses the
secondary components in a"loopback' mode wherein messages
from a station 10-1 on one side of the break 20 are passed
through all of the secondary components until they reach

the station 10~-2 on the other side of the break 20. This

enables messages to continue flowing through the network
while the broken component 20 is repaired.

A problem, however, with the above described prior
art use of the secondary components is that tﬁe location of
an intermittent or transient noise source in them cannot be
determined. 1In Figure 2, the letter N represents an inter-
mittent noise source in one of the secondéry transmitters
l4a. Such a noise source may occur, for example, due to a
deterioration of the transmitter over time or due to a
weakening of the coupling between the transmitter and its
secondary cabling.

Messages that pass through transmitter l4a and get
corrupted by the noise N are subsequently received by sta-
tion 10-2 whereupon the error is detected by the station's
error detection circuitry. However, since the source of
the noise could be any one of the secondary components in
any station, station 10-2 cannot give any indication of
where repair work is needed.
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This problem is particularly troublesome when the
total number of stations on the network is large, (i.e.,
more than 50); or when access to the cabling between the
stations is cumbersome (i.e., when the cabling is inside
the walls of a building). Also, the above problem is
likely to occur rather frequently when the transmitters and
receivers are electro-optical devices and the cables are
glass fiber since >the respective light-emitting, 1light-
detecting, and 1light-transmitting properties of those
components deteriorate with age.

All of these problems are overcome, however, when
the configuration of the network switches between that of
Figures 1A and 1B, When the network has the configuration
of Figure 1A, the error detect/correct circuitry in each
station checks the integrity of the primary components that
link it to the next adjacent station. Likewise, when the
network has the confi‘guration of Figure 1B, the same error
correcting circuitry in each station checks the integrity
of the secondary components that link it to the next adja-
cent station.

If an error in a message is detected by a station,
that station writes a flag bit in the message which
indicates the presence of the error. Both the erroneous
message and error flag are passed on to the next station.
Alternatively, the station that detects an error may
correct it before passing the message onto the next sta-
tion. In either case, since the station that first
receives the error is known, the location of the error
causing components is also known.

Turning now to Figures 3A thru 3F, a preferred pro-
cess for switching the configuration of the network from
that of Figure 1A to that of Figure 1B, and vice versa,
will be described in detail. 1In this process, a selected
one of the stations (herein called station "M") periodi-
cally sends a predetermined message to all of the other
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stations on the network. This predetermined message is
indicated in Figures 3A-3F by the letters "“SW" which stand
for a "switch" message.

Each station that receives the switch message
passes the message on to the next adjacent station and then
changes the internal coupling of its transmitters and
receivers. If the station's transmitters and receivers
were internally coupled as in Figure 1A when it received
the switch message, then it changes the coupling to that of
Figure 1B, and vice versa. Figures 3A, 3B, 3C, ‘and 3D
illustrate this switching process for two of the stations
on the network. This illustrated switching process con-
tinues until the switch message passes all the way around
the network and is received by station M. Then, station M
changes the internal coupling of its transmitters and
receivers and the switching process is complete. This is
illustrated in Figures 3E and 3F. '

Suppose now that a network is repeatedly switching
between the configurations of Figure 1A and 1B; and while
it is in the Figure 1A configuration, a break occurs in one
of the primary components. In that event, the network
switches from the configuration of Figure 1A to that of
Figure 2., No transient noise sources will occur on the
Figure 2 configuration since all of the secondary com-
ponents were previously tested while the network was
operating in the Figure 1B configuration.

Next, suppose that the network is repeatédly
switching between the configuration of Figures 1A and 1B;
and while it is in the Figure 1B configuration, a break
occurs in one of the secondary components. Under that
condition, the network c¢an still transmit messages by
switching to the configuration of Figure 4. There,
reference numeral 30 indicates a break in the secondary
cabling between the pair of stations 10-1 and 10-2.

il
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In Figure 4, the internal coupling between a
station's transmitters and receivers is the same as that of
Figure 1B with the following exceptions. Firstly, the two
stations which are adjacent the broken component 30 “loop
back" the messages that they receive. Secondly, all the
remaining stations on the network have their primary
transmitters and receivers internally coupled together via
coupling 31.

Turning now to Figure 5, a preferred architecture
for each of the stations on the network will be described
in detail. 1In Figure 5, reference numeral 10a indicates
that portion of the station which was shown in the preced-
ing figures as including transmitters and receivers 11 thru

14, Additional components in block 10a include serial-

parallel registers 41 and 42, parallel-serial registers 43
and 44, 2:1 multiplexers 45, 46 and 47, and holding
registers 48, 49, and 50. All of these components are
interconnected as illustrated in Figure 5.

Portion 10b of the Figure S station includes a
microprocessor 51, a first in first out data buffer 52 for
temporarily storing data that is received from the network,
and a first in first out data buffer 53 for temporarily
storing data that is transmitted to the network. Also it
includes an error detection and correction circuit 54, and
a pair of counters 55 and 56. All of these components are
interconnected as illustrated in Figure 5.

When a network of stations is operated in the
Figure 1A configuration, messages flow through each station
as follows. Messages on the primary cable 15 sequentially
pass through components 12, 41, 48, 46, 44, and 11. At the
same time, those messages pass through components 47 and 54
whereupon they are checked for transient errors. If the
error detection circuit 54 detects an error and an error
flag is not set at the end of the message, then micro-
processor 51 sets the error flag. This is achieved by
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sending the error flaé through components 53, 49, 46, 44
and 11.

For each message that the Figure 5 station
receives, it increments counter 55 by one. And, for each
message that the Figure 5 station receives in error with no
error flag set, it increments counter 56 by one. Periodi-
cally, microprocessor 51 examines the content of the
counters 55 and 56, and if the frequency with which
messages are. received in error exceeds a predetermined
limit, microprocessor 51 sets an indicator for an operator
showing that preventive maintenance is needed.

Similarly, when the network of stations |is
operated in the Figure 1B configuration, messages flow
through components 13, 42, 50, 45, 43 and 14. At the same

time, those messages flow through components 47 and 54

whereupon they are checked for transient errors. If an
error is detected by circuit 54 and the message error flag
is not set, microprocessor 51 increments counter 56 by one,
and it sets the error flag by means of components 53, 49,
54, 43, and 14.

A station on the network may also operate to
correct errors in the messages that it detects rather than
send an error flag at the end of the message. In that mode
of operation, messages on the primary cabling pass through
each station by way of components 12, 41, 48, 47, 52, 53,
49, 46, 44, and 1l1l. Similarly, messages on the secondary
loop pass through each station by way of components 13, 42,
50, 47, 52, 51, 53, 49, 44, 43, and 14. Messages with
errors are temporarily stored in buffers 52 and 53, ‘so
errors in them can be both detected and corrected by
circuit 54.

All of the steps of the invention and a station
for carrying out those steps has now been described in
detail. In addition, however, mariy' changes and modifica-
tions can be.made to these details without departing from
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the nature and the spirit of the invention. For example,
many different types of error detecting and/or correcting
circuits and processes can be used. Several suitable ones
are described in the book ERROR CONTROL CODING: Fundamen-
tals and Applications by Shu Lin and Daniel J. Costello,
Jr., published in 1983 by Prentice-Hall, Inc.

Accordingly, it is to be wunderstood that the
invention is not limited to those details but is defined by
the appended claims.
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WHAT IS CLAIMED IS:

1. A method of operating a local area network of the
type that includes a plurality of stations; each station
having a primary transmitter, a primary receiver, a
secondary' transmitter, and a secondary receiver; said
network also including a primary cabling means coupling the
primary transmitters of said stations to the primary
receivers such that said stations are serially intercoupled
in a primary loop in a first direction, and a secondary
cabling means coupling the secondary transmitters of said
stations to the secondary receivers such that said stations
are serially intercoupled in a secondary loop in a second

direction opposite to said first direction; wherein said

method includes the steps of:

circulating -all messages on said network in said
first direction through said primary transmitters, primary
receivers, and primary cabling means during one set of
spaced apart time intervals:;

during another set of spaced apart time intervals
that are interleaved with said one set, c¢irculating all
messages on said network in said second direction through
said secondary transmitters, secondary receivers, and
secondary cabling means; and

routing said messages through a single error
detection circuit in each station when they are circulating
in said first direction on said primary loop, and routing
said messages through the same error detection circuit when
they are circulating in said second direction on said
secondary loop.
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2. A method according to claim 1 and further includ-
ing the steps of setting an error flag bit in a message as
the message circulates through a station and incrementing a
counter in the station if the station's error detection
circuit detects an error while the error flag bit is not
set.

3. A method according to claim 1 and further includ-
ing the steps of detecting and correcting errors in said
messages as they pass through each station.

4, A method according to claim 1 and further includ-
ing the steps of counting the total number of messages
received, simultaneously counting the number of messages in
which errors are first detected, and setting an indicator
that preventive maintenance is needed if the ratio of the
two counts exceeds a predetermined limit.

5. A method according to <claim 1 and further
including the step of changing the direction of said
messages through each of said stations from said first to
said second direction, and vice versa, by circulating a
predetermined message through each station and responding
to the same upon its receipt.
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6. A method according to claim 5 and further includ-
ing the step of initiating and terminating the circulation
of said predetermined message from a selected one of said
stations.

7. A method according to claim 6 and further includ-
ing the step of performing said initiating step with a
uniform regularity such that said messages circulate in
said first and second directions with substan:ially equal
duration.

8. A method according to claim 1 and further includ-
'ing the steps of coupling each station's secondary receiver
to its secondary transmitter while messages circulate via
the primary components during said one set of time inter-
vals; and coupling each station's primary receiver to its
primary transmitter while messages circulate via the
-gecondary components during said another set of ° time
intervals.

9. A method according to claim 8 and further includ-
ing the step of coupling, during said another set of time
intervals, the secondary receiver of a first station to its
primary transmitter, and simultaneously <coupling the
primary receiver of a second station to its secondary
transmitter.
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10. A method of operating a local area network of the
type that includes a plurality of stations; each station
having a primary transmitter, a primary receiver, a
secondary transmitter, and a secondary receiver; said
network also including a primary cabling means coupling the
primary transmitters of said stations to the primary
receivers such that said stations are serially intercoupled
in a loop in a first direction, and a secondary cabling
means coupling the secondary transmitﬁers of said stations
to the secondary receivers such that said stations are
serially intercoupled .in a loop in a second direction
opposite to said first ‘direction; wherein said method
includes the steps of:

circulating all messages on said network in said

first direction through said primary transmitters, primary

receivers, and primary cabling means;

recognizing ‘a predetermined one of said messages
in each of said stations as it circulates therethrough; and

in response to said recognizing step, changing the
message circulation direction from said first to said
second direction by utilizing said secondary transmitters,
secondary réceivérs, and secondary cabling means to
circulate messages.

11. A method according to <c¢laim 10 and further
including the step of routing said messages through
respective error detection means in each station when said
messages are circulating in said first direction, and also
routing said messages through the same error detection
means when they are circulating in said second direction.
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12, A method of operating a local area network of the
type that includes a plurality of stations that are
serially intercoupled in a 1loop; wherein said method
includes the steps of:

circulating all messages around said 1loop in a
first direction through respective primary transmitters,
primary receivers, and primary c¢abling means in each
station during one set of time intervals; and

utilizing respective secondary transmitters,
secondar&' receivers, and secondarv cabling means in each
station to circulate all messages in a second direction
around said loop during another set of time intervals that
are interleaved with said one set.
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