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€3 Packet switch.

@ A packet switch (2012) for switching packets received on a
number of incoming packets channels (81) to a number of
outgoing packet channels (82). The packet switch includes a
number of packet buffers (2120-1, 2120-2) each for storing
packets received from an associated one of the incoming
packet channels and further includes a number of selectors
(2128-1, 2128-2) each permanently connected to each of the
packet buffers and each associated with one of the outgoing
packet channels for selectively connecting any of the packet
buffers to the associated outgoing packet channel. A packet
switch control mechanism {2111, 2123-1, 2123-2, 2124-1,
2124-2) responds to packets stored by the packet buffers by
controlling the selective connection made by the selectors
based on headers included in the stored packets. The control
mechanism also responds to the stored packets by selectively
effecting the transmission of the stored packets by the packet
buffers.
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Description

PACKET SWITCH

Technical Field

This invention relates to packet switching arrange-
ments and, more particularly, to the control struc-
tures associated with high capacity packet switches.

Backgound of the Invention

When the techniques of packet communication
are extended beyond digital data communications to
other types of information transfer, e.g., voice and
image communications, the packet handling capa-
cities required of the packet network elements must
necessarily be increased manifold. One example of a
high capacity packet network element is the fast
packet switching system disclosed in U.S. Patent
4,550,397, issued to J.S. Turner et al. on Qctober 29,
1985. In the Turner system, a high packet capacity is
achieved in a self-routing network comprising
multiple stages of switching nodes employing vari-
able buffering techniques to decrease the packet
delay across the network. An alternate routing
mechanism is used to improve the network capacity
under unbalanced ftraffic conditions that would
otherwise cause a number of routes communicating
a large amount of traffic to be channeled though one
node. As a consequence of the alternate routing,
packets are not necessarily received at their destina-
tion in the same order they were transmitted and, in
many cases, some packet reordering mechanism
must be implemented at the destination. Although
the Turner et al. system represents an important
advance in self-routing networks, the cumulative
delay of packetis through the multi-stage network
and the reordering of packets required when
alternate network routes are used to convey order-
sensitive traffic, are significant problems in many
applications. s

A second known approach to the problem of
switching packetized information is disclosed in U.S.
Patent 4,524,440, issued to M.Orsic. The Orsic
system is referred to as a fast circuit switching
system since a separate circuit is established for
each packet-sized data communication. Information
is converyed from a number of communications
modules in source channels to a number of port
controllers and to a network. Information is con-
veyed from the network to destination channels.
Each communications module includes a transmitter
that transmits circuit setup request signals defining
destination channels and also transmits data. Each
port controller stores one of a number of status
words defining the availability of the destination
channels and each of these status words is cycled to
each port controller. When one of the status words
cycled to a port controller defines an available
destination channel requested by a circuit setup
request signal, the port controller transmits the
circuit setup request signal and subsequent data to
the network. The network responds to the circuit
setup request signal by establishing a circuit to the
requested destination channel. The port controllers
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of the Orsic system used the cycled status words to
advantage to control the transmission of packets by
the communications modules. However, the network
in the Orsic system is relatively complex because it
must responds to circuit setup request signals very
quickly to establish the requested circuits to
destination channels, and because it must distin-
guish between the request signals and the packets
themselves since both are conveyed in the same
channel.

In view of the foregoing, a recognized problem in
the art is the difficulty in achieving a high-capacity
packet switch without requiring large, complicated
networks and complex packet processing tech-
niques. Ancillary deficiencies of the prior art are the
cumulative delay and the need for packet reordering
as a multi-stage self-routing packet network and the
network complexity attendant with distinguishing
between packets and request signals conveyed in
the same channel and meeting stringent neiwork
requirements in establishing circuits rapidly in
response to circuit setup request signals as in the
Orsic system.

Summary of the Invention

The foregoing probiems are solved and a technical
advance is achieved in accordance with the princi-
ples of the invention in an exemplary single-stage
packet switch where there are permanent connec-
tions between every incoming packet channel and
each of a plurality of selectors individual to each
outgoing packet channel, and where a simple
control ring structure is used o selectively enable
the selectors to connect incoming channels to
outgoing channels in response to headers included
in received packets and network state definitions
conveyed on the control ring.

A packet switch in accordance with the invention
is used to switch packets received on a plurality of
incoming packet channels to a plurality of outgoing
packet channels. The packet switch includes a
number of packet buffers each for storing packets
received from at least one of the incoming packet
channels and further includes a number of selectors
each permanently connected to each of the packet
buffers and each associated with at least one of the

- outgoing packet channels for selectively connecting

any of the packet buffers to an outgoing packet
channel associated with that selector. A packet
switch control mechanism reponds to packets
stored in the packet buffers by controlling the
selective connections made by the selectors based
on headers included in the stored packets.

In an exemplary embodiment of the invention, the
control mechanism also responds to the stored
packets by selectively effecting the transmission of
the stored packets from the packet buffers. The
control mechanism is a control ring comprising a
number of transmit control nodes and selector
control nodes and multiple conductors intercon-
necting the nodes for transmitting signals to the

-
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transmit control nodes and the selector control
nodes defining the present connection state of ones
of the packet buffers to ones of the outgoing packet
channels. Each of the selector control nodes
controls the selective connection made by at least
one of the selectors and each of the transmit control
modes effects the transmission of packets from at
least one of the packet buffers. Each transmit
control node responds to a receipt by an associated
packet buffer of a given packet, including a header
defining a given outgoing packet channel, and to
signals transmitted by the control ring conductors
defining a connection state wherein none of the
packet buffers is presently connected to the given
outgoing packet channel, by effecing a change of the
signals transmitted by the control ring conductors to
define a connection state wherein the associated
packet buffer is connected to the given outgoing
packet channel, and by effecting the transmission of
the given packet from the associated packet buffer.
Each selector control node responds to signals
transmitted by the conirol ring conductors defining a
connection state wherein a given packet buffer is
connected to an outgoing packet channel associ-
ated with that selector control node, by controlling
the associated selector to connect the given packet
buffer to that outgoing packet channel.

In the exemplary embodiment, the signals trans-
mitted by the control ring conductors also define the
avaitiability of each of the outgoing packet channels
for receiving packets. Transmit control hodes do not
effect a change of the signals transmitted by the
control ring conductors to define a connection to an
outgoing packet channel or control the transmission
of packets to the outgoing packet channel unless
the signals transmitted by the control ring conduc-
tors define that outgoing packet channel as available
for receiving packets.

A number of outgoing time-multiplexed links each
convey multiple circuit-switched channels and at
least one of the outgoing packet channels. Each of
the outgoing packet channels includes an outgoing
packet buffer interposed between one of the
selectors and one of the outgoing time-mulitplexed
links for storing packets received from the selector
for insertion in the outgoing packet channel on the
outgoing time-multiplexed link.

Brief Description of the Drawing

A more complete understanding of the present
invention may be obtained by a consideration of the
following description when read in conjuction with
the drawing in which:

FIG. 1 is a block diagram of an exemplary
embodiment of a packet switch illustrating the
principles of the present invention;

FIGS. 2 and 3, when arranged in accordance
with FIG. 11, present a block diagram of an
illustrative switching system employing the
packet switch of FIG. 1;

FIGS. 4 and 5 are diagrams of a circuit
switching unit and an associated control unit
included in the system of FIGS. 2 and 3;

FIGS. 6 through 8 are diagrams of a transmit
control node, a selector control node, and a ring
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repeater which are interconnected in a control
ring as shown in FIG. 3;

FIG. 9 is a diagram of an incoming packet
buffer used for intermodule packet communica-
tion in the system of FIGS. 2 and 3; and

FIG. 10 is a diagram of a communication
interface used to convey inter-module control
packets, user information packets and access
signaling packets in the system of FIGS. 2 and
3.

General Description

FIG. 1 is a block diagram of an exemplary packet
switch 2012 illustrating the principles of the present
invention. Packet switch 2012 is used to switch
packets received on a plurality of incoming packet
channels, eg., 81, to a plurality of outgoing packet
channels, e.g., 82. The incoming packet channel 81
comprises 64 predetermined packet time slots out
of 256 time slots on an incoming time-multiplexed
link 15. The outgoing packet channel 82 comprises
64 predetermined packet time slots out of 256 time
slots on an outgoing time-multiplexed link 13. Packet
switch 2012 includes a number of incoming packet
buffers, e.g., 2120-1 and 2120-2, for storing packets
received from the associated incoming packet
channels on incoming links, e.g., 15 and 23. Packet
switch 2012 further includes a number of selectors,
e.g., 2128-1 and 2128-2 each associated with one of
the outgoing packet channels for selectively con-
necting any of the incoming packet buffers via a
multi-conductor bus 2102 to the associated out-
going packet channel. A control ring 2110 comprises
a number of transmit control nodes, e.g., 2123-1 and
2123-1 and 2123-2, and selector control nodes, e.g.,
2124-1 and 2124-2, and a multi-conductor bus 2111
for transmitting signals defining the present connec-
tion state of incoming packet buffers to outgoing
packet channels. Each of the selector control nodes
controls the selective connections made by an
associated one of the selectors and each of the
transmit control nodes effects the transmission of
packets from an associated one of the packet
buffers. Transmit control node 2123-1, for example,
responds to a receipt by its associated incoming
packet buffer 2120-1 of a given packet including a
header defining the outgoing packet channel on link
21 and to signals transmitted by multi-conductor bus
2111 defining a connection state wherein none of the
incoming packet buffers is presently connected to
the outgoing packet channel on link 21, by effecting
a change of the signals transmitted by bus 2111 to
define a connection from incoming packet buffer
2120-1 to the outgoing packet channel on link 21.
Selector control node 2124-2 responds to the
signals transmitted by bus 2111 defining the connec-
tion state wherein incoming packet buffer 2120-1 is
connected to the outgoing packet channel on link
21, by storing the connection definition in a latch
2129-2 to control selector 2128-2 to connect
incoming packet bufer 2120-1 via conductor 1P of
multi-conductor bus 2102 to the outgoing packet
channel on link 21.

Each outgoing time-multiplexed link conveys
multiple circuit-switched channels and one of the
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outgoing packet channels. Each of the outgoing
packet channels includes an outgoing buffer inter-
posed between one of the selectors and one of the
outgoing time-multiplexed links for storing packets
from the selector for insertion in the outgoing packet
channel on the outgoing time-multiplexed link. For
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example, outgoing packet channel 82 on time-multi--

plexed link 13 includes outgoing packet buffer
2130-1 for storing packets from selector 2128-1. A
multiplexer 2133-1 combines the packet channel
from ouigoing packet buffer 2130-1 with mutiple

10

circuit-switched channels (not shown) for trans--

mission on outgoing time-multiplexed link 13.

The signals transmitted on bus 2111 also define
the availability of each of the outgoing packet
channels for receiving packets. For example, if
outgoing packet buffer 2130-1 is unable to receive a
packet, it transmits a logic zero throttle bit via
conductor 2127-1 for transmission on bus 2111,
Transmit control node 2123-1, for example, does not
effect a change of the signals transmitted by bus
2111 to define a connection to the outgoing packet
channel on link 21 or control the transmission of a
packet to the outgoing packet channel on link 21
unless the signals transmitted by bus 2111 define
the outgoing packet channel on link 21 as available
for receiving packets.

Packet switch 2012 is not separately shown in
switching system 10 of FIGS. 2 and 3, but rather is
shown integrated into a circuit-packet time-multi-
plexed switch 2010.

Detailed Description

FIGS. 2 and 3, when arranged in accordance with
FIG. 11 present a block diagram of the exemplary
switching system 10. Switching system 10 includes a
plurality of ISDN switching modules, e.g., 1000 and
1050 to provide both circuit switching and packet
switching service via a plurality of access ports, e.g.,
P1, P2, P5 and P86, to a plurality of user stations, e.g,
1001, 1002 1005 and 1008, representing, for
example, customer teleterminals, vendor databases,
telephone operator position terminals or packet
access ports. The switching modules 1000 and 1050
are referred as ISDN switching modules because
they provide intergrated services digital network
(ISDN) capabilities. An integrated services digital
network is defined as a network evolved from the
telephony integrated digital network that provides
end-to-end digital connectivity to support a wide
range of services, including voice and non-voice
services, to which users have access by a limited set
of standard multipurpose customer interfaces. Each
user station, e.g., 1002, transmits information to and
receives information from its associated switching
module e.g., 1000, in two 64 kilobits per second
channels referred to as B-channels and in one 16
kilobits per second channel referred to as a
D-channel. The B-channels may be used to. convey
digitized voice samples at the rate of 8000, eight-bit
samples per second or to convey digital data at a
rate of 64 kilobits per second. Each B-channel is
separately circuit-switched by switching system 10
to other user stations e.g., 1001, 1005, or 1006. The
D-channel from a user station is used both to effect
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message signaling between that user station and
switching system 10 and to convey data packets
among user stations. The D- channel is packet
switched either to other user stations or to a control
unit 1017 which controls the establishment of both
circuit-switched calls and packet-switched calls
within switching module 1000. The message signal-
ing between user stations and control unit 1017 can
be of either the functional or stimlus types. Func-
tional signaling. involves a degree of intelligent
preocessing in its generation or analysis whereas
stimlus signaling is either generated as a result of a
single event at a user station, e.g., a key depression,
or contains a basic instruction from switching
system 10 to be executed by a user station.

In the present exemplary embodiment, informa-
tion is conveyed between a user station, e.g., 1002,
and switching module 1000 via a four-wire, user
access line 1004 using one pair of wires for each
direction of transmission. User line 1004 transmits a
serial bit stream at the rate of 192 kilobits per second
which comprises 144 kilobits per second for the
above-mentioned two 64 kilobits per second
B-channels and one 16 kilobits per second D-chan-
nel and which further comprises 48 kilobits per
second used for a number of functions including
framing, DC balancing, control and maintenance.
User line 1004 represents what is referred to by the
Internation! Telegraph and Telephone Consultative
Commitiee (CCITT) as the T-interface. The use of the
T-interface in the present system is only exemplary.
The invention is equally applicable to systems using
other access methods.

In switching module 1000, the user lines, e.g.,
1003 and 1004, are terminated by two digital line
units 1101 and 1102. Circuit-switched information is
conveyed between each of the digitial line units 1101
and 1102 and a circuit switching unit 1011 via a
plurality of 32-channe! bidirectional data buses, e.g.,
1211, 1212, 1213 and 1214. Although the data buses
such as bus 1211 are used primarily to convey
B-channel information which is circuit switched by
circuit switching unit 1011 either to user stations
served by switching module 1000 or to a circuit/
packet time-multiplexed switch 2010, the data buses
may also be used to convey D-channel information
which is further conveyed via predetermined circuit

- switching unit 1011 channels and via a 32-channel
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bidirectional data bus 1205 to a packet switching
unit 1400. Each channel or time slot on the data
buses such as bus 1211 can include eight B-channel
bits from one user station or two D-channel bits from
each of four different user stations. Packet-switched
information is conveyed between each of the digital
line units 1101 and 1102 and packet switching unit
1400 via a second plurality of 32-channel bidirec-
tional data buses, e.g. 1215, 1216, 1217 and 1218.
Each channel or time slot on data buses such as
1213 or 1205 can include two D-channel bits from
each of four different user stations.

In the present exemplary embodiment, packet
switching unit 1400 includes 96 protocol handlers
1700-0 through 1700-95, and packet interconnect
1800 which interconnects protocol handlers 1700-0
through 1700-95 and a communication interface
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1900. Access from the digital line unis 1101 and 1102
to the protoco! handlers 1700-0 through 1700-95 is
obtained via six data fanout units 1600-0 through
1600-5, each associated with a group of 16 protocol
handlers. Each user station, e.g., 1002, is associated
with one of the protocol hanlders 1700-0 through
1700-95, and, more particularly, with one of 32
Highlevel Data Link Contro! (HDLC) circuits (not
shown) included in that associated protocol handler.
In the present embodiment, communication links are
established between the HDLC circuits of the
protocol handlers and peer HDLC circuits (not
shown) in the user stations at system initialization.
These links are used to convey packets within HDLC
frames in accordances with the well-known HDLC
protocol.

The packets conveyed on the D-channel com-
munications links between user stations and associ-
ated protocol handlers are, in general, of variable
length. Each user station, e.g., 1002, transmits and
receives packets via one or more logical links. In
accordance with the present example, logical link
LLO is used to convey signaling packets to set up
both circuit-switched and packet-switched calls to
and from user station 1002 and logical link LL1 is
used to convey data packets during packet-
switched calls to and from user station 1002. The
logical link LL1 can be further subdivided into a
plurality of logical channels for use when user station
1002 is engaged in a number of simultaneous
packet-switched data calls. The logical link and
logical channel numbers of each packet are defined
by part of a header of that packet. Each packet
received by a protocol handler from a user station is
stored in a random access memory (not shown) in
that protocol handler. If the received packet is a
signaling packet, i.e., it was received in logical link
LLO, it is transmitted via packet interconnect 1800 to
communication interface 1900 for subsequent trans-
mission to control unit 1017. If the received packet is
a data packet, i.e., it was received in one of the
logical channels of logical link LL1, and a packet-
switched call has previously been established to one
of the user stations associated with switiching
module 1000, the data packet is transmitied via
packet interconnect 1800 to the protocol handler
associated with the destination user station for
subsequent transmission thereto. (If the packet-
switched call is established between two user
stations that are associated with the same protocol
handler, the data packets need not be transmitted
via packet interconnect 1800. Instead the protocol
handler simply transmits the data packets in the
appropriate channel to the destination user station.)
If a received data packet is received in a logical
channel which has previously been established for
use in a packet-switched call to a user station served
by one of the other switching modules, e.g., user
station 1006 served by switching module 1050, the
data packet is transmitted via packet interconnect
1800 to communication interface 1900 for subse-
quent transmission via a link interface 441 included
in circuit switching unit 1011 (FIG. 4}, and via time
multiplexed switch 2010 to a protocol handler in
switching module 1050 that is associated with the
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destination user station 10086.

When a given protocol handler, e.g., 1700-0, has
received a complete packet from a user station and
has determined the destination of that packet, i.e.,
either one of the other protocol handlers or
communications interface 1900, it transmits a logic
zero Request To Send (RTS) signal on one conduc-
tor of a six-conductor bus 1710-0 to packet
interconnect 1800. Similarly, when communication
interface 1900 has a packet ready for transmission to
one of the protocol handlers, it transmits a logic zero
RTS signal on one conductor of six-conductor bus
1901. Packet interconnect 1800 enables each of the
protocol handlers and communication interface 1900
to transmit in a predetermined sequence. Since
communication interface 1900 transmits signaling
packets and inter-module data packets to all of the
user stations served by switching module 1000, the
sequence effected by packet interconnect 1800
enables communication interface 1900 sixteen times
for each enabling of an individual protocol handler.
When the packet interconnect 1800 sequence
reaches protocol handler 1700-0, packet intercon-
nect 1800 responds to the RTS signal on bus 1701-0
by transmitting a logic zero Clear to Send (CTS) on a
second conductor of bus 1701-0 to protocol handler
1700-0 Protocol handler 1700-0 responds to the CTS
signal by transmitting its stored packet at a high rate,
e.g., 10 megabits per second, via packet intercon-
nect 1800 to its destination. All of the protocol
handlers, and communication interface 1900 can
receive the packet, but in the present embodiment,
typically only one destination as defined by the
packet header actually stores the packet for subse-
quent transmission. Only after the complete packet
has been transmitted by protocol handler 1700-0,
does the packet interconnect 1800 sequence re-
sume. The receipt of the packet by the destination
protocol handler or by communication interface
1900 is acknowledged by the transmission of an
acknowledgment packet back to protocol handler
1700-0.

Circuit-switching units 1011 is shown in greater
detail in FIG. 4. Incoming information is received on
the 32-channel bidirectional data buses such as
buses 1211 and 1212 from digital line unit 1102,
buses 1213 and 1214 from digital line unit 1101, and
bus 1205 from packet switching unit 1400. A pair of
data interfaces 401 and 402 multiplex the received
information onto a pair of 256-channel time-multi-
plexed lines 403 and 405. A multiplexer/demulti-
plexer 407 further multiplexes the two 256-channel
lines 403 and 405 onto a single 512-channel
time-multiplexed line 408 for transmission to a
time-slot interchanger 410. Time-slot interchanger
410 performs the circuit switching function of
interchanging the order of time slots in accordance
with instructions read from a control random access
memory (RAM) 411. The recorded time slots are
fransmitted on a 512-channel time-multiplexed line
412 to a multiplexer/demultiplexer 414, which de-
multiplexes the 512 channels onto two 256-channel
time-multiplexed lines 415 and 417. Lines 415 and
417 are received by a pair of link interfaces 441 and
442, which perform synchronizing and signal condi-
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tioning functions and then transmit the 256 channels
received on each of the lines 415 and 417, io
time-multiplexed switched 2010 via 256-channel
incoming links 15 and 16.

in the reverse direction, time-mutltiplexed switch
2010 ftransmits information on two 256-channel
outgoing links 13 and 14 to link interfaces 441 and
442. The 256 channels from each of the links 13 and
14 are then transmitted by link interfaces 441 and
442 on two 256-channel time-multiplexed lines 418
and 416 to multiplexer/demultiplexer 414 which
multiplexes the information onto a single 512-chan-
nel time-multiplexed lihe 413 to time-slot inter-
changer 410. Time-slot interchanger 410 reorders
the received time slots in accordance with instruc-
tions read from control RAM 411, and transmits the
reordered time slots on a 512-channel time-multi-
plexed line 409 to multiplexer/demultiplexer 407.
Multiplexer/demultiplexer 407 demultiplexes the 512
channels onto two 256-channel time-multiplexed
lines 404 and 406 to the data interfaces 401 and 402,
which futher demultiplex the information onto the
32-channel data buses such as 1211, 1212, 1213,
1214, and 1205.

Circuit/packet time-multiplexed switch (TMS)
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2010 (FIG. 3) operates to provide inter-module -

connections for both circut-switched and packet-
switched calls as well as for conveying infer-module
control packets beiween the control units of the
switching modules, e.g., between control unit 1017
of switching module 1000 and a corresponding
control unit in switching module 1050. The following
description pertains to the operation of TMS 2010 in
providing intermodule connections for circuit-
switched calls. TMS 2010 includes a time-shared
space division switch which operates in frames of
256 time slots or channels of approximately 488
nanoseconds each to complete paths from its input
ports IP1 through IP255 to its output port OP1
through OP255. Each switching module is con-
nected to two input ports and two output ports. For
example, switching module 1000 is connected via
256-channel incoming links 15 and 16 to input ports
IP1 and IP2 and via 256-channel outgoing links 13
and 14 from output ports OP1 and OP2. TMS 2010
comprises two substantially identical switch units,
odd swich unit 2100 and even switch unit 2200.
Within odd switch unit 2100, conductors from every
input port, e.g., conductor 1 from input port IP1 and
conductor 253 from input port IP253, are combined
into a multi-conductor E-bus 2102, and are coupled
via bus portion 2103 to 128 input terminals of each of
128 selectors associated with the 128 output ports
OP1 through OP255 of odd switch unit 2100. Only
selector 2131-1 associated with output port OP1 and
selector 2131-2 associated with output port OP253
are shown in FIG. 3. Selector 2131-1, for example,
operates in response to instructions stored in a
control RAM 2132-1 fo connect different ones of its
input terminals to a multiplexer 2133-1 during each
of the 256 time slots of each frame. The output
terminal of multiplexer 2133-1 is connected to output
port OP1. As part of the process of establishing a
conventional circuit-switched call for user station
1002 to user station 1006, for example, a time slot is
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selected that is available both to connect input port
IP1 to output port OP253 and to connect input port
IP253 to output port OP1. Assume that time slot
TS43 is selected. As part of the establishment of the
call. a TMS controller 2101 writes instructions via a
control bus (not shown) into the conirol RAMs
2132-1 and 2132-2. The instructions written into
confrol RAM 2132-1 define that during time slot
TS43, conductor 253 is to be selected by selector
2131-1 for connection to output port OP1. The
instructions written into control RAM 2132-2 define
that during time slot TS43. conductor 1 is to be
selected by selector 2131-2 for connection to output
port OP253.

One time slot on each link between a switching
module and TMS 2010 is reserved for control
communications between the switching module
control units and an administrative module 2030
which represents the central control of switching
system 10. For example, time slot TS1 is the
reserved control time slot on link 15 to input port 1P1
and on link 13 from output port OP1. During time siot
TS1, input port IP1 is always connected to output
port OP255 and input port IP255 is always connected
to output port OP1. Time slot TS2 is the reserved
control time slot on link 16 to input port IP2 and on
link 14 from output port OP2. During time slot TS2,
input port IP2 is alwasy connected to output port
0OP255 and input port IP255 is always connected to
output port OP2. Similarly, the links to and from each
of the other input/output port pairs have unique
reserved control time slots. Control messages are
generated by processer 566 (FIG. 5) within control
unit 1017 and stored in a memory 567. A control
message for administrative module 2030 is trans-
mitted from memory 567 via a direct memory access
(DMA) unit 588 and path 440 to link interface 441
where the message is inserted in six-bit segments
into repetitions of time slot TS1 on incoming link 15
to input port IP1. During each occurrence of time
slot TS1, input port IP1 is connected to output port
OP255 and the six-bit segments of the control
message are conveyed via output port OP255 to a
message switch 2031 which accumulates the bits of
the control message and then forwards the com-
plete message on to administrative module 2030.
Similarly control: messages from adminstrative mo-
dule 2030 to control unit 1017 are transmitted via
message switch 2031, input port IP255, output port
OP1 and outgoing link 13 to link interface 441 where
the six-bit segments are extracted from time slot
TS1 and conveyed via path 440 and DMA unit 558 to
memory 567 within control unit 1017.

In addition to providing inter-module circuit-
switched connections, TMS 2010 also provides
inter-module packet-switched connections, for con-
veying both inter-module data packets for calls
between user stations on different switching mo-
dules and inter-module control packets between the
control units of different switching modules. In the
present example, 64 of the 256 time slots on each
incoming and outgoing link connected to the odd
input and output ports of TMS 2010 are collectively
used as a packet channel between communication
interface 1900 and TMS 2010. The 64 time slots,
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referred to herein as the packet time slots, each
inclue 12 bits of a packet. Thus the bit rate of the
packet channel on incoming link 15 to input port IP1
and the packet channel on outgoing link 13 from
output port OP1 is 6.144 megabits per second. The
single packet channel between a switching module
and TMS 2010 is used to provide packet communica-
tion to and from a family of processors on that
switching module. For example, in switching module
1000, the family of processors comprises control
unit 1017 and the protocol handlers 1700-0 through
1700-95. Inter-module packets each include as part
of their headers an address field comprising a
module subfield defining the destination switching
module and a processor subfield defining the
particular destination processor on that switching
module. Communication interface 1900 (FIG. 2)
operates to combine inter-module data packets
received from packet switching unit 1400 with
intermodule control packets received from control
unit 1017, for transmission to link interface 441 for
insertion on the 6.144 megabits per second packet
channel on link 15 to input port [P1. Similarly,
packets received by link interface 441 on the 6.144
megabits per second packet channel on link 13 from
output port OP1, are transmitted to communication
interface 1900, for separation based on the proces-
sor subfield and subsequent transmission to control
unit 1017 or packet switching unit 1400. The
functions of inserting and extracting the packet time
slots forming the packet channels are carried out in
link interface 441 in accordance with packet time slot
definitions stored in a control RAM (not shown).
Communications interface 1900 (FIG. 10) includes
three communications controllers 8001, 8008, and
8012 to coordinate communicationn between com-
munication inter 1900 and control unit 1017, packet
switching unit 1400, and link interface 441, respec-
tively. Communication interface 1900 further in-
cludes a dual port, random access memory (RAM)
8015, which may be implemented, for example, as 22
memories each having 256K, one-bit locations. RAM
8015 is used for the intermediate storage of packets
being conveyed among communication controllers
8001, 8008, and 8012, which are connected via a bus
8017 to one port of RAM 8015. A processor 8014,
operating under instructions stored in a memory
8016, is connected to a second port of RAM 8015
and performs protocol processing of inter-module
conirol packets and user signaling packets as an
intermediate step in the transfer of such packets.
RAM 8015 has four sections each comprising a
sequence of contiguous locations used for the
intermediate storage of packets in a first-in-first-out
manner for a destination associated with that
section. The four sections are associated with
controllers table such that data packets received
thereafter from user station 1002 in the particular
logical channel being used for the call, are trans-
mitted by protocol handler 1700-0 via packet
interconnect 1800 to communication interface 1900
with a module subfield defining switching module
1050 and a processor subfield defining the protocol
handler associated with user station 1006. Both user
signaling packets and user information packets are
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received by communications controller 8008 from
packet interconnect 1800 via bus 1901. Communica-
tions controller 8008 susbequently stores user
signaling packets in the RAM 8015 section associ-
ated with processor 8014. Processor 8014 preforms
necessary protocol processing on the user signaling
packets and then stores them in the RAM 8015
section associated with communications controller
8001. The packets are susequently read by controller
8001 from RAM 8015 and transmitied via path 562
and DMA unit 561 to memory 567. Communications
controller 8008 stores user information packets
received from packet interconnect 1800 in the RAM
8015 section associated with communications con-
troller 8012. Controller 8012 then reads the packets
from RAM 8015 and transmits them to link interface
441 for insertion in the 6.144 megabits per second
packet channel on incoming link 15 to input port IP1.

Packets received on the 6.144 megabits per
second packet channel on outgoing link 13 from
output port OP1, are extracted from the 64 predeter-
mined packet time slots by link interface 441 and are
conveyed via path 8013 to communications control-
ler 8012, which subsequently stores received inter-
module contirol packets in the RAM 8015 section
associated with processor 8014. Processor 8014
subsequently performs protocol processing on such
inter-module control packets and the stores them in
the RAM 8015 section associated with communica-
tions controller 8001. Controller 8001 reads the
packets and effects their transfer via path 562 and
DMA unit 561 to memory 567. Communications
controller 8012 stores user information packets
received from link interface 441 in the RAM 8015
section associated with communications controller
8008. Controller 8008 subsequently reads them and
effects their fransmission via bus 1901 and packet
interconnect 1800 to the appropriate destination
protocol handlers.

Within TMS 2010 (FIG. 3), the information in the 64
packet time slots received on incoming link 15 at
input port IP1 is stored in an incoming packet buffer
2120-1. The definitions of the time slots on incoming
link 15 that are packet time slots are stored in control
RAM 2132-1 at system initialization by TMS control-
ler 2101. Such definitions are then conveyed from
control RAM 2132-1 to incoming packet buffer
2120-1 such that the proper time slots from link 15
are extracted. Each input port has a similar associ-
ated incoming packet buffer. For example, input port
IP253 has associated incoming buffer 2120-2. The
output conductors from every incoming packet
buffer, e.g., conductor 1P from incoming packet
buffer 2120-1 and conductor 253P from incoming
packet buffer 2120-2, are combined into multi-con-
ductor E-bus 2102, and are coupled via bus portion
2104 to 128 input terminals of each of 128 selectors
associated with the 128 output ports OP1 through
OP255 of odd switch unit 2100. Only selector 2128-1
associated with output port OP1 and selector 2128-2
associated with output port OP253 are shown in
FIG. 3. The transmission of packets from incoming
packet buffers, e.g., 2120-1 and 2120-2, and the
selection of input conductors by the selectors, e.g.,
2128-1 and 2128-2, are controlled by a control ring
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2110 interconnecting a plurality of transmit control
nodes, e.g., 2123-1 and 2123-1, a plurality of selector
control nodes, 2124-1 and 2124-2, and a ring
repeater 2140. Control ring 2110 includes an eight-
conductor bus 2111 comprising a seven-bit status
bus and a single throttle bit. The status bus is used
to define the status of the selectors, e.g., 2128-1 and
2128-2, as to whether they are presently being used
to convey a packet or not. The status bus defines the
status of each of the 128 selectors by a sequence of
128 status words repetitively transmitted around ring
2110. A status word comprising seven logic zeroes
(0000000) defines that the selector is presently idle,
i.e., it is not conveying a packet. A nonzero status
word defines that the selectors is presently con-
veying a packet and the particular seven-bit status
word defines which of the 128 incoming packet
buffers is presently transmitting a packet to that
selector. The ring cycle of 128 status words repeats
32 times during each 125-microsecond frame.
Assume that a packet has been received by
incoming packet buffer 2120-1 and that the module
subfield of the packet address defines that the
packet is destined for switiching module 1050.
Incoming packet buffer 2120-1 transmiis a signal,
referred to herein as a packet present signal, on a
conductor 2119-1 to transmit control node 2123-1.
Incoming packet buffer 2120-1 also transmits a
request pulse on a conductor 2121-1 to fransmit
control node 2123-1 coincident with the arrival of the
status word defining the status of selector 2128-2. If
that status word is 0000000 defining that selector
2128-2 is presently idle, transmit control node
2123-1 substitutes a nonzero status word 0000001
defining input port IP1, or equivalently switching
module 1000. When selector control node 2124-2
subsequently receives the nonzero status word
0000001 at the time associated with selector 2128-2,
node 2124-2 transmits the status word 0000001 via a
path 2126-2 for storage in a latch 2129-2. The
storage-in latch 2129-2 is effected by the transmis-
stion of a strobe pulse from selector control node
2124-2 via a conductor 2125-2 to latch 2129-2. The
contents of latich 2129-2 define which of the 128
input terminals is selected by selector 2128-2 for
connection to an outgoing packet buffer 2130-2. The
status word 0000001 in latch 2129-2 defines that
selector 2128-2 is connect conductor 1P to outgoing
packet buffer 2130-2. Transmit control node 2123-1
subsequently fransmits a go signal via a conductor
2122-1 to incoming packet buffer 2120-1. The go
signal is transmitted by transmit control node 2123-1
at least one ring cycle after the request signal was
received from incoming packet buffer 2120-1 in
order to assure that selector 2128-2 has been
appropriately set. In response to the go signal,
incoming packet buffer 2120-1 transmits the re-
ceived packet via conductor 1P of E-bus 2102 and
selector 2128-2 to outgoing packet buffer 2130-2.
Control RAM 2132-2 controls the operation of a
multiplexer 2133-2 {o combine circuit-switched in-
formation from selector 2131-2 and packet-switched
information from outgoing packet buffer 2130-2 onto
the single 256-channel time-multiplexed link 21 from
output OP253. During each of the 64 predetermined
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packet time slots, outgoing packet buffer 2130-2
transmits a 12-bit segment of the stored packet via
multiplexer 2133-2 to output port OP253 for trans-
mission to switching module 1050. During the
remaining time slots, the circuit-switched informa-
tion from selector 2131-2 is transmitted via multi-
plexer 2133-2 to output port OP253 for transmission
to switching module 1050.

Once the complete packet is transmitied by
incoming packet buffer 2120-1, it removes the
packet present signal from conductor 2118-1. In
response to such removal, transmit control node
2123-1 substitutes the idle status word 0000000 for
ithe status word 0000001 defining the status of
selelctor 2128-2.

Even if the selector 2128-2 is idle at a particular
time such that the status word 0000000 is present at
the appropriate point of each ring cycle, the
outgoing packet buffer 2130-2 may not be ready to
receive a packet. If not, outgoing packet buffer
2130-2 iransmits a logic zero throttle bit via a
conductor 2127-2 to selector control node 2124-2.
The logic zero throttle bit is inserted on control ring
2110 by selector control node 2124-2, at the same
point in the ring cycle that the status word
associated with selector 2128-2 is transmitted. The
logic zero throttle bit prevents any of the transmit
control nodes from effecting the transmission of a
packet to selector 2128-2.

Incoming packet buffer 2120-1 (FIG. 9) includes a
memory 901 for storing bits received in the packet
time slots on incoming link 15 to input port IP1. Such
packets are conveyed to memory 901 via conductor
1. The writing and reading of memory 801 are
controlled by a write address generator 903 and a
read address generator 904, which selectively
access memory 901 via a selector 902. Signals on
conductor 2135-1 from control RAM 2132-1 define
the input port IP1 packet time slots to write address
generator 903 and to a flag detector 920, which
detects the opening and closing flags of each
received packet. When flag detector 920 informs
write address generator 903 that an opening flag has
been received, write address generator 903 effects
the writing of the bits of the packet into memory S01.
When flag detector 920 informs write address
generator 901 that the closing flag has been
received, write address generator controls termina-
tion of writing into memory 901 and also increments
by one a packet counter 935, used to count the
number of packets stored in memory 901. After the
complete packet has been stored, read address
generator 904 effects the transmission of the initial
bits of the packet to a flag detector 930, which upon
detecting the packet opening flag, conirols the
subsequent transmission of the module subfield of
the packet header (with any inserted zero bits
deleted) to a header laich 905. Read address
generator 904 tiransmiis a logic one signal on
conducotr 933 to cause the storage of the module
subfield in latch 905 and to a set a S-R flip-flop 910.
An AND gate 936, which receives as its two input
terminals the output signal from flip-flop 810 and a
signal from packet counter 935 indicating that at
least one packet is available in memory 901, then
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transmits the packet present signal on conductor
2119-1. A counter 906 receives a 32.768-megaherzt
clock signal C1 and an 8.0-kilohertz sychronizing
signal SYNC from a system clock 2150. Counter 906
is a seven-bit counter which in incremented from
0000000 to 1111111 once during each cycle of
control ring 2110. Counter 906 counts an internally
delayed version of the synchronizing signal SYNC.
The amount of internal delay depends on the
position of incoming packet buffer 2120-1 with
repsect to control ring 2110. A comparator 907
compares the counter present in counter 906 with
the module subfield stored in header latch 905.
When the count present in counter 906 is equal to
the module subfield stored in header latch 905,
comparator 907 transmits a [ogic one request pulse
on a conductor 2121-1 to transmit control node
2123-1. When the module subfield defines switching
module 1050, for example, as the packet destination,
the request pulse transmitted by comparator 907
coincides with the presence on control ring 2110 at
transmit control node 2123-1 of the status word
defining the status of selector 2128-1.

When transmit control node 2123-1 returns a go
signal on conductor 2122-1, the go signal is received
by read address generator 904, which initiates the
transmission of the packet (including the packet
header) on conductor 1P. When flag detector 930
detects the packet closing flag, detector 930
transmits a stop signal on conductor 932 to reset
flip-flop 910 such that the packet present signal on
conductor 2119-1 is removed. An AND gate 934,
which receives the stop signal on conductor 932 and
the go signal on conductor 2122-1 at its two input
terminals, transmits a logic one signal to packet
counter 935 to decrement counter 935 by one to
properly account for the transmittted packet. An
addtional counter (not shown) is used to assure that
write address generator 903 does not overtake read
address generator 904.

Transmit control node 2123-1 (FIG. 6} includes a
word recognition cicruit 601 that receives the
seven-conductor status bus 610-S of control ring
2110 and transmits a logic one signal to one input
terminal of a four-input AND gate 604 whenever
status bus 610-S defines the idle status word
0000000. The other three input terminals of AND
gate 604 receive the request pulse and packet
present signal on conductors 2121-1 and 2119-1
from incoming packet buffer 2120-1, and a throttle
bit conductor 610-T of control ring 2110. Assume
again that the request pulse defines selector 2128-2
associated with switching module 1050. AND gate
604 generates a logic one pulse coincident with the
request pulse received on conductor 2121-1 only
when:1 ) the packet present signal is present on
conductor 2119-1, 2) word recognition circuit 601 is
generating a logic one indicating the presence of the
idle status word 0000000 on status bus 610-S, and 3)
the throttle bit associated with the idle status word
0000000 is a logic one indicating that outgoing
packet buffer 2130-2 is presently able to receive a
packet. Status bus 610-S is also received by a
selelctor 803 which, in the absence of a logic one
signal from AND gate 604, transmits the staus word
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on status bus 601-S via AND gates 606-1 through
606-7 for storage in flip-flops 607-1 through 607-7.
However, when AND gate 604 transmits a logic one
signal, selector 603 instead transmits the status
word stored in register 602 to AND gate 606-1
through 606-7 for storage in flip-flops 607-1 through
606-7. For transmit control node 2123-1, register 602
stores the status word 0000001 defining the associ-
ated input port IP1 and switching module 1000. Each
status word and associated throttle bit stored by
flip-flops 607-1 through 607-7 and 608 are subse-
guently transmitted via status bus 611-S and throttle
bit conductor 611-T to control ring 2110 in response
to the clock signal C1. The logic one pulse generated
by AND gate 604 is also transmitted to a flip-flop 621,
which in turn sets a S-R type flip-flop 622. A selector
623, which is controlled by the request pulse on
conductor 2121-1, receives the Q output signal from
flip-flop 622 and the Q output signal from a flip-flop
624. When the request pulse occurs again on
conducotr 2121-1 after the completion of a full cycle,
the logic one signal generated at the Q output of
flip-flop 622 is transmitted by selector 623 to be
stored by flip-flop 624. Since the Q output of flip-flop
624 is returned to selector 623, it remains at a logic
one level until flip-flop 624 is subsequently reset as
described herein. The logic one level is transmitted
as the go signal via conductor 2122-1 to incoming
packet buffer 2120-1. The D and S-R flip-flops of
transmit contol node 2123-1 operate synchronously.

When incoming packet buffer 2120-1 completes
the transmission of the packet, it removes the
packet present signhal on conductor 2119-1. Such
removal is detected by a three-input NAND gate 605,
which receives conductor 2119-1 at an inverting
input terminal, and which receives the request
pulses generated on conductor 2121-1 and the logic
one signal generated by flip-flop 622 at its two
non-inverting input terminals. When the packet
present signal is removed on conductor 2119-1,
NAND gate 605 transmits a logic zero pulse
coincident with the next request pulse received on
conductor 2121-1. The logic zero pulse transmitted

" by NAND gate 605 acts to reset flip-flops 622 and
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624 such that they are ready to control the
transmission of another packet. The logic zero pulse
is also coupled to input terminals of the AND gates
606-1 through 606-7 such that the idle status word
0000000 is substituted for the status word 0000001
on status bus 611-S again defining selector 2128-2
as idle.

Selector control node 2124-2 (FIG. 7) receives via
eight-conductor bus 2111 each status word and
associated throttle bit from control ring 2110 on a
status bus 710-S and a throttle bit conductor 710-T.
The status words are stored in flip-flops 707-1
through 707-7 and subsequently transmitted in
response to the clock signal C1. A seven-bit counter
701 receives the clock signal C1 and the synchroniz-
ing signal SYNC from system clock 2150 and is
sequentially incremented from 0000000 to 11111111
once during each ring cycle. A comparator 703
compares the count generated by counter 701 with a
seven-bit word stored in a register 702 defining the
output port or switching module associated with that
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selector control node. In selector control node
2124-2, the word stored in register 702 is 1111110
defining the output port OP253 and the associated
switching module 1050. Accordingly, comparator
703 generates a logic one strobe pulse which
coincides with the presence on control ring 2110 at
selector control node 2124-2 of the status word
defining the status of selector 2128-2. The logic one
strobe pulse is delayed by one cycle of clock signal
C1 by a flip-flop 721 and is then transmitted on
conductor 2125-2 to latch 2129-2 to effect the
storage in latch 2128-2 of the status word on the
output status bus 711-S from flip-flops 707-1
through 707-7. The throttle bit from outgoing packet
buffer 2130-2 is transmitted via conductor 2127-2 {o
a selector 704 which also receives the throttle bit
conductor 710-T from control ring 2110. The throttle
bits from conductor 710-T are all transmitted by
selector 704 to a flip-flop 705 with the exception of
the throttle bit coinciding with the strobe pulse from
comparator 703. When the strobe pulse is present,
the throttle bit on conductor 2127-2 from outgoing
packet buffer 2130-2 is instead transmitted to
flip-flop 705 for subsequent transmission via con-
ductor 711-T to control ring 2110. In this manner, a
logic zero throttle bit from outgoing packet buffer
2130-2, which indicates that outgoing packet buffer
2130-2 is usable to receive a packet, is inserted on
control ring 2110 in association with the status word
defining the status of selector 2128-2.

System clock 2150 (FIG. 3) derives its timing from
an external source, e.g., another switching system,
and distributes its 32.768-megahertz system clock
signal C1 and its 8.0-kilohertz synchronizing signal
SYNC via E-bus 2102 to the various components
within TMS 2010. The clock signals are delayed as
they traverse E-bus 2102. A ring repeater 2140 which
joins the beginning of control ring 2110 with the end
of control ring 2110 operates to resynchronize the
status words and throttle bits received on the
conductors of control ring 2110 as they begin their
next cycle. Ring repeater 2140 (FIG. 8) includes
eight synchronizing circuits 801-1 through 810-8,
one for each conductor of bus 2111, and two clock
circuits 802 and 803. Synchronizing circuit 801-1
includes four flip-flops 811 through 814 which
sequentially receive and store four bits from a first
conductor of bus 2111 in response to the delayed
clock signal C1. The four bits stored in flip-flops 811
through 814 are simultaneously stored in a latch 815
in response to a clock signal derived by clock circuit
803 from the delayed clock and synchronizing
signals C1 and SYNC. The contents of latch 815 are
subsequently transmitted in parallel to four flip-flops
816 through 819 in response to a clock signal
derived by a clock circuit 802 from the non-delayed
clock and synchronizing signals Ct1 and SYNC.
Multiplexers 827, 828, and 829 select either the
parallel inputs from latch 815 for storage in flip-flops
817, 818 and 819 respectively, or the output signals
from the preceding flip-flops 816, 817 and 818. The
four bits stored in flip-flops 816 through 819 are
sequentially transmitted on the first conductor of
bus 2111 in response to the non-delayed clock
signal C1. Seven additional synchronizing circuits,
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e.g., synchronizing circuit 801-8, perform the same
function for the other seven conductors of bus 2111.
Thus any timing skew which may result from the
traversal of the signals around control ring 2110 is
removed before the next ring cycle is initiated.

The call processing required to establish both
circuit-switched calls and packet-switched calls
within system 10 is performed cooperatively by the
control units of the switching modules, e.g., control
unit 1017 in switching module 1000, and by adminis-
trative module 2030. In the present embodiment,
adminstrative module 2030 stores global data such
as the available circuit-switched paths through
tirme-multiplexed switch 2010. Recall that establish-
ing a circuit-switched path between modules 1000
and 1050 involves selecting an available circuit
switched time slot on the links between modules
1000 and 1050 and time-multiplexed swiich 2010.
Adminstrative module 2030 stores the global data
defining the availability of circuit-switched time slots
to time-multiplexed switch 2010 and performs the
selection of the time slot to be used for a given
inter-module circuit-switched call. Administrative
module 2030 also stores the data defining the
association of protocol handlers, e.g., 1700-0, to
user stations. Such data is used during the estab-
lishment of a packet-switched call to generate the
required routing table entries in the protocol
handlers associated with both the originating and
terminating user stations. Although, administrative
module 2030 is used to store such global data in the
present embodiment, a switching module could also
be used to store that data. In the latter case, all
interprocessor communication needed for process~
ing calls could be effected using the packet
switching capability of time-multiplexed switch 2010
without involving message switch 2031 and adminis-
trative module 2030.

Recall that the establishment of an inter-module
circuit-switched call in the present embodiment
requires the selection of one time-multiplexed
switch 2010 time slot. Time slot interchanger 410 in
circuit switching unit 1011 (FIG. 4) is capable of
looping back time slots used for infra-module
circuit-switched calls. Even through intra-module
call information is not conveyed on time-multiplexed
lines 412 and 413, two time slots (one for each
direction of transmission) on each of the lines 412
and 413 are made unavailable for conveying inter-
module circuit-switched calls when a single-module
call is established within time-slot interchanger 410.
In the present embodiment, intra module circuit-
switched calls can be established such that the time
slots made unavailable on lines 412 and 413
correspond to the predetermined packet time slots
comprising the packet channel to time-multiplexed
switch 2010. Whenever an intra-module circuit-
switched call is being established such that the time
slot selections are made such that the time slots on
lines 412 and 413 that are made unavailable
correspond to two of the 64 packet time slots.
Accordingly, up to 32 intra-module circit-switched
calls can be established within switching module
1000 without reducing the number of intermodule
circuit-switched calls that can also be established.



19

Claims

1. A packet switch for switching packets

received on a plurality of incoming packet
channels to a plurality of outgoing packet
channels, said packet switch CHARAC-
TERISED BY
a plurality of packet buffers each for storing
packets received from at least one of said
incoming packet channels,
a plurality of selectors each permanently con-
nected to each of said packet buffers and each
associated with at least one of said outgoing
packet channels for selectively connecting any
of said packet buffers to an outgoing packet
channel associated with said each selector and
means responsive to said stored packets for
controlling the selective connections made by
said selectors based on headers included in
said stored packets.

2. A packet switch in accordance with claim
1, CHARACTERISED IN THAT said controlling
means comprises a plurality of selector control
nodes each for controlling the selective con-
nections made by at least one of said selectors.

3. A packet switch in accordance with claim
1, further CHARACTERISED BY means respon-
sive to said stored packets for selectively
effecting the transmission of said stored pac-
kets from said packet buffers.

4. A packet switch in accordance with claim
2, CHARACTERISED IN THAT said controlling
means comprises a plurality of selector control
nodes each for controlling the selective con-
nections made by at least one of said selectors
and IN THAT said effecting means comprises a
plurality of transmit control modes each for
effecting the transmission of packets from at
least one of said packet buffers.

5. A packet switch in accordance with claim
4, futher CHARACTERISED BY a control ring
comprising said transmit control nodes and
said selector control nodes and means for
interconnecting said transmit control nodes
and said selector control nodes for transmitting
signals to said transmit control nodes and said
selector control nodes defining the present
connection state of ones of said packet buffers
to ones of said outgoing packet channels.

6. A packet switch in accordance with claim
5, CHARACTERISED IN THAT each of said
transmit conirol nodes is responsive to a
receipt by a packet buffer associated with said
each transmit control node of a given packet,
including a header defining a given one of said
outgoing packet channels, and to signals
transmitted by said interconnecting means
defining a connection state wherein none of
said packet buffers is presently connected to
said given outgoing packet channel, for effect-
ing a change of said signals transmitted by said
interconnecting means to define a connection
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state wherein said packet buffer associated
with said each transmit control node is con-
nected to said given outgoing packet channel,
and for effecting the transmission of said given
packet from said packet buffer associated with
said each transmit control node.

7. A packet switch in accordance with claim
6, CHARACTERISED IN THAT each of said
selector control nodes is responsive o signals
transmitted by said interconnecting means
defining a connection state wherein a given
packet buffer is connected to an outgoing
packet channel associated with said each
selector control node, for controlling the con-
nection by a selector associated with said each
selector control node of said given packet
buffer to said outgoing packet channel associ-
ated with said each selector control node.

8. A packet switch in accordance with claim
4, further CHARACTERISED BY a control ring
comprising said transmit control nodes and
said selector control nodes and means for
interconnecting said transmit control nodes
and said selector control nodes for transmitting
signals to said transmit control nodes and said
selector control node defining the availability of
each of said outgoing packet channels for
receiving packets and defining the present
connection state of ones of said packet buffers
to ones of said outgoing packet channels.

9. A packet switch in accordance with claim
8, CHARACTERISED IN THAT each of said
fransmit control nodes is responsive to a
receipt by a packet buffer associated with said
each transmit control node of a given packet,
including a header defining a given one of said
outgoing packet channels, and to signals
transmitted by said interconnecting means
defining that said given outgoing packet chan-
nel is available to receive packets and defining a
connection state wherein none of said packet
buffers is presently connected to said given
outgoing packet channel, for effecting a change
of said signals transmitted by said interconnect-
ing means to define a connection state wherein
said packet buffer associated with said each
transmit control node is connected to said
given outgoing packet channel, and for effect-
ing the transmission of said given packet from
said packet buffer associated with said each
transmit control node.

10. A packet switch in accordance with claim
9, CHARACTERISED IN' THAT each of said
selector control nodes is responsive to signals
tfransmitted by said interconnecting means
defining a connection state wherein a given
packet buffer is connected to an outgoing
packet channel associated with said each
selector control node, for controlling the con-
nection by a selector associated with said each
selector control node of said given packet
buffer to said outgoing packet channel associ-
ated with said each selector control node.
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