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(57)  Signal processing circuit for a multi-pixel scan-
ner array is calibrated by establishing gain and offset cor-
rection factors from selected scanner signal
measurements and known gain/offset settings that pro-
vide accurate calibration of the processing circuit on a
pixel-by-pixel basis without concern for variations of
component and response values within the signal

Method of calibration of image scanner signal processing circuits

as a film scanner apparatus, measurements of signal
responses taken at open gate conditions are compen-
sated by adjusting exposure values for imager operation
during film scanning to make the minimum response out-
put of the apparatus for film D,;, equal to the minimum
derived of open gate condition during the calibration
process.

processing circuit itself from nominal values. When used
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Description

FIELD OF THE INVENTION

The invention relates generally to image scanner signal processors, and in particular to a method of calibrating an
image scanner signal processor.

BACKGROUND OF THE INVENTION

A charge coupled device (CCD) imager typically employed as an image scanner contains an array of light detecting
photosites (hereafter imaging pixels) which accumulate charge depending on the light energy projected onto them. After
some charge accumulation time, the charges in the imaging pixels are transferred to a charge shifting structure so that
the charges may be shifted out of the CCD and measured by a signal processing circuit in order to form an image signal
representative of the image projected onto the CCD. Because of manufacturing variability in the CCD, dust or contam-
inants in the optical path which projects an image onto the CCD, light source non-uniformity, or other source of variation,
the system response for individual imaging pixels may not be the same from pixel to pixel. Compensation for this pixel-
to-pixel variation may be provided in the charge measuring process. This compensation can be provided by multiplying
the output value for each site by a gain value and then adding an offset value. This pixel-by-pixel application of gain and
offset makes the responsiveness of all the sites appear to be equal.

Typically, the system response for a given imaging pixel does not change in the short term. Hence, the gain and
offset values required to adjust the system response for a given imaging pixel back to some ideal response can be
determined by a calibration process and then applied whenever the signal for that imaging pixel is shifted out of the
CCD. A typical calibration process obtains samples of the system response for each imaging pixel at some nominal
signal input level (a white, gray, or black card, or full illumination or dark, for example) at some nominal gain and offset
values (typically 1 and 0, respectively) and then calculates the required gain and offset values for each of the imaging
pixels. However, previously described calibration processes require that the gain and offset mechanisms provide known
responses. To the extent that component variations or other factors introduce error, these calibration processes will not
be correct. This disclosure describes a calibration process which is insensitive to variations in the gain and offset mech-
anisms.

Site by site compensation for variations in imaging pixel response is well known in the art. U.S. Patent No. 3,800,079
- McNeil et al describes a system whereby a "sensitivity profile” of all the light detecting sites is created by scanning a
"standard background or white level which may be in the form of a document or a bedplate.” This profile is converted to
digital values and stored in a digital memory for subsequent readout and conversion to an analog compensation signal
during an operational mode. The uncompensated video is divided by the analog compensation signal, thereby providing
gain correction. Correction for offset variations is also described. This employs storage for a second profile which is
obtained by scanning black. This patent lays the foundation for the concept of scanning white to determine gain com-
pensation required, scanning black to determine offset compensation required, and storing these compensation values
for readout during an operational mode.

As a typical example, Tomohisa et al. (US Patent No. 4,660,082) exhibits the shortcomings usually found in the
calibration methods for a system employing imaging pixel by imaging pixel application of gain and offset compensation
signals. As is usual, this patent describes a system where two sets of reference values are collected, one set by scanning
a white reference board and the other set by scanning a black reference board. It is suggested in the patent that "the
two density reference voltages are preferably obtained by scanning the corresponding density reference boards with the
gain and offset values of the output amplifier at '1' and '0’ respectively.” However, because of manufacturing tolerances
or drift due to temperature variations or aging of components, these desired 1" and '0’ levels may be slightly off, leading
to error in the resulting compensation values, or requiring an iterative approach to determining the compensation values.
In general, the methods described in the prior art all depend on some expectation that some reference values always
be set accurately to known levels and/or A/D and D/A conversion mechanisms have known conversion constants and
offsets which, in general, is an ideal situation that is virtually impossible to realize in practice. It is desirable, therefore,
to provide a method for determining compensation values for gain and offset in an imager signal processing circuit which
is insensitive to the internal characteristics of the signal processing chain.

SUMMARY OF THE INVENTION

In accordance with the invention, there is provided a method for calibrating an image scanner signal processing
circuit by determining a scanner signal correction factor required to compensate for nonuniformity among imaging pixels
of a scanning array. The method comprises the steps of sequentially setting 4he practice signal processing circuit at
first and second correction factors for all imaging pixels of the scanner array; sequentially scanning first and second
reference sources representing high and low scanner output signal values to derive first and second scanner signal
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samples from the first and second reference sources, respectively, for the first correction factor and to derive third and
fourth scanner signal samples from the first and second reference sources, respectively, for the second correction factor.
The method further comprises the step of applying a target correction factor to the signal processing circuit for each
individual imaging pixel determined from (a) a desired difference between samples obtained for the individual imaging
pixel by scanning the first and second reference sources, (b) the first correction factor for the individual imaging pixel,
(c) the second correction factor for the individual imaging pixel, and (d) the first through fourth signal samples for the
given imaging pixel.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings:

FIG. 1 is a block diagram schematic of signal processing apparatus for a CCD based linear imaging scanner useful
in the practice of the present invention.

FIG. 2 is a functional flow diagram delineating the operative functions of the principal processing elements of the
FIG. 1 apparatus.

FIG. 3 is a graph of system response for the apparatus of FIG. 1 showing responses for different gain correction
settings.

FIG. 4 is a graph showing a normalized system response for the apparatus of FIG. 1 in accordance with the present
invention.

FIG. 5 is a graph showing offset system response correction in accordance with the present invention.

DETAILED DESCRIPTION OF THE INVENTION

Figure 1 shows a typical arrangement of circuit elements in the signal processing circuitry of a CCD-based linear
scanner with which the calibration method of the present invention may be suitably practiced. This arrangement employs
pixel-by-pixel gain and offset compensation. The linear imager 10 integrates the charges produced by each imaging
pixel for a period of time and then transfers the charges to a shifting structure so that the charges can be shifted out of
the imager in a serial fashion. The signal produced by the imager for each imaging pixel comprises two phases: a
reference phase followed by a video phase. The reference phase provides a reference level against which the following
video phase may be compared. The video phase represents the magnitude of charge accumulated by the imaging pixel.
The serial signal coming from the linear imager 10 is amplified by amplifier 11, the output of which goes to the subtracter
22 and the reference sample and hold 20. The reference sample and hold samples the signal from the imager during
each imaging pixel's reference phase. The subtracter removes the sampled and held reference signal from the subse-
quent video phase. Hence, the output of the subtracter 22 is normalized to the reference level. This normalized signal
is sampled by the video sample and hold 23 during the video phase of the signal provided by the imager. The sampled
and held normalized video is operated on by a multiplier 25 and a summer 27. These two circuit elements provide gain
and offset compensation for variations in imaging pixel sensitivity, nonuniformity of illumination, variations in signal offset,
and so on. The digital to analog converter 26 provides the gain correction value for multiplier 25 and the digital to analog
converter 28 provides the offset correction value for summer 27. Data words are provided to the two analog to digital
converters upon the arrival of the normalized video signal for each imaging pixel by the pixel counter 50, the memory
52, and the gain/offset data latch 29. The counter increments synchronously with the readout of the imaging pixel signals
from the imager. The output of the counter is used to provide an address to the memory which holds gain and offset
values for each imaging pixel. The gain and offset data output from the memory is latched by the gain/offset data latch
which provides the data to the digital to analog converters. The buffer 53 allows the microprocessor 100 to gain access
to the memory 52 in order to change the gain and offset values as the result of some calibration process. During a time
when its counting is disabled, the pixel counter may be loaded with a value from the microprocessor in order to provide
an address to the memory to which the microprocessor can write. The analog to digital converter 30 converts the nor-
malized, gain and offset corrected video signal to a numeric value which is then written to the FIFO memory 45 for
readout by the microprocessor.

Figure 2 shows the same signal processing chain (up through the A/D converter 30) in functional block diagram
form, showing the transfer function for each block which is useful in explaining the underlying concept of the present
invention. As shown in this functional block diagram, the scanner signal generated in imager 10 begins in block 110 as
some ideal signal with 0 representing the minimum signal level and 1 representing the maximum signal level. The ideal
signal source is adversely affected by deviations from the ideal caused by such things as light source non-uniformity,
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manufacturing variations, etc. resulting in a non-ideal scanner signal from imager 10 being input into the ensuing signal
processing apparatus of units 20 through 30. The deviations are represented in block 120 as gain and offset modifications
of the ideal signal, the gain and offset varying from pixel-to-pixel in the CCD according to the expression:

x;=mX+b (1]

where:
X = ideal signal source,
x; = input signal to correcting circuitry (including deviations from ideal),
m = gain deviations from ideal (varying from site to site in the CCD), and
b = offset deviation from ideal (varying from site to site in the CCD).

The deviations in gain and offset in the scanner signal are compensated for in the multiplier 25 and summer 27 by
application of gain and offset correction values which are the digital values applied to the D/A converters 26 and 28,
respectively. First, a digital gain correction value is applied in multiplier 25 to the non-ideal scanner signal as represented
by the expression in block 130:

dn -9,
Xq (gL+ DGmaXDG)x, [2]
where:

x; = non-ideal signal to be corrected,

Xg = gain corrected signal,

gL = minimum gain,

gH = maximum gain,

Dg = digital input to the gain D/A converter 26, and

Damax = maximum digital input to the gain D/A converter 26. Then, a digital offset correction value is applied to
the gain-corrected signal in summer 27 as represented by the expression in block 140:

OL-0O,
X=Xg+(OL+mDO) [3]
where:

Xg = gain corrected signal,

x = fully corrected signal,

0, = minimum offset,

oy = maximum offset,

Do = digital input to the offset D/A converter, and

Domax = maximum digital input to the offset D/A converter. Finally, the fully corrected signal is converted to a
digital value by A/D converter 30 as represented in block 150 by the expression:

Y =Kx+0,, (4]

where:
Y = A/D converter numerical output (counts),
K = A/D converter output counts per input volts, and
Oap = fixed numerical offset of A/D converter.

The A/D offset term accounts for offset between the numerical output of the A/D converter and the input. For example,
if a -2.5V input to the A/D converter results in a numerical output of 0 and 2.5V input to the A/D converter results in a
numerical output of 4095, then the value of the offset is 2048.

There will now be described how, in accordance with the method of the invention, calibration of the signal processing
apparatus, and in particular the setting of the gain and offset correction values to the inputs of A/D converters 26 and
28, respectively, can be established for pixel-by-pixel compensation of the scanner signal without regard to concern for
deviating factors introduced by the compensating circuits themselves.

Putting all these terms together yields an expression for the complete system response, i.e. the digital output value Y
from A/D converter 30 from the ideal input signal as follows:

du -9 oy -0
Y=[(gL+%DG)(mX+b)+(oL+%DOHK+OAD [5]

Carrying out the multiplications in the last expression yields:
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Kmg - Km
Moe)m(m“
DGmax

Kg,, - K
+(KgL+y‘
G max

Ko - Ko
Y=(ng,_+ ——1D )

D °©
O max [6]
D G)b +0,p

Let:

KgH-KgLD
. "G

)b = gain induced offset,
D G max

Og = (KgL+
G =Kmg_
G, =Kmg,
O_ =Ko
Oy =Koy
Further, let

Gy-G
Gp= H- ML

DGmax
and
OH 'OL

OR: DOmax.

Substituting gives:
Y=(G +GgrDg)X+(0 +0zDg)+04 +0,p [7]

Note that m and b vary from imaging pixel to imaging pixel. It will be evident shortly that the terms involving these factors
are eliminated in this calibration process.

Figure 3 shows three responses Y, where response Y and response Y, are the responses due to some arbitrary
digital gain and offset inputs (correction factors) to A/D converters 26 and 28 and response Y1 being the desired (or
target) system response for calibrated gain and offset inputs to be determined by this invention. The A and B subscripts
represent the specific responses to reference sources Xg and X, scanned by imager 10. These may be a black reference
source Xg (minimum signal) and a white reference source X, (maximum signal) although other reference source levels
may be used in the invention method. Figure 4 shows the same three responses normalized to eliminate the offset term.

Figure 4 suggests an approach to determine the required digital gain input in order to achieve the target system
response, namely to measure the response at two arbitrary gain correction settings in order to find the effectiveness of
changing the gain, and then calculate the target gain. Fix the digital gain input to Dg¢ and take readings at X (perhaps
the open gate or D, condition corresponding to maximum signal) and Xg (perhaps the dark or D5, condition corre-
sponding to minimum signal):

Yaia=(G +GRrDg)Xp +(O +0OgDo)+045 +0,p [8]
Yaig=(G +GrDg)Xg+(O +OgD)+0g +0,p [9]
The difference between the two readings gives the expression:
Ya1=Ygia-Yae = (G +GrDa1)(Xa - Xp) [10]
Let X5 = 1 and Xp = 0 representing maximum and minimum ideal signal input, respectively:
Ya1 =G +GgDgy [11]

Similarly, fix the digital gain input to Dg» and take readings at X and Xg:
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Yar =G +GgDg [12]
Subtract YG1 from YGZ:
Yao-Ya1 =(Dg2-Dg1)Gp [13]
Yar-Y
G a2 " Yai [14]

R_DGZ-DG1

It will be seen from the description below that Gy will be useful in determining the digital gain input Dgt required to
achieve the desired slope in system response.

The goal of providing gain correction is to make the slope of the system response for all pixels equal to the slope
of a desired system response. Referring to FIG.3, it can be seen that the slope of the desired system response Ygt is
simply:

YGTA B YGTB

X, Xg [14a]

The idealized reference inputs X, and Xg are "1" and "0", respectively, so the desired slope is really a desired difference
between the system output when scanning reference source X, and the system output when scanning reference source
Xg. Call this desired difference Y g1. Given this desired difference Y g1, the digital gain input Dg required to achieve Ygt
may now be determined:

Yar=Yam 'YGTB=(GL+GRDGT)(XA'XB) [18]
Yar=G_ +GgDgr [16]
Subtract YG1 from YGT:
Yar-Ya1 =(Dar -Da)CGr [17]
Yar-Y
DGT=DG1+_GTG < [18]
R
Substitute for Gg:
Yar-Y
DGT=DG1+H(DG2'DG1) [19]
G2 G1

YG1 B (YG1A B YG1B)
DGZDG1)
(YG2A B (YGZB) B (YG1A B (YG1B)

Dgr=Dgq + [20]

To simplify the ultimate determination of Dg, it is useful to set the value of Dg4 to 0:

D g1l =Y—GT-YG1D - Yar-(Yaia-Yar) D
OTPei=0 " ¥ o -Ya1 " (Yoon - (Yaos) - (Yaia - (Yais) ®

[21]

Note that this expression depends solely on selected digital gain inputs and digital A/D converter outputs at those digital
gain inputs (correction factors) for two predetermined reference sources X, and Xg. All terms which involve parameters
internal to the signal processing circuitry (such as fixed offsets, gain ranges, absolute gain values, etc.) are eliminated,
so the desired digital gain value calculated by this expression is independent of these internal details. This makes the
calibration process immune to manufacturing or environmental variations which might change the operating point of the
internal circuitry from scanner to scanner.
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So, to determine the digital gain values required for each light detecting site on the CCD, set the digital offset values
to some arbitrary values and collect the digital responses for each site under four conditions:

Ygia  thedigital response for a site when the ideal input signal is maximum (X = 1) and digital gain value is zero (Dg4
=0),

Ygig thedigital response for a site when the ideal input signal is minimum (X = 0) and digital gain value is zero (Dg4
=0),

Yaon  the digital response for a site when the ideal input signal is maximum (X = 1) and digital gain value is a non-
zero value D o, =N, and

Yaog  thedigital response for a site when the ideal input signal is minimum (X = 0) and digital gain value is the same
non-zero value (D g, = N).

For each site, evaluate expression [21] using the four digital responses and the non-zero digital gain value N in order
to determine the appropriate digital gain value DgT to use for that site.
Once the target gain correction value is determined for a pixel, it is also desirable to determine the offset correction value

for that pixel. To determine digital offset value, fix the normalized input X and the digital gain input Dg to some arbitrary
values and take readings at two digital offset inputs D¢ and Do :

Yoin=(G +GRrD)X+(O +0gDg) +04 +0,p [22]
Yoon=(G +GrDg)X+ (O +OgD)+04 +0,p [23]
Find the difference between the two readings:
Yoz2-Yo1=(Doz -Doy)Og [24]
Note that there is no dependence in this equation on the idealized input, the pixel-to-pixel gain or offset, or the digital
gain in the A/D converter 30. Hence, this could be determined by supplying a test voltage from a test signal generator

12 to the offset correcting circuitry rather than actually involving the idealized input signal. Solving for O, the relationship
between offset and digital offset input gives:

Y02 'YO1

Op==-2_o
R DOZ-DO1

(23]

Now that this is known, take a reading with the ideal input signal set to minimum (X = 0), the digital gain values set to
the target values determined for each site by expression [21], and the offset values set to maximum. For each light
detecting site we get:

Yo=(G +GRrDgr)X+ (O +0rDomax) +Oa +Oap [26]

Note that the term involving the ideal input signal X goes away because the ideal input signal is zero. Rearranging terms,
we get:

Yo-OrDomax=0_+0g +04p [27]
If it is desired to have the digital output be zero when the ideal input is zero, then:
0=0, +0RxD5; +04g +04p [28]
Substituting [27] into [28] yields:
0=Y05-ORrDomax+OrDor [29]

Solving for the desired digital value and using [25] provides the desired digital offset value for each light detecting site
expressed in terms of digital offset values and A/D output values:
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D02 -DO'I
Dor =Domex Yoy _—v,, [30]

For each imaging pixel, expression [30] is evaluated in order to determine the appropriate digital offset correction value
to use to achieve zero digital A/D output for minimum input. Referring to FIG. 5, this is shown graphically as moving the
response Yo down to the zero level Yrg.

In a preferred form of the invention, calibration is accomplished by using as reference sources X, and Xg, light
source passed through shutter that is fully open for X, and fully closed for Xg. In some situations, the maximum amount
of light that the CCD may see during actual scanning operation after calibration may not be the same as the amount of
light seen during calibration. If film is being scanned, for example, the maximum amount of light which can be seen is
the amount of light permitted through the areas of film which have the lowest density, D i,. However, it may be desirable
to calibrate the scanner with no film present, a so-called open gate condition. If the CCD has an exposure control, this
situation may be accommodated by reducing the exposure during the calibration process and then applying some mul-
tiplier to this exposure setting in order to come up with an appropriate exposure during actual scanning of film. Assuming
that exposure is a factor of m in expression [1], then the calibration approach developed in this disclosure is still valid,
since the expressions used to determine digital gain and offset set points for each light detecting site do not depend on
value of m. Therefore, the only requirement is that the open gate exposure be multiplied by some factor which will yield
the same digital A/D output for minimum density film. Naturally this assumes that the exposure control is completely
linear, or sufficiently linear within the range of interest.

For example, in the case of color negative film the minimum transmission densities might be 0.30, 0.60, and 0.90
in the red, green, and blue layers, respectively. When the scanner is reading these films the maximum scanner output
would be 0.5 times, 0.25 times, and 0.125 times the open gate readings in red, green, and blue, respectively. If the times
that the CCD accumulates charge are increased by a factor of 2 in red, 4 in green, and 8 in blue from the times used to
collect data from an open gate, then the scanner output from minimum transmission areas of the film will be the same
as the open gate calibration output.

This so-called open gate calibration procedure avoids having to provide a standard "minimum density film" or some
simulated minimum density during calibration which must then be removed during actual scanning. In practice, this
means there need be only two states for the scanning gate instead of three: open and closed versus open, closed, and
minimum density for calibration.

In a preferred embodiment of this feature of the invention for determining exposure duration when performing actual
scanning, afirst value of exposure duration is set, a light source is scanned in the absence of any image to derive scanner
signal samples from each imaging pixel and an average of the samples is calculated. A predetermined average value
of scanner signals is established that represents a maximum average scanner signal value to be obtained during actual
scanning of an image (D, condition in the case of film scanning) that corresponds to a maximum average scanner
signal output (e.g. open gate condition) obtained during calibration without the image being present. The setting of a
new exposure duration is then calculated as a function of the first exposure duration value, the calculated average of
the samples and the predetermined average value of scanner signals.

A complete actual calibration procedure for a scanner, including establishing the gain and offset factors, and the
exposure multiplier in accordance with the features of the invention described above, is outlined below.

A. Make sure the shutter is closed.
B. Mark CCD imaging pixels as either uncalibrated or skipped (in case some sites are not to be calibrated).
C. Determine effectiveness of the offset controls:

. set the gain to middle value

. select 1/3 voltage level test signal

. get one line of data with offset set to middle value

. calculate average of data

. get one line of data with offset set to maximum value

. calculate average of data

. calculate effectiveness of offset, expression [25], based on averages

~NoOgh WON =

D. Find the optimum exposure point for the CCD

1. allow signal in from the CCD

2. start at mid-range exposure

3. get one line of data with shutter closed, gain set to middle value, offset set to maximum value
4. calculate average of data; use this as dark reference
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5. open up the shutter

6. set high exposure to maximum exposure, low exposure to minimum exposure
7. calibrate exposure using a binary search

a. calculate and set trial exposure halfway between high exposure and low exposure

b. get one line of scan data at trial exposure

c. calculate average and subtract dark reference

d. if average is above aim, then set high exposure to halfway between trial exposure and previous high
exposure; else if average is below aim, then set low exposure to halfway between trial exposure and previous
low exposure; else the optimum exposure point has been determined

e. if optimum exposure has been reached, or if the maximum number of iterations has been reached, con-
tinue; else return to step D.7.a. above and repeat

E. Determine and correct individual pixel gains

. set gain value to minimum (digital value to D/A converter of zero)

. get multiple lines of scan data with shutter closed

. average lines of scan data together to get an averaged line of scan data
. get multiple lines of scan data with shutter open

. average lines of scan data together to get an averaged line of scan data
. set gain value to middle value

. for one or more iterations:

~NoOgh WON =

a. get multiple lines of scan data with shutter open

b. average lines of scan data together to get an averaged line of scan data

c. get multiple lines of scan data with shutter closed

d. average lines of scan data together to get an averaged line of scan data

e. check the results from each imaging pixel to see if the difference between light and dark is close enough
to the target value; if so, then mark the imaging pixel as calibrated for gain; if not, then calculate (using
expression [21]) and set a new gain value taking into account the measurements made at zero gain in
steps E.2. and E.4. above

f. if all imaging pixels are calibrated for gain, or if the maximum number of iterations has been reached,
continue; else return to step E.7.a. above and repeat with the new gains

F. Multiply the open gate exposure time determined in step D by a pre-determined factor which will result in an
appropriate exposure time for when film is actually being scanned; set the exposure to this newly calculated value
G. Close the shutter; determine and correct individual pixel offsets

1. for one or more iterations

a. get multiple lines of scan data b. average lines of scan data together to get an averaged line of scan data
c. check the results from each imaging pixel to see if the digital output is sufficiently close to zero; if not,
then calculate (using expression [30] and the results of part C) and set a new offset value

d. if all imaging pixels are calibrated for offset, or if the maximum number of iterations has been reached,
continue; else return to step G.1.a. above and repeat with the new offsets

In summary, there has been disclosed a calibration method for a scanner employing imaging pixel by imaging
pixel gain and offset correction which is insensitive to the operating point of the signal processing circuitry. For gain, this
method requires taking light and dark measurements at both a high gain and a low gain and then calculating the required
numeric input to the gain D/A converter in order to obtain the desired numeric output. Additionally, a method is described
for calibrating by taking readings with an open gate (i.e., no film or filters present) and then calculating the required
exposure for proper operation when the subject material is to be scanned.

The invention has been described with reference to a preferred embodiment. However, it will be appreciated that
variations and modifications can be effected by a person of ordinary skill in the art without departing from the scope of
the invention.
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PARTS LIST

10 linear imager

11 amplifier

12 test signal generator

20 reference S/H

22 subtractor

23 video S/H

25 multiplier

26 gain D/A

27 summer

28 offset D/A

29 gain/offset data latch
30 A/D converter

45 FIFO memory

50 pixel counter

52 memory

53 buffer

100  microprocessor
Claims

1. A method for calibrating an image scanner signal processing circuit by determining a scanner signal correction

factor required to compensate for nonuniformity among imaging pixels of a scanning array, the method comprising
the steps of:

sequentially setting the signal processing circuit at first and second correction factors for all imaging pixels
of the scanner array;

sequentially scanning first and second reference sources representing high and low scanner output signal
values to derive first and second scanner signal samples from the first and second reference sources, respectively,
for the first correction factor and to derive third and fourth scanner signal samples from the first and second reference
sources, respectively, for the second correction factor; and

applying a target correction factor to the signal processing circuit for each individual imaging pixel determined
from (a) a desired difference between samples obtained for the individual imaging pixel by scanning the first and
second reference sources, (b) the first correction factor for the individual imaging pixel, (c) the second correction
factor for the individual imaging pixel, and (d) the first through fourth signal samples for the given imaging pixel.

A method for calibrating an image scanner signal processing circuit to determine scanner signal gain correction
required to compensate for nonuniformity among imaging pixels of a scanning array, the method comprising the
steps of:

a. setting a first value of scanner signal gain correction for all imaging pixels of the array;

b. scanning a first reference source which represents a maximum scanner signal output to derive individual
pixel samples and storing the samples in a first storage means;

¢. scanning a second reference source which represents a minimum signal and storing the samples in a second
storage means;

d. setting the gains for all elements of the array to second values;

e. scanning a first reference source which represents a maximum signal and storing the samples in a third
storage means;

f. scanning a second reference source which represents a minimum signal and storing a samples in a fourth
storage means;

g. calculating a gain correction value for each element of the array based on a desired difference between
samples obtained by scanning the first and second reference sources, the first gain value of the given array
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element, the second gain value for the given array element, and the samples for the given array element from
the first, second, third, and fourth storage means.

3. The method in claim 1 wherein the calculation of the gain for each element of the array is:

YGT'(YG1A'YG1B) (D -Dgy)
(YGZA B YGZB) B (YG1A B YG1B) G2 a1

Dgr=Dgi+

where, for each scanning array element:

Yt represents the desired difference between samples from the maximum and minimum reference sources,
Dg1 represents the first gain value,

Do represents the second gain value,

Ya1a represents the sample from the first storage means,

Yag1 represents the sample from the second storage means,

Yaoa represents the sample from the third storage means,

Yqaop represents the sample from the fourth storage means, and

DgT represents the gain correction required.

The method of claim 2 wherein the gain determination method is repeated one or more times with first gain values
set to the gain correction values calculated during the just previous iteration.

The method of claim 3 wherein the gain determination method is repeated one or more times with first gain values
set to the gain correction values calculated during the just previous iteration.

A method for determining offset correction of a scanner array signal processing circuit required to compensate for
nonuniformity in imaging pixels of the scanning array, wherein the offset correction is determined by:

a. setting the input offsets for all pixels of the array to a first offset value.

b. scanning a first reference source to derive first samples on a pixel-by pixel basis and calculating a first average
of the first samples;

c. setting the input offsets for all pixels of the array to a second offset value;

d. scanning the first reference source again to get second samples and calculating a second average of the
second samples;

e. calculating the effectiveness of offset control of the the signal processing circuit by dividing a difference
between tee first and second sample averages by a difference between the first and second offset values;

f. setting input offset correction for all pixels of the array to third values;

g. scanning a second reference source to get third samples which represent a predetermined signal level and
storing the third samples in a storage means;

h. calculating a third offset correction value for each pixel of the scanning array based on a desired sample to
be obtained by scanning the second reference source, the third offset value for the given array pixel, the third
simple from the storage means, and the calculated effectiveness of the offset control.

The method of claim 6 wherein steps f, g, and h are repeated one or more times with third offset values set to the
offset correction values calculated during the just previous iteration.

The method of claim 6 wherein the first reference source is a test voltage generated independently of the scanning
array.

A method according to claim 1 for determining gain correction required for nonuniformity in imaging pixels of a
scanning array which is directed to sampling an image by detecting light transmitted from a light source through an
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image, wherein the gain correction is determined by scanning the light source in the absence of any image at a first
exposure duration, and actual scanning of images takes place at a second exposure duration.

10. The method of claim 9 wherein the second exposure duration is determined by multiplying the first exposure duration
by a predetermined value.

11. The method of claim 9 wherein the first exposure duration is determined by:
a. setting an exposure duration to a first value;
b. scanning the light source in the absence of any image and calculating an average of the samples;

c. calculating the setting of a new exposure duration as a function of the first value of exposure duration, the
calculated average of the samples, and a predetermined desired average; and

d. repeating steps b and ¢, if needed, until the predetermined desired average is achieved.
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