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Description

This invention relates an encoding apparatus using
orthogonal transformation.

Generally, when video signals are to be recorded or
transmitted, a method of reducing information amount
by the high efficiency encoding technology has been
used as a powerful means because the information
amount is extremely large. Here, as an example of the
compression high efficiency encoding technology, there
has been known orthogonal transformation such as, for
example, the Hadamard transformation and discrete co-
sine transformation (DCT). With the orthogonal trans-
formation encoding technology, inputted video signals
are blocked, frequency-divided in block unit to obtain
frequency components and the frequency components
thus obtained are respectively encoded, thus reducing
the information amount to be allocated to the high fre-
quency component with less influence on visual deteri-
oration. As a result, the information amount of the orig-
inal video signal can be reduced.

However, a conventional encoding apparatus has
the following problems;

The accuracy of orthogonal transformation de-
pends on the output word length after orthogonal trans-
formation. On the one hand, when the output word
length is large, the accuracy of transformation is im-
proved, and though deterioration due to transformation
or inverse transformation becomes small, the number
of quantizers and the scale of an encoding table to be
used become large for the reason that dynamic range
becomes large, resulting in the increase of the circuit
scale for encoding. On the other hand, when the output
word length of orthogonal transformation is small, for the
reason that the dynamic range becomes small, the cir-
cuit scale for encoding can be made small, but an
enough accuracy cannot be obtained in performing
transformation and inverse transformation.

In addition, referring to the quantizers to be used,
the number of them becomes large, and the accuracy
of encoding can be improved by selecting the quantiza-
tion width finely. However, when m quantizers are used,
it is required to calculate the data amount when m kinds
of quantization are carried out for each block, which
means that the circuit scale for encoding becomes large
with an increase in the kind of quantizer to be used.

EP-A-0385654 discloses a coding apparatus which
examines the dynamic range of a sequence of block co-
efficients and establishes a quantizing method for each
of the coefficients so as to keep within the maximum lim-
its defined by the run-length encoding, but has the dis-
advantage of using a complicated coding process for
quantizing and coding the coefficients due to the variety
of different encoding techniques required depending on
the quantity of data in each sequence.

EP-A-026759 discloses an image encoding system
which evaluates histograms for information quantity in
sequence of blocks when quantized in accordance with
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various coding characteristics. This has the advantage
that the various redundancies in the image can be em-
ployed to reduce the quantity of data required in the run
length encoded signal, but has the disadvantage of re-
quiring complex and numerous quantizing circuits.

An object of this invention is to provide an encoding
apparatus in which the accuracy of orthogonal transfor-
mation can be ensured by increasing the output word
length of orthogonal transformation and yet the circuit
scale for encoding can be practically reduced.

In order to attain the above-mentioned object, an
encoding apparatus of this invention comprises a

large blocking means for collecting sampled values
of an input signal to obtain large blocks of sampled
values;

small blocking means for dividing each of said large
blocks into a plurality of small blocks;

orthogonal transformation means for orthogonally
transforming sampled values of each of said plural-
ity of small blocks to obtain orthogonal components;
quantization means for quantizing said orthogonal
components to obtain quantized data; and
encoding means for encoding the quantized data,
characterized in that said quantization means com-
prises:

m quantization means for quantizing the orthogonal
components obtained by said orthogonal transfor-
mation means with m kinds of quantization widths,
where m is an integer larger than |;

quantization table selection means having a plural-
ity of quantization tables each showing a combina-
tion of n stages of quantization means selected from
said m quantization tables for each of said small
blocks, where n is an integer larger than m;

data amount calculation means for calculating a da-
ta amount after quantization of each of said small
blocks by the n stages of quantization means in a
corresponding selected quantization table;
quantization means selection means for selecting,
using the data amount obtained by said data
amount calculation means, an optimum quantiza-
tion width for each of said small blocks to make a
data amount in each of said blocks to be substan-
tially constant; and

quantization means for quantizing said orthogonal
components using said optimum quantization width
selected by said quantization means selection
means.

the orthogonal components obtained by the orthogonal
transformation circuit, a first quantizer circuit for quan-
tizing the orthogonal components only when an ampli-
tude detected by the detection circuit exceeds a prede-
termined value, a second quantizer circuit for quantizing
the data obtained by the first quantizer circuit in accord-
ance with the amplitudes detected by the detection cir-
cuit, and an encoder circuit for encoding data obtained
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by the second quantizer circuit.

With the arrangements as shown above, an encod-
ing apparatus of the invention detects a value maxAC
of the orthogonal components after orthogonal transfor-
mation, and for a block in which the value max AC ex-
ceeds a predetermined value, a first quantization is per-
formed to limit the dynamic range, and a second quan-
tization is made to perform encoding. Next, for a block
in which the value maxAC does not exceed the prede-
termined value, the second quantization is directly per-
formed to perform encoding.

In addition, by calculating the data amount after en-
coding in advance, quantization is performed using an
optimum quantizer circuit, and by selecting a table
showing a combination of n stages of quantizer circuits
selected from m quantizer circuits for every small block,
the data amount after encoding is calculated.

Fig. 1 is a block diagram of an encoding apparatus
of a different type to that of the present invention.

Fig. 2 is an explanatory diagram of a method of re-
arranging a re-arranging circuit shown in Fig. 1.

Fig. 3 is a block diagram of an adaptive quantizer
circuit shown in Fig. 1.

Fig. 4 is a block diagram of an encoding apparatus
according to a first embodiment of this invention.

Fig. 5 is a block diagram of an encoding apparatus
according to a second embodiment of this invention.

Fig. 6 is a block diagram showing another method
of dynamic range detection.

Embodiments of this invention will be described be-
low by referring to the drawings attached.

Fig. 1 is a block diagram of an encoding apparatus
of a different type to that of the present invention. This
encoding apparatus has an input terminal of input sam-
ples, a blocking circuit 2, an orthogonal transformation
circuit 3 whose output word length is m bits, a maxAC
detection circuit 4 for detecting a value maxAC of the
orthogonal components orthogonally transformed for
every block, classified information 5 determined by the
maxAc detection circuit 4, a re-arranging circuit 6 for re-
arranging the orthogonal components in successive or-
der from the lowest frequency component as shown in
Fig. 2, a quantizer 7 for quantizing the orthogonal com-
ponents from m to (m-1) bits, a switching circuit 8 for
selecting the orthogonal components expressed by m
bits or an orthogonal component quantized to (m-1) bits
in accordance with the classified information 5, an adap-
tive quantizer 9 for quantizing the orthogonal compo-
nents selected by the switching circuit 8 in accordance
with the classified information 5, a variable length en-
coding circuit 10 for performing the variable length en-
coding of the data quantized by the adaptive quantizer
9 and adding the classified information 5 thereto in block
unit and outputting, and an output terminal 11 of the var-
iable length data thus encoded.

The operation of the encoding apparatus shown in
Fig. 1 will be explained below. The orthogonal transfor-
mation circuit 3 performs the orthogonal transformation
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in block unit and outputs the results thus obtained with
a word length of m bits. Successively, the re-arrange-
ment of the orthogonal components thus transformed is
carried out simultaneously with the detection of the max
AC value thereof. In this case, the operation of the max
AC detection circuit 4 will be explained first. The max
AC detection circuit 4 detects the maximum value of the
absolute value of the amplitudes of the orthogonal com-
ponents excepting the direct-current component and
classifies each block into four classes as shown in Table
1 in accordance with the maximum value thereof thus
detected. In Tab. 1, AO, A1 and A2 each is a threshold
of classification, and the order of their magnitudes is
AO<A1<A2. Also, if the maximum value of the values
max AC when the word length of the orthogonal com-
ponents after orthogonal transformation is made of (m-
1) bits is expressed as MAX (m-1), the A2 threshold is
set so as to satisfy the following equation as;

A2 < MAX (m-1) (1)

As a result, the block having the smallest dynamic
range is classified into Class 0 and the block having the
largest dynamic range is classified into Class 3. And,
the blocks respectively classified in Classes 0, 1 and 2
are found from Equation (1) to be within the range where
the dynamic range is expressed by (m-1) bits.

Table 1
Class 0 Class 1 Class 2 Class 3
<AO0 AD=, <A1 | A1=, <A2 A2=

Next, quantization of the orthogonal components
rearranged by the re-arranging circuit 6 is carried out
using the classified information 5 determined by the pro-
cedures as shown above. The method of quantizing
them in accordance with the classified information 5 will
be explained below.

Qut of the blocks classified in these four classes,
for only those having the largest dynamic range classi-
fied into Class 3, the orthogonal components of m bits
are quantized by the quantizer 7 to those of (m-1) bits.
Such a process is carried out using the classified infor-
mation 5, the quantizer 7 and the switching circuit 8. In
which, for the blocks classified in Classes O to 2, the
switching circuit 8 is switched to the upper side to select
the components of m bits, and for the block classified in
Class 3, it is switched to the lower side to select the com-
ponents quantized to (m-1) bits. Next, thus selected
components are quantized by the adaptive quantizer 9.
The operation of the adaptive quantizer 9 will be con-
cretely shown below. Fig. 3 concretely shows a typical
arrangement of the adaptive quantizer 9 shown in Fig. 1.

In Fig. 3, 100 is an input terminal of the orthogonal
components selected by the switching circuit 8, 101 is
a data amount calculation circuit, 102 is a quantizer se-
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lection circuit, 103 is a buffer memory, 104 is aquantizer,
and 105 an output terminal of the quantized data. The
adaptive quantizer 9 collects plural blocks to form a
group and quantizes the components in group unit so
as notto exceed a predetermined data amount. Namely,
the orthogonal components inputted from the input ter-
minal 100 are stored in the buffer memory 102 and at
the same time, are subjected to the calculation of data
amount for a plurality of quantizers prepared in the data
amount calculation circuit 101. Next, the quantizer se-
lection circuit 102 selects an optimum quantizer based
on the results thus calculated, and the quantization of
them is carried out in the quantizer 104 using the opti-
mum quantizer thus selected. Here, the classification of
each block is already determined as shown above, so
that different methods of quantization are used in one
group depending on the class. Table 2 shows an exam-
ple of quantization method by class, in which the numer-
als at the left end indicate quantization steps and the
numerals shown inside each indicates the number of
bits of an output signal for the input signal of n bits. As
a result, the quantization is carried out successively
from the first step for each block of four classes, so that
the quantization is carried out at the finest degree for
the blocks classified in Class 0 and at coarser degrees
for those classified in Classes 1, 2 and 3 in this order.
Here, in Classes 0, 1 and 2, the input word length to the
quantizer 7 is m bits and on the other hand, in Class 3,
it is (m-1) bits, so that the actual output word lengths
from the adaptive quantizer 9 become as shown in Table
3.

Table 2
Class 0 | Class 1 | Class 2 | Class 3
1 n n n n
2 n n n n-1
3 n n n-1 n-2
4 n n-1 n-2 n-3
5 n-1 n-2 n-3 n-4
6 n-2 n-3 n-4 n-4
7 n-3 n-4 n-4 n-4
8 n-4 n-4 n-4 n-4
Table 3
Class 0 | Class 1 | Class2 | Class 3
1 m m m m-1
2 m m m m-2
3 m m m -1 m-3
4 m m -1 m-2 m-4
5 m -1 m-2 m-3 m-5
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Table 3 (continued)
Class 0 | Class 1 | Class 2 | Class 3
6 m-2 m-3 m-4 m-5
7 m-3 m-4 m-4 m-5
8 m-4 m-4 m-4 m-5

Finally, the data quantized by the adaptive quantiz-
er 9 are encoded by the variable length encoding circuit
10, in which from Equation (1) and Tables 2 and 3, the
dynamic range of the input data of the variable length
encoder circuit 10 for each class ranges from - MAX (m-
1) to + MAX (m-1). As a result, when considered upon
the size of a table for encoding in the encoder circuit, it
is not required to have a size accommodating to the dy-
namic range of an input with a word length of m bits, but
enough to have a size accommodating to the dynamic
range of an input with a word length of (m-1) bits.

As described above, with the apparatus of Figure
1, though the word length of the orthogonal components
after orthogonal transformation are m bits, for the block
whose dynamic range exceeds (m-1) bits, the quantiza-
tion is carried out in advance so as to make it within the
dynamic range of (m-1) bits, so that the dynamic range
of an input to the variable length encoder circuit is lim-
ited, resulting in reducing the circuit scale thereof. In ad-
dition, for a block which has a small dynamic range and
fine detail, it can be processed accurately with the word
length of m bits.

Fig. 4 is a block diagram of an encoding apparatus
according to a first embodiment of this invention. This
encoding apparatus has an input terminal 200 of input-
ted samples, a large blocking circuit 201, a small block-
ing circuit, 202 an orthogonal transformation circuit 203,
adynamic range detection circuit 204 for detecting a dy-
namic range of the orthogonal components orthogonally
transformed for every block, quantizers 205, 206, 207
and 208 different in quantization width from each other,
data amount calculation circuits 209, 210, 211 and 212
each for calculating the data amount when encoded the
orthogonal components quantized for every small block
by the corresponding one of the quantizers 205, 206,
207 and 208, a quantizer table selection circuit 213 for
selecting from the tables prepared in advance one table
comprising n quantizers having the quantizers 205, 206,
207 and 208 combinedly used in accordance with the
detection result of dynamic range by the dynamic range
detection circuit 204, a memory 214 for storing the data
amount when quantized and encoded by the n quantiz-
ers selected by the quantizer table selection circuit 213,
a data amount calculation circuit 215 for calculating the
data amount of large block unit, a quantizer selection
circuit 216 for selecting an optimum quantizer for every
small block based on the calculation result of the data
amount calculated by the data amount calculation circuit
215, a buffer memory 217 for delaying the orthogonal
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components until the optimum quantizer is determined,
a quantizer 218 for quantizing the orthogonal compo-
nents to be actually transmitted, a variable length en-
coder circuit 219, and an output terminal 220 of the data
thus subjected to variable length encoding. The opera-
tion of the second embodiment will be explained below.

After orthogonal transformation in small block unit
by the orthogonal transformation circuit 203, the dynam-
ic range detection circuit 204 detects the dynamic range
of the orthogonal components excepting the direct-cur-
rent component and each small block is classified into
any of the four classes according to the result thus de-
tected. Thereafter, quantization method is switched in
small block unit according to the class thus obtained, a
concrete method of which will be shown below.

First, it is supposed that the blocks are classified
into four classes consisting of Class a, Class b, Class ¢
and Class d successively from the block having a small-
er dynamic range, and the quantizers 205, 206, 207 and
208 are respectively expressed as Q1, Q2, Q3 and Q4
in which the quantization width is smallest of Q1 and it
becomes larger in the order of Q2, Q3 and Q4. Next, by
combining Q1, Q2, Q3 and Q4, a basic table is prepared
which consists of 8-stages of quantizations as shown in
Table 4. Inthe basic table as shown in Table 4, the quan-
tizer has a finer quantization as the stage number be-
comes smaller. In actual quantization, based on the ba-
sic table shown in Table 4, an offset value is added in
accordance with the block determined by the dynamic
range detection circuit 204 thereto to prepare four kinds
of tables as shown in Table 5, performing quantization
using each kind of table. In Table 5, the table of Class d
is equal to the basic table shown in Table 4, and in the
order of Class ¢, Class b and Class a, it becomes atable
having one offset value added additionally. Namely, the
small block having smaller dynamic range is subjected
to finer quantization, and on the other hand, the small
block having larger dynamic range is subjected to coars-
er quantization.

Table 4

1 Qi
Q2
Q2
Q2
Qs
Qs
Qs
Q4
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Table 5
a b c d
1 Q1 Q1 Q1 Q1
2 Q1 Q1 Q1 Q2
3 Q1 Q1 Q2 | Q2
4 Q1 Q2 | Q2 | @2
5 Q2| Q2 | @2 | Q8
6 Q2| Q2 | @3 | Q8
7 Q2| Q3 | @3 | Q8
8 Q3 | Q3 | @3 | Q4

Next, the table selection circuit 213 determines the
data amount after encoding when quantization is made
based on the table shown in Table 5 for all small blocks
in a large block using the quantizers 209, 210, 211 and
212 in accordance with the class already determined
and stores the result thus determined in the memory
214. For example, if a large block comprises k small
blocks, a data amount of each small block as expressed
as Sij (i ; number of small block, j ; quantizer to be used)
in Tab. 6 is stored in the memory 214. In Table 6, the
horizontal line indicates an arrangement of K small
blocks and a class into which each of them is classified
and the vertical line indicates the quantization steps
shown in Table 5.

Table 6
a b c d
S(1,Q1) | S(2,Q1) | S(3,Q1) S (k,Q1)
S(1,Q1) | S(2,Q1) | S(3,Q1) S (k,Q2)
S(1,Q1) | S(2,Q1) | S(3,Q2) S (k,Q2)
S(1,Q3) | S(2,Q3) | S(3,Q3) S (k,Q4)

From the data amount for every small block ob-
tained as above, the data amount calculation circuit 215
calculates the data amount in large block unit and the
quantizer selection circuit 216 compares the data
amount in large block unit thus calculated with a data
amount being set in advance to determine an optimum
quantization width for every small block. Based on the
quantization width thus obtained, the quantizer 218
quantizes the orthogonal components stored in the buff-
er memory 217 and the variable length encoder circuit
219 encodes them in a variable length manner.

As explained above, in accordance with embodi-
ment, encoding is carried out by selecting a table con-
sisting of n steps of quantization having m quantizers
combined used, so that the quantization can be per-
formed with a good-accuracy using the small number of



9 EP 0737 015 A2 10

kinds of quantizers.

Fig. 5 is a block diagram of an encoding apparatus
according to a second embodiment of this invention, in
which the basic components to be used are the same
as those of the second embodiment excepting that a ta-
ble selection circuit 300 in this embodiment differs from
the table selection circuit 214 in the first embodiment.
Namely, in this embodiment, there takes a difference in
the offset value between the cases when an input signal
is classified in accordance with the dynamic range as a
luminance signal and when it is classified in accordance
with the dynamic range as a chrominance signal. For
example, when the input signal is a luminance signal,
the table shown in Table 5 is used and when it is a
chrominance signal, the table shown in Table 7 is used.
As a result, the chrominance signal is subjected to
coarse quantization than the luminance signal.

Table 7
a b c d
Q1 Q1 Q1 Q1
Q1 Q1 Q2 | Q2
Q1 Q2| Q2 | @2
Q2 | @2 | Q2 | Q2
Q2 | @2 | Q3 | Q3
Q2 | Q3| Q3 | Q3
Q3 | Q3 | Q3 | Q3
Q3 | Q3 | Q4 | Q4

—_

olN|O|lO]l bl

As explained above, in accordance with this em-
bodiment, as the chrominance signal is inconspicuous
in visual deterioration compared with the luminance sig-
nal, the visual deterioration as the whole of an input sig-
nal is also inconspicuous.

In addition, Fig. 6 is a block diagram showing an-
other method of the dynamic range detection, in which
before performing orthogonal transformation, a dynamic
range detection circuit 400 determines the dynamic
range for every small block.

As described above, in accordance with this inven-
tion, encoding can be performed accurately with the re-
duced number of kinds of quantizer, resulting in provid-
ing great practical effects.

Claims
1.  An encoding apparatus comprising:

large blocking means (201) for collecting sam-
pled values of an input signal (200) to obtain
large blocks of sampled values;

small blocking means (202) for dividing each of
said large blocks into a plurality of small blocks;
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orthogonal transformation means (203) for or-
thogonally transforming sampled values of
each of said plurality of small blocks to obtain
orthogonal components;

quantization means (204-218) for quantizing
said orthogonal components to obtain quan-
tized data; and

encoding means (219) for encoding the quan-
tized data, characterized in that said quantiza-
tion means (204-218) comprises:

m quantization means (205-208) for quantizing
the orthogonal components obtained by said
orthogonal transformation means with m kinds
of quantization widths, where m is an integer
larger than |;

quantization table selection means (213) hav-
ing a plurality of quantization tables each show-
ing a combination of n stages of quantization
means selected from said m quantization ta-
bles for each of said small blocks, where n is
an integer larger than m;

data amount calculation means (215) for calcu-
lating a data amount after quantization of each
of said small blocks by the n stages of quanti-
zation means in a corresponding selected
quantization table;

quantization means selection means (216) for
selecting, using the data amount obtained by
said data amount calculation means (215), an
optimum quantization width for each of said
small blocks to make a data amount in each of
said blocks to be substantially constant; and
quantization means (218) for quantizing said
orthogonal components using said optimum
quantization width selected by said quantiza-
tion means selection means (216).

An encoding apparatus according to claim 1,
wherein said quantization table selection means
(213) selects a quantization table in accordance
with a dynamic range of each of said plurality of
small blocks before or after orthogonal transforma-
tion.

An encoding apparatus according to claim 1 or 2,
wherein said quantization table selection means
(213) selects quantization tables which are different
from each other depending on whether said input
signal (200) is either a luminance signal or a chromi-
nance signal.
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