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(57)  A  data  transfer  apparatus  for  DMA-transferring 
stream  data  between  a  memory  and  each  of  n  ports. 
The  data  transfer  apparatus  includes:  an  address  coun- 
ter  for  storing  a  start  address  of  a  memory  area  between 
which  and  a  port  a  next  piece  of  stream  data  is  DMA- 
transferred;  a  data  counter  for  storing  a  size  of  the  next 
piece  of  stream  data;  n  chain  address  counters  each  for 
storing  an  address  of  a  memory  area  storing  a  certain 
command  list;  a  port  selecting  unit  for  selecting  one  port; 
a  command  list  transferring  unit  for,  each  time  the  port 
selecting  unit  selects  a  port,  obtaining  a  command  list 
according  to  a  chain  address  counter  corresponding  to 
the  selected  port,  transferring  a  start  address  in  the  com- 
mand  list  to  the  address  counter,  transferring  a  size  in 
the  command  list  to  the  data  counter,  transferring  the 
command  to  the  port  selecting  unit,  and  updates  the 
chain  address  counter;  a  stream  data  transferring  unit 
for  DMA-transferring  a  piece  of  stream  data  between  the 
selected  port  and  the  memory  area  specified  by  the  ad- 
dress  counter.  After  the  stream  data  transferring  unit 
completes  a  DMA  transfer,  the  port  selecting  unit,  based 
on  a  predetermined  order  and  the  command,  selects  a 
new  port  or  a  current  port.  Each  time  the  command  list 
transferring  unit  transfers  the  size  to  the  data  counter, 
the  stream  data  transferring  unit  DMA-transfers  a  piece 
of  stream  data  between  the  selected  port  and  the  mem- 
ory  area  specified  by  the  address  counter. 
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Description 

BACKGROUND  OF  THE  INVENTION 

(1  )  Field  of  the  Invention 

This  invention  relates  to  a  data  transfer  apparatus 
or  a  data  transfer  system  for  arbitrating  a  plurality  of  I/ 
O  ports  in  data  transfers,  specifically  to  a  data  transfer 
apparatus  or  a  data  transfer  system  which  transfers 
stream  data  in  certain  units  between  a  plurality  of  I/O 
ports  and  a  plurality  of  corresponding  storage  areas  with 
the  DMA  (Direct  Memory  Access)  method. 

(2)  Description  of  the  Prior  Art 

Data  transfer  systems,  which  input/output  stream 
data  such  as  video  data  to/from  a  plurality  of  users,  pro- 
vide  a  demand-type  service  in  which  specified  pieces  of 
stream  data  are  transferred  based  on  transfer  requests 
specifying  users. 

Such  data  transfer  systems  include  mass  storages 
such  as  HDDs  (Hard  Disk  Drives)  or  optical  disk  drives 
for  storing  large  amounts  of  stream  data.  A  piece  of 
stream  data  specified  by  a  user  is  transferred  from  the 
mass  storages  via  a  channel,  or  vice  versa.  The  chan- 
nels  are  achieved  by  I/O  ports  which  are  respectively 
assigned  to  the  users  and  used  for  transferring  the 
stream  data. 

FIG.1  is  a  block  diagram  showing  a  conventional 
data  transfer  system. 

The  conventional  data  transfer  system  is  composed 
of  CPU  10,  memory  11,  system  bus  12,  SCSI  interface 
1  3,  HDDs  1  4a,  1  4b,  1  4c,  and  1  4d,  and  stream  interfaces 
50a,  50b,  50c,  and  50d.  The  drawing  also  shows  exter- 
nal  units:  video  monitors  16a,  16b,  and  16c,  and  video 
cassette  recorder  17. 

CPU  10  generates  commands  required  for  transfer- 
ring  specified  pieces  of  stream  data  based  on  the  trans- 
fer  requests  for  respective  users  and  stores  the  com- 
mands  in  memory  11.  CPU  10  also  transfers  the  com- 
mands  from  memory  11  to  stream  interface  50a,  50b, 
50c,  or  50d. 

Memory  11  stores  the  commands  generated  by 
CPU  1  0  and  temporarily  stores  stream  data  during  data 
transfers. 

System  bus  12  is  connected  to  CPU  10,  memory 
1  1  ,  system  bus  1  2,  SCSI  interface  1  3,  and  stream  inter- 
faces  50a,  50b,  50c,  and  50d  and  is  used  for  transferring 
the  stream  data  and  the  commands  between  these 
units.  System  bus  1  2  is  achieved,  for  example,  by  a  PCI 
(Peripheral  Component  Interconnect)  bus  which  is  a  lo- 
cal  bus  standard.  The  bus  width  of  the  PCI  bus  is  32  bits 
or  64  bits  and  the  operating  frequency  is  33MHz.  When 
the  bus  width  is  32  bits  and  the  operating  frequency  is 
33MHz,  for  example,  the  data  transfer  performance  of 
the  PCI  bus  is  133MB/S. 

SCSI  interface  13  is  connected  to  system  bus  12 

and  HDDs  14a,  14b,  14c,  and  14d.  SCSI  interface  13, 
on  receiving  a  command  from  CPU  1  0  which  is  required 
for  transferring  stream  data,  transfers  the  stream  data 
between  memory  11  and  each  HDD  via  system  bus  12, 

5  based  on  the  command. 
HDDs  14a,  14b,  14c,  and  14d  store  stream  data. 
Stream  interface  50a  is  connected  to  system  bus 

12  and  video  monitor  16a.  Stream  interface  50b  is  con- 
nected  to  system  bus  1  2  and  video  monitor  1  6b.  Stream 

10  interface  50c  is  connected  to  system  bus  1  2  and  video 
monitor  16c.  Stream  interface  50d  is  connected  to  sys- 
tem  bus  12  and  video  monitor  16d. 

Each  stream  interface,  on  receiving  a  command  re- 
quired  for  transferring  the  stream  data  from  CPU  10, 

is  transfers  the  stream  data  between  memory  1  1  and  each 
external  unit  via  system  bus  12,  based  on  the  command. 
The  connection  between  each  stream  interface  and 
each  external  unit  conforms  to,  for  example,  IEEE1394 
which  is  a  standard  for  serial  digital  transfer.  The  IEEE 

20  standard  allows  data  transfer  at  a  rate  of  100Mbps  at 
the  maximum.  That  means,  it  has  enough  capacity  for 
transferring  image  information  at  a  rate  of  30Mbps. 

In  general,  the  SCSI  interface  13  and  the  stream 
interfaces  use  the  DMA  transfer  method  for  transferring 

25  data. 
Japanese  Laid-Open  Patent  Application  No. 

5-  151146  ("DMA  Transfer  Method")  discloses  a  DMA 
transfer  method.  This  conventional  technique  includes 
a  means  for  tracing  an  address  and  a  data  length  for  the 

30  data  transfer  next  in  order  so  that  a  plurality  of  DMA 
transfers  are  executed  with  only  one  activation  of  CPU. 
Such  a  "chained"  DMA  transfer  is  suitable  for  sequen- 
tially  transferring  a  large  amount  of  high  bit-rate  stream 
data,  such  as  image  information. 

35  Japanese  Laid-Open  Utility  Model  No.3-54058 
("DMA  Control  Circuit")  discloses  a  method  for  DMA- 
transferring  data  between  an  input/output  unit  and  a 
memory  which  is  managed  with  the  virtual  storage  meth- 
od.  Note  that  the  term  "DMA-transferring"  used  in  the 

40  present  description  indicates  transferring  data  with  the 
DMA  (Direct  Memory  Access)  method.  This  convention- 
al  technique  discloses  executing  a  "chained"  DMA 
transfer  which  enables  a  sequential  transfer  of  data 
stored  in  the  memory  managed  by  the  virtual  storage 

45  method. 
Japanese  Laid-Open  Patent  Application  No. 

6-  250965  ("Input/Output  Control  Apparatus")  discloses 
a  method  for  DMA-transferring  data  between  a  plurality 
of  input/output  units  and  a  memory.  This  conventional 

so  technique  discloses  holding  of  a  plurality  of  commands 
and  a  status,  which  improves  the  effectiveness  of  the 
process. 

Japanese  Laid-Open  Patent  Application  No. 
5-334232  ("DMA  Transfer  Control  Apparatus")  disclos- 

es  es  a  method  for  DMA-transferring  data  between  a  plu- 
rality  of  input/output  units  and  a  memory  achieved  by  a 
DRAM  (Dynamic  Random  Access  Memory  device).  This 
conventional  technique  discloses  presetting  of  the 
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number  of  accesses,  which  balances  the  amounts  of  da- 
ta  transferred  by  the  plurality  of  input/output  units  and 
the  memory,  increasing  the  memory  accesses  in  the 
high-speed  access  mode  which  is  provided  by  the 
DRAM,  and  improving  the  effectiveness  of  the  data 
transfer. 

The  above  conventional  data  transfer  system  has 
the  following  characteristics. 

Firstly,  for  the  data  transfers  between  an  HDD  and 
a  memory  or  between  a  memory  and  a  stream  interface, 
the  stream  data,  which  is  stored  in  sequence,  is  read  in 
units  of  blocks.  This  increases  the  effectiveness  in  data 
reading,  increases  the  amount  of  data  processed  for 
each  data  reading,  and  increases  the  data  transfer  rate 
as  a  whole,  where  the  data  transfer  rate  indicates  the 
amount  of  data  transferred  per  unit  time.  For  example, 
data  transfer  rate  of  20MB/s  is  achieved  by  an  HDD  with 
an  interface  conforming  to  the  Fast  Wide  SCSI  stand- 
ard.  Accordingly,  the  above  effects  reduce  the  time  pe- 
riod  during  which  the  system  bus  is  occupied  by  a  data 
transfer,  resulting  in  an  effective  use  of  the  system  bus. 

Secondly,  the  data  transfer  rate  in  each  channel  is 
lower  than  that  for  data  transfer  between  an  HDD  and 
a  memory  or  between  a  memory  and  a  stream  interface. 
For  example,  the  data  transfer  rate  for  image  informa- 
tion  compressed  under  the  MPEG1  standard  is  1  .5Mbps 
(=  0.1875MB/s).  Also,  the  data  transfer  rate  for  com- 
pressed  high-quality  image  information  is  about  30Mbps 
(=  3.75MB/S). 

The  above  data  transfer  rates  indicate  that  a  plural- 
ity  of  pieces  of  image  information  can  be  transferred  in 
parallel  by  one  data  transfer  system. 

Such  image  information  is  managed  in  units  of 
frames.  Generally  30  frames  of  image  information  cor- 
respond  to  the  images  reproduced  in  one  second.  Also, 
frame  pulses  are  used  for  indicating  each  separated 
frame. 

However,  the  above  conventional  technique  has  a 
few  problems.  That  is,  it  is  impossible  for  the  conven- 
tional  technique  to  secure  that  each  piece  of  the  stream 
data  is  output  to  each  of  a  plurality  of  I/O  ports  in  real 
time.  Also,  a  display  image  is  disturbed  if  the  transferred 
image  information  is  broken  for  more  than  a  certain  time 
period.  Especially,  this  tends  to  happen  when  a  plurality 
of  pieces  of  image  information  are  output. 

SUMMARY  OF  THE  INVENTION 

It  is  therefore  an  object  of  the  present  invention  to 
provide  a  data  transfer  apparatus  and  a  data  transfer 
system  which  transfer  stream  data  effectively  by  arbi- 
trating  a  plurality  of  I/O  ports  to  each  of  which  the  stream 
data  is  output  so  that  transferring  of  the  stream  data  is 
not  broken  for  more  than  a  certain  time  period. 

The  above  object  is  achieved  by  a  data  transfer  ap- 
paratus  for  DMA-transferring  stream  data  between  a 
memory  and  each  of  n  ports,  the  memory  including  a 
plurality  of  memory  areas  and  prestoring  command  lists 

which  each  include:  a  start  address  of  a  memory  area 
in  which  the  piece  of  stream  data  is  stored;  a  size  of  the 
piece  of  stream  data;  and  a  command  indicating  select- 
ing  a  current  port  or  a  new  port,  where  n  is  an  integer 

5  equal  to  or  greater  than  "2,  "  the  data  transfer  apparatus 
including:  an  address  counter  for  storing  a  start  address 
of  one  of  the  plurality  of  memory  areas  between  which 
and  a  port  a  piece  of  stream  data  next  in  order  is  DMA- 
transferred,  and  the  address  counter  is  used  for  each  of 

10  n  ports;  a  data  counter  for  storing  a  size  of  the  piece  of 
stream  data  next  in  order,  where  the  data  counter  is 
used  for  each  of  n  ports;  n  chain  address  counters  each 
for  storing  an  address  of  a  memory  area,  where  a  certain 
chain  address  counter  includes  an  address  of  a  memory 

is  area  in  which  a  certain  command  list  is  stored  and  the 
certain  command  list  includes:  an  address  correspond- 
ing  to  the  start  address  included  in  the  address  counter; 
and  a  size  corresponding  to  the  size  included  in  the  data 
counter,  where  the  n  chain  address  counters  respective- 

20  |y  correspond  to  the  n  ports;  a  port  selecting  unit  for  se- 
lecting  one  port;  a  command  list  transferring  unit  for, 
each  time  the  port  selecting  unit  selects  a  port,  obtaining 
a  command  list  stored  in  a  memory  area  specified  by  an 
address  stored  in  a  chain  address  counter  which  corre- 

25  sponds  to  the  port  selected  by  the  port  selecting  unit, 
transferring  a  start  address  included  in  the  command  list 
to  the  address  counter,  transferring  a  size  included  in 
the  command  list  to  the  data  counter,  transferring  the 
command  included  in  the  command  list  to  the  port  se- 

30  lecting  unit,  and  updates  the  address  stored  in  the  chain 
address  counter;  a  stream  data  transferring  unit  for 
DMA-transferring  a  piece  of  stream  data  of  the  size  in- 
cluded  in  the  data  counter  between  the  port  selected  by 
the  port  selecting  unit  and  the  memory  area  specified 

35  by  the  start  address  included  in  the  address  counter, 
where  after  the  stream  data  transferring  unit  completes 
a  DMA  transfer,  the  port  selecting  unit,  based  on  a  pre- 
determined  order  and  the  command  obtained  by  the 
command  list  transferring  unit,  selects  a  new  port  or  a 

40  current  port,  where  each  time  the  command  list  trans- 
ferring  unit  transfers  the  size  to  the  data  counter,  the 
stream  data  transferring  unit  DMA-transfers  a  piece  of 
stream  data  between  the  port  selected  by  the  port  se- 
lecting  unit  and  the  memory  area  specified  by  the  start 

45  address  stored  in  the  address  counter,  where  the  piece 
of  stream  data  is  of  the  size  stored  in  the  data  counter. 

BRIEF  DESCRIPTION  OF  THE  DRAWINGS 

so  These  and  other  objects,  advantages  and  features 
of  the  invention  will  become  apparent  from  the  following 
description  thereof  taken  in  conjunction  with  the  accom- 
panying  drawings  which  illustrate  a  specific  embodi- 
ment  of  the  invention.  In  the  drawings: 

55 
FIG.1  is  a  block  diagram  showing  a  conventional 
data  transfer  system; 
FIG.  2  is  a  block  diagram  showing  the  data  transfer 

3 
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system  of  the  present  invention  in  Embodiment  1  ; 
FIG.3A  shows  buffer  areas  in  memory  11  in  which 
stream  data  is  temporarily  stored; 
FIG.3B  shows  the  construction  of  the  chain  list 
stored  in  memory  11  ; 
FIG.  4  shows  operations  specified  by  the  DMA  com- 
mand  bits; 
FIG.  5  is  a  block  diagram  showing  the  construction 
of  multi-stream  interface  15; 
FIG.6A  shows  the  construction  of  DMA  register  22; 
FIG.6B  shows  the  fields  of  control  register  22g; 
FIG.  7  shows  the  construction  of  bus  controller  21  ; 
FIG.  8  shows  the  fields  of  buffer  command  22p  gen- 
erated  by  the  buffer  command  generating  unit; 
FIG.  9  shows  the  construction  of  BFIFO  23; 
FIG.  10  shows  the  construction  of  buffer  interface 
31; 
FIG.  11  shows  the  construction  of  buffer  register  32; 
FIG.  12  shows  the  construction  of  buffer  33a; 
FIG.  13  shows  control  line  FP  44a; 
FIG.  14  is  a  flowchart  of  the  operation  of  CPU  10 
when  stream  data  is  transferred  in  the  data  transfer 
system  of  the  present  invention; 
FIG.  15  is  a  flowchart  of  the  operation  of  bus  con- 
troller  21  when  stream  data  is  transferred  in  the  data 
transfer  system  of  the  present  invention; 
FIG.  16  is  a  flowchart  of  the  operation  of  buffer  con- 
troller  30  for  the  bus  conversion  for  stream  data  in 
the  data  transfer  system  of  the  present  invention; 
FIG.  17  shows  a  simultaneous  operation  of  a  plural- 
ity  of  ports  when  DMA  controller  20  of  the  present 
invention  is  used; 
FIG.18A  shows  the  chain  lists  used  for  DMA-trans- 
ferring  the  stream  data  to  port  41a; 
FIG.18B  shows  the  chain  lists  used  for  DMA-trans- 
ferring  the  stream  data  to  port  41  b; 
FIG.18C  shows  the  chain  lists  used  for  DMA-trans- 
ferring  the  stream  data  to  port  41c;  and 
FIG.18D  shows  the  chain  lists  used  for  DMA-trans- 
ferring  the  stream  data  to  port  41  d. 

DESCRIPTION  OF  THE  PREFERRED 
EMBODIMENTS 

<Embodiment  1> 

System  Construction 

FIG.  2  is  a  block  diagram  showing  the  data  transfer 
system  of  the  present  invention  in  Embodiment  1  . 

The  data  transfer  system  is  constructed  the  same 
as  the  conventional  technique  shown  in  FIG.  1  ,  except 
that  the  present  data  transfer  system  includes  stream 
interfaces  50a,  50b,  50c,  and  50d  and  multi-stream  in- 
terface  15.  Accordingly,  the  following  description  is 
mainly  on  the  multi-stream  interface  1  5,  omitting  the  de- 
scription  of  the  common  parts. 

Note  that  ports  41  a,  41  b,  41  c,  and  41  d  connect  the 

data  transfer  system  with  respective  corresponding  ex- 
ternal  units. 

The  following  description  deals  with  a  case  in  which 
stream  data  is  transferred  to  an  external  unit  from  the 

5  data  transfer  system  based  on  a  request  to  transfer  the 
stream  data  to  a  user. 

Suppose  HDD  14a,  14b,  14c,  or  14d  prestores 
stream  data. 

CPU  1  0  generates  an  HDD  command  for,  based  on 
10  a  request  to  transfer  a  piece  of  stream  data  to  a  user, 

DMA-transferring  the  specified  piece  of  stream  data 
from  HDD  14a,  14b,  14c,  or  14d  to  memory  11  in  one 
frame  unit,  temporarily  stores  the  generated  HDD  com- 
mand  in  memory  11,  and  then  DMA-transfers  the  HDD 

is  command  to  SCSI  interface  1  3.  CPU  1  0  also  generates 
commands  for  respective  external  units  and  a  command 
list  for  DMA-transferring  the  one  frame  of  the  piece  of 
stream  data  from  memory  11  to  a  specified  external  unit, 
and  stores  the  generated  commands  and  command  list 

20  into  memory  1  1  .  The  SCSI  interface  1  3,  on  receiving  the 
HDD  command,  DMA-transfers  the  specified  piece  of 
stream  data  from  HDD  1  4a,  1  4b,  1  4c,  or  1  4d  to  memory 
11  in  one  frame  unit.  After  this,  CPU  10  transfers  the 
commands  for  respective  external  units  from  memory 

25  11  to  multi-stream  interface  15  when  multi-stream  inter- 
face  1  5  is  ready  to  transfer  the  one  frame  of  the  stream 
data  to  a  corresponding  internal  buffer. 

CPU  10  repeats  the  above  procedure  for  each 
frame  until  all  frames  of  the  specified  piece  of  stream 

30  data  are  transferred. 
CPU  10  executes  the  above  operations  in  parallel 

for  each  external  unit  connected  to  the  data  transfer  sys- 
tem. 

The  command  list  and  multi-stream  interface  15  are 
35  described  in  detail  later. 

An  external  unit  transmits  the  stream  data  to  HDD 
14a,  14b,  14c,  or  14d  with  the  above  procedure  re- 
versed. 

FIG.3A  shows  buffer  areas,  formed  in  memory  11, 
in  which  the  stream  data  is  temporarily  stored. 

Stream  data  A  61  a,  B  61  b,  and  C  61  c  in  the  drawing 
indicate  the  stream  data  having  been  DMA-transferred 
into  memory  1  1  .  Note  that  the  stream  data  A61  a,  B61  b, 
and  C61  c  formed  a  sequence  of  stream  data  before  they 
were  transferred  into  memory  11. 

The  start  addresses  A  62a,  B  62b,  and  C  62c  indi- 
cate  respective  start  addresses  of  stream  data  A61a, 
B61b,  and  C61c. 

The  data  sizes  A  63a,  B  63b,  and  C  63c  indicate 
respective  data  sizes  of  stream  data  A61a,  B61b,  and 
C61c. 

It  is  supposed  that  an  operating  system  (OS)  for 
multi  tasks  and  multi  users,  such  as  UNIX,  is  used  in  the 
present  embodiment.  Under  such  an  OS,  memory  11  is 
managed  with  the  virtual  storage  management  in  units 

40  Construction  of  Buffer  Areas  in  Memory  11 

45 

50 
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of  pages,  with  the  size  of  one  page  4KB.  Accordingly, 
the  storage  area  of  memory  11  is  divided  into  4KB-are- 
as.  The  lower  12  bits  of  the  start  address,  which  is  rep- 
resented  by  bytes,  are  all  "0"  and  the  upper  20  bits  in- 
dicate  a  page  address. 

Command  List 

FIG.3B  shows  the  construction  of  the  chain  list 
stored  in  memory  11  . 

The  chain  list  is  composed  of  a  plurality  of  command 
lists  arranged  in  order,  as  shown  in  the  drawing. 

The  command  list  A  64a  includes  start  address  A 
65a,  datasize  A67a,  and  DMAcommand  bit  A66a.  Sim- 
ilarly,  the  command  list  B  64b  includes  start  address  B 
65b,  data  size  B  67b,  and  DMA  command  bit  B  66b,  and 
the  command  list  C  64c  includes  start  address  C  65c, 
data  size  C  67c,  and  DMA  command  bit  C  66c. 

The  start  addresses  A  65a,  B  65b,  and  C  65c  indi- 
cate  respective  start  addresses  of  the  buffer  areas 
formed  in  memory  11  for  the  DMA  transfer. 

The  data  sizes  A  67a,  B  67b,  and  C  67c  indicate 
respective  data  sizes  of  the  pieces  of  stream  data  to  be 
transferred. 

DMA  command  bits  A  66a,  B  66b,  and  C  66c  indi- 
cate  respective  next  DMA  transfer  operations. 

FIG.  4  shows  operations  specified  by  the  DMA  com- 
mand  bits. 

As  shown  in  the  drawing,  four  types  of  operations 
are  specified  by  four  DMA  command  bits,  namely,  00, 
01  ,  10,  and  11  .  The  four  operations  are:  "same  port"  66d, 
"change  port"  66e,  "end  of  chain"  66f  ,  and  "wait  for  frame 
pulse"  66g. 

The  operation  "same  port"  66d  indicates  that  after 
stream  data  is  DMA-transferred  to  a  corresponding  port, 
stream  data  is  DMA-transferred  again  to  the  same  port. 

The  operation  "change  port"  66e  indicates  that  after 
stream  data  is  DMA-transferred  to  a  corresponding  port, 
it  is  judged  whether  stream  data  is  DMA-transferred  to 
a  different  port. 

The  operation  "end  of  chain"  66f  indicates  the  end 
of  the  chain  list. 

The  operation  "wait  for  frame  pulse"  66g  indicates 
that  after  stream  data  is  DMA-transferred  to  a  corre- 
sponding  port,  it  is  judged  whether  stream  data  is  DMA- 
transferred  to  a  different  port,  and  that  stream  data  is 
not  transferred  to  the  port  until  the  port  receives  a  frame 
pulse. 

The  command  list  addresses  A  68a,  B  68b,  and  C 
68c  indicate  respective  start  addresses  of  command 
lists  A  64a,  B  64b,  and  C  64c. 

Construction  of  Multi-Stream  Interface  15 

FIG.  5  is  a  block  diagram  showing  the  construction 
of  multi-stream  interface  15. 

Multi-stream  interface  1  5  is  composed  of  DMA  con- 
troller  20,  BFIFO  23,  buffer  controller  30,  buffers  33a, 

33b,  33c,  and  33d,  I/O  controllers  40a,  40b,  40c,  and 
40d.  The  4Xport  42,  which  is  not  shown  in  FIG.  2,  is  con- 
nected  to  a  VCR  (Video  Cassette  Recorder)  or  the  like 
which  transfers  stream  data  at  a  speed  four  times  that 

5  of  the  other  external  units. 
The  drawing  also  shows  external  units  which  do  not 

belong  to  multi-stream  interface  15.  The  external  units 
are  system  bus  12,  ports  41a,  41b,  41c,  and  41  d,  and 
4Xport  42.  The  frame  pulse  is  output  from  ports  41a, 

10  41  b,  41  c,  and  41  d,  and  4Xport  42.  The  xnmode  43,  FPs 
44a,  44b,  44c,  and  44d  are  control  lines. 

There  are  other  control  lines  which  are  not  shown 
in  FIG.  5. 

DMA  controller  20  includes  bus  controller  21  for 
is  controlling  the  memory  access  in  system  bus  12,  and 

DMA  register  22  for  storing  information  required  by 
DMA. 

BFIFO  23,  being  achieved  by  a  bidirectional  FIFO 
(First-In-First-Out)  memory,  is  used  as  a  buffer  for  stor- 

20  ing  data  transferred  between  DMA  controller  20  and 
buffer  controller  30. 

Buffer  controller  30  transfers  data  between  BFIFO 
23,  and  buffers  33a,  33b,  33c,  and  33d.  Buffer  controller 
30  includes  buffer  interface  31  for  controlling  the  data 

25  transfer  between  BFIFO  23,  and  buffers  33a,  33b,  33c, 
and  33d,  and  also  includes  buffer  register  32  for  storing 
information  required  for  the  data  transfer  between  buff- 
ers. 

Buffers  33a,  33b,  33c,  and  33d,  being  achieved  by, 
30  for  example,  field  memories,  store  data  between  buffer 

controller  30  and  the  I/O  controllers. 
I/O  controllers  40a,  40b,  40c,  and  40d  are  respec- 

tively  attached  to  buffers  33a,  33b,  33c,  and  33d  to  re- 
spectively  connect  to  corresponding  ports. 

35  I/O  controller  40a  transfers  data  between  buffer  33a 
and  either  of  port  41a  and  4Xport  42.  I/O  controller  40b 
transfers  data  between  buffer  33b  and  either  of  port  41  b 
and  4Xport  42.  I/O  controller  40c  transfers  data  between 
buffer  33c  and  either  of  port  41  c  and  4Xport  42.  I/O  con- 

40  trailer  40d  transfers  data  between  buffer  33d  and  either 
of  port  41  d  and  4Xport  42. 

The  xnmode  43  is  a  control  line  used  when  buffer 
controller  30  selects  one  out  of  I/O  controllers  40a,  40b, 
40c,  and  40d. 

45  FP  44a  is  a  control  line  used  when  I/O  controller  40a 
transfers  a  frame  pulse  from  port  41a  to  DMA  controller 
20.  FP  44b  is  a  control  line  used  when  I/O  controller  40b 
transfers  a  frame  pulse  from  port  41  b  to  DMA  controller 
20.  FP  44c  is  a  control  line  used  when  I/O  controller  40c 

so  transfers  a  frame  pulse  from  port  41  c  to  DMA  controller 
20.  FP  44d  is  a  control  line  used  when  I/O  controller  40d 
transfers  a  frame  pulse  from  port  41  d  to  DMA  controller 
20. 

55  DMA  register  22 

FIG.6A  shows  the  construction  of  DMA  register  22 
which  is  included  in  DMA  controller  20. 

55 

5 
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As  shown  in  the  drawing,  DMA  register  22  is  com- 
posed  of  DMA  address  counter  22a,  DMA  data  counter 
22b,  chain  address  counters  22c,  22d,  22e,  and  22f, 
control  registers  22g,  22h,  22i,  and  22j,  and  port  number 
register  22k. 

It  is  supposed  in  the  present  embodiment  that  mem- 
ory  11  prestores  at  least  one  command  list  and  that 
memory  11  includes  areas  for  storing  the  stream  data. 

DMA  address  counter  22a  stores  the  start  address 
of  the  memory  area  to  which  a  piece  of  stream  data  next 
in  order  is  DMA-transferred  between  the  memory  area 
and  one  of  the  four  ports. 

DMA  data  counter  22b  stores  the  size  of  the  stream 
data  to  be  DMA-transferred  between  one  of  the  four 
ports  and  the  memory  area  specified  by  the  start  ad- 
dress  stored  in  DMA  address  counter  22a. 

Chain  address  counters  22c,  22d,  22e,  and  22f,  re- 
spectively  corresponding  to  four  ports,  store  addresses 
of  memory  areas  in  which  command  lists  are  stored. 

Each  command  list  includes  a  start  address  of  a 
memory  area  and  a  size  of  stream  data,  where  the  start 
address  corresponds  to  the  start  address  stored  in  a  cor- 
responding  DMA  address  counter,  and  the  size  of 
stream  data  corresponds  to  the  size  stored  in  a  corre- 
sponding  DMA  data  counter. 

Control  registers  22g,  22h,  22i,  and  22j,  respective- 
ly  corresponding  to  ports  41  a,  41  b,  41  c,  and  41  d,  show 
the  status  of  the  DMA  transfer  of  the  corresponding 
ports. 

FIG.6B  shows  the  fields  of  control  register  22g. 
Note  that  control  registers  22h,  22i,  and  22j  have  a  sim- 
ilar  construction  for  the  fields  and  the  description  is  omit- 
ted  here. 

As  shown  in  FIG.6B,  control  register  22g  includes 
fields  RUN  221  ,  DONE  22m,  IO  22n,  and  FP  22o. 

The  field  RUN  221  specifies  whether  to  activate  a 
DMA  transfer  related  to  the  corresponding  port  41  a.  The 
field  RUN  221  is  directly  set  by  CPU  10  when  CPU  10 
activates  a  DMA  transfer  to  the  corresponding  port  41  a. 
The  field  RUN  221  "1"  indicates  that  the  DMA  transfer 
is  activated;  the  field  RUN  221  "0"  indicates  that  the 
DMA  transfer  is  not  activated. 

The  field  DONE  22m  indicates  whether  a  DMA 
transfer  related  to  the  corresponding  port  41  a  has  been 
completed.  The  field  DONE  22m  is  set  when  the  DMA 
command  bit,  which  is  included  in  the  command  list  read 
during  the  DMA  transfer  related  to  the  corresponding 
port  41a,  is  "end  of  chain"  66f.  The  field  DONE  22m  is 
reset  when  CPU  10  activate  a  DMA  transfer.  The  field 
DONE  22m  "1  "  indicates  that  the  DMAtransfer  has  been 
completed;  the  field  DONE  22m  "0"  indicates  that  the 
DMA  transfer  has  not  been  completed. 

The  field  IO  22n  shows  the  direction  of  a  DMAtrans- 
fer  related  to  the  corresponding  port  41a.  The  field  IO 
22n  "0"  indicates  that  the  stream  data  is  output  to  port 
41a;  the  field  IO  22n  "1"  indicates  that  the  stream  data 
is  input  from  port  41a. 

The  field  FP  22o  indicates  whether  a  frame  pulse 

has  been  input  from  the  corresponding  port  41a.  The 
field  FP  22o  is  set  when  a  frame  pulse  is  input  from  the 
corresponding  port  41a.  The  field  FP  22o  is  reset  when 
the  DMA  command  bit,  which  is  included  in  the  com- 

5  mand  list  read  during  the  DMA  transfer  related  to  the 
corresponding  port  41a,  is  "wait  for  frame  pulse"  66g. 
The  field  FP  22o  "1"  indicates  that  a  frame  pulse  has 
been  input  from  the  corresponding  port  41  a;  the  field  FP 
22o  "0"  indicates  that  a  frame  pulse  has  not  been  input. 

10  The  port  number  register  22k  stores  the  port 
number  of  a  port  via  which  stream  data  is  DMA-trans- 
ferred. 

Bus  Controller  21 
15 

FIG.  7  shows  the  construction  of  bus  controller  21 
included  in  DMA  controller  20. 

Bus  controller  21  is  composed  of  frame  pulse  re- 
ceiving  unit  21a,  port  selecting  unit  21b,  command  list 

20  transferring  unit  21c,  stream  data  transferring  unit  21  d, 
and  buffer  command  generating  unit  21  e. 

Frame  pulse  receiving  unit  21a  receives  a  frame 
pulse  from  each  port  and  sets  an  FP  corresponding  to 
the  port  from  which  the  frame  pulse  is  received. 

25  Port  selecting  unit  21  b  clears  the  FP  corresponding 
to  a  selected  port,  based  on  a  DMA  command  bit  sent 
from  command  list  transferring  unit  21c.  Port  selecting 
unit  21b,  based  on  a  predetermined  order  and  a  DMA 
command  bit  sent  from  command  list  transferring  unit 

30  21c,  either  selects  a  new  port  next  in  order  out  of  the 
ports  for  which  corresponding  fields  RUN  and  FP  have 
been  set  but  field  DONE  has  not  been  set,  or  selects 
again  the  current  port. 

The  command  list  transferring  unit  21c,  each  time 
35  a  port  is  selected  by  port  selecting  unit  21b,  obtains  a 

command  list  specified  by  a  start  address  stored  in  a 
chain  address  counter  corresponding  to  the  selected 
port.  The  command  list  transferring  unit  21  c  then  sends 
a  DMA  command  bit  included  in  the  obtained  command 

40  list  to  port  selecting  unit  21b.  The  command  list  trans- 
ferring  unit  21  c  then  sends  a  start  address  of  a  memory 
area  included  in  the  obtained  command  list  to  DMA  ad- 
dress  counter  22a.  The  command  list  transferring  unit 
21c  sends  a  stream  data  size  included  in  the  obtained 

45  command  list  to  DMA  data  counter  22b.  The  command 
list  transferring  unit  21c  updates  a  start  address  stored 
in  the  corresponding  chain  address  counter  by  replacing 
it  by  a  start  address  next  in  order. 

Stream  data  transferring  unit  21  d,  each  time  a 
so  stream  data  size  is  transferred  from  the  command  list 

transferring  unit  21c  to  DMA  data  counter  22b,  DMA- 
transfers  stream  data  of  the  data  size  received  by  DMA 
data  counter  22b  between  the  port  selected  by  port  se- 
lecting  unit  21b  and  the  memory  area  specified  by  the 

55  start  address  stored  in  DMA  address  counter  22a. 
The  buffer  command  generating  unit  21  e,  each  time 

a  port  is  selected  by  port  selecting  unit  21b,  generates, 
based  on  the  selected  port,  the  capacity  of  BFIFO  23, 

6 
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and  the  size  of  the  stream  data  stored  in  DMA  data  coun- 
ter  22b,  a  buffer  command  including  information  on  a 
buffer  to  be  selected  and  on  the  length  of  the  data  to  be 
transferred,  then  transmits  the  generated  buffer  com- 
mand  to  buffer  controller  30. 

FIG.  8  shows  the  fields  of  buffer  command  22p  gen- 
erated  by  the  buffer  command  generating  unit  21  e. 

The  buffer  command  22p,  as  shown  in  the  drawing, 
is  composed  of  fields  MODE  22q  and  "data  length"  22r. 

The  field  MODE  22q  specifies  buffer  identification 
information  for  identifying  the  buffer  to  which  stream  da- 
ta  is  transferred  and  also  specifies  the  direction  of  the 
data  transfer. 

The  field  "data  length"  22r  specifies  the  length  of 
the  data  to  be  transferred. 

Construction  of  BFIFO  23 

FIG.  9  shows  the  construction  of  BFIFO  23. 
BFIFO  23,  as  shown  in  the  drawing,  is  composed 

of  FIFOs  25a  and  25b,  and  data  I/O  ports  24a  and  24b. 
The  drawing  also  shows  empty  flags  EA  26a  and 

EB  26b,  full  flags  FA  26c  and  FB  26d,  FDA  26e,  and 
FDB  26f. 

FIFO  25a  is  used  for  the  data  transfer  from  DMA 
controller  20  to  buffer  controller  30. 

FIFO  25b  is  used  for  the  data  transfer  from  buffer 
controller  30  to  DMA  controller  20. 

The  data  I/O  port  24a  selects  a  FIFO  connecting  to 
DMA  controller  20. 

The  data  I/O  port  24b  selects  a  FIFO  connecting  to 
buffer  controller  30. 

The  empty  flags  EA  26a  and  EB  26b  both  indicate 
that  the  FIFO  to  be  connected  stores  no  data. 

The  full  flags  FA  26c  and  FB  26d  both  indicate  that 
the  FIFO  to  be  connected  is  full  with  data  to  capacity. 

FDA  26e  is  a  bus  connecting  to  DMA  controller  20. 
FDB  26f  is  a  bus  connecting  to  buffer  controller  30. 

It  is  possible  with  each  area  in  the  FIFO  memory  to  per- 
fectly  perform  a  non-synchronous  input/output. 

As  understood  from  the  above  description,  it  is  pos- 
sible  for  BFIFO  23  to  store  data  during  data  transfer  be- 
tween  DMA  controller  20  and  buffer  controller  30  regard- 
less  of  the  data  transfer  direction  since  BFIFO  23  in- 
cludes  FIFO  memories  for  both  directions. 

The  capacity  of  each  of  FIFOs  25a  and  25b  in 
BFIFO  23  corresponds  to  the  amount  of  data  transferred 
during  one  burst  transfer  (continuous  data  transfer)  be- 
tween  DMA  controller  20  and  memory  11  .  In  the  present 
embodiment,  the  capacity  of  each  of  FIFOs  25a  and  25b 
is  32  words  of  data,  where  one  word  has  32  bits. 

Construction  of  Buffer  Interface  31 

FIG.  10  shows  the  construction  of  buffer  interface 
31.  The  following  description  of  this  unit  is  based  on  a 
case  in  which  stream  data  is  transferred  from  BFIFO  23 
to  any  of  the  buffers  33a,  33b,  33c,  and  33d. 

Buffer  interface  31  is  composed  of  latches  35a,  35b, 
35c,  and  35d,  and  bus  width  converter  36. 

The  drawing  also  shows  buffers  33a,  33b,  33c,  and 
33d,  and  buffer  register  32. 

5  The  latches  35a,  35b,  35c,  and  35d  each  temporar- 
ily  hold  8-bit  data.  In  the  present  embodiment,  32-bit  da- 
ta  transferred  from  BFIFO  23  via  32-bit  bus  FDB  is  di- 
vided  into  four  pieces  of  8-bit  data  and  the  four  pieces 
of  8-bit  data  are  respectively  held  temporarily  by  the 

10  latches. 
Bus  width  converter  36  selects  a  buffer  and  con- 

verts  the  bus  width  from  32  bits  to  8  bits.  For  example, 
bus  width  converter  36  selects  buffer  33a  and  converts 
the  bus  width  from  32  bits  to  8  bits  by  sequentially  trans- 

15  ferring  four  pieces  of  8-bit  data  held  in  latches  35a,  35b, 
35c,  and  35d. 

Note  that  the  buffer  command  including  information 
on  a  buffer  to  be  selected  and  on  the  length  of  the  data 
to  be  transferred  is  transmitted  from  DMA  controller  20 

20  to  buffer  controller  30  before  stream  data  is  transferred. 
Bus  width  converter  36  then  transfers  stream  data 
based  on  the  buffer  command. 

Also  note  that  the  buffers  as  destinations  of  data 
transfers  may  be  selected  in  units  of  8  bits  correspond- 

25  ing  to  the  data  held  in  the  latches,  instead  of  in  units  of 
32  bits. 

Description  is  omitted  for  a  case  in  which  stream 
data  is  transferred  from  any  of  buffers  33a,  33b,  33c, 
and  33d  to  BFIFO  23  since  the  data  transfer  is  achieved 

30  with  the  above  procedure  with  the  data  transfer  direction 
reversed. 

Construction  of  Buffer  Register  32 

35  FIG.  11  shows  the  construction  of  buffer  register  32. 
As  shown  in  the  drawing,  buffer  register  32  is  composed 
of  port  number  register  32a,  4Xmode  32b,  in/out  32c,  in/ 
out  32d,  in/out  32e,  and  in/out  32f,  and  data  length  32g. 

Port  number  register  32a  stores  the  port  number  of 
40  a  port  in  which  the  bus  width  is  converted. 

The  4Xmode  32b  is  set  only  when  the  bus  width  is 
converted  in  the  quadruple-speed  mode. 

The  in/out  32c-32f  indicate  respective  data  transfer 
directions  for  buffers  33a-33d. 

45  The  data  length  32g  stores  the  length  of  the  stream 
data  for  which  the  bus  width  is  converted. 

Each  of  the  above  registers  is  set  by  buffer  com- 
mand  22p  shown  in  FIG.  8. 

FIG.  12  shows  the  construction  of  buffer  33a.  Note 
that  description  of  buffers  33b,  33c,  and  33d  is  omitted 
since  they  have  similar  construction  as  buffer  33a. 

55  The  following  description  is  based  on  a  case  where 
field  memory  34a  is  used. 

The  drawing  also  shows  WD  34b  which  is  a  data 
bus  for  writing,  RD  34c  which  is  a  data  bus  for  reading, 

25 
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50  Buffers  33a,  33b,  33c,  and  33d 
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WRST  34d  which  is  a  reset  for  writing,  WCLK  34e  which 
is  a  clock  for  writing,  RRST  34f  which  is  a  reset  for  read- 
ing,  RCLK  34g  which  is  a  clock  for  reading,  BOA  34h, 
BOB  34i,  gate  34j  for  switching  the  write  buses,  and  gate 
34k  for  switching  the  read  buses. 

It  is  possible  with  the  field  memory  to  deal  with  data 
with  First  In  First  Out  method,  but  is  not  possible  with 
each  area  in  the  field  memory  to  perfectly  perform  a  non- 
synchronous  input/output.  Accordingly,  when  data  is 
transferred,  the  reading  and  writing  data  in  the  field 
memory  overlaps  in  a  certain  cycle.  In  the  present  em- 
bodiment,  a  series  of  stream  data  is  transferred  and  the 
data  transfer  is  performed  continuously.  Therefore,  data 
is  transferred  while  the  data  reading  and  writing  overlap 
each  other  in  a  frame  pulse  cycle. 

The  data  stored  in  field  memory  34a  is  written  via 
WD  34b  and  is  read  via  RD  34c. 

WRST  34d  resets  the  writing  position  in  WD  34b  for 
each  frame  and  data  is  written  into  WD  34b  in  synchro- 
nization  with  WCLK  34e. 

RRST  34f  resets  the  reading  position  in  RD  34c  for 
each  frame  and  data  is  read  from  RD  34c  in  synchroni- 
zation  with  RCLK  34g. 

BOA  34h  is  connected  to  buffer  controller  30. 
BOB  34i  is  connected  to  I/O  controller  40a. 
Gates  34j  and  34i  switch  buses  BOA  34h  and  BOB 

34i  for  the  two-way  data  transfer  between  buffer  control- 
ler  30  and  I/O  controller  40a. 

As  described  above,  buffer  33a  determines  the  di- 
rection  of  data  transfer  by  switching  buses.  It  enables 
the  continuous  stream  data  transfer  between  buffer  con- 
troller  30  and  I/O  controller  40a. 

The  capacity  of  field  memory  34a  in  buffer  33a  cor- 
responds  to  the  amount  of  data  included  in  two  or  three 
frames.  In  the  present  embodiment,  the  capacity  of  field 
memory  34a  is  250KB  corresponding  to  two  frames. 

Construction  of  FPs  44a,  44b,  44c,  and  44d 

FIG.  13  shows  control  line  FP  44a.  Note  that  de- 
scription  of  FPs  44b,  44c,  and  44d  is  omitted  since  they 
have  similar  construction  as  FP  44a. 

A  frame  pulse  received  from  I/O  controller  40a  via 
port  41a  is  transferred  to  DMA  controller  20  via  control 
line  FP  44a,  which  sets  FP  22o  shown  in  FIG.6B. 

Operation 

In  the  data  transfer  system  shown  in  FIG.  2,  stream 
data  is  transferred  from  HDDs  14a,  14b,  14c,  and  14d 
via  multi-stream  interface  15,  as  described  below. 

Operation  of  CPU  10 

FIG.  14  is  a  flowchart  of  the  operation  of  CPU  10 
when  stream  data  is  transferred  in  the  data  transfer  sys- 
tem  of  the  present  invention. 

CPU  10  receives  a  data  transfer  request  sent  from 

a  user  requesting  a  piece  of  stream  data  to  be  trans- 
ferred  (step  S1). 

CPU  10  generates  an  HDD  command  for  DMA- 
transferring  the  specified  piece  of  stream  data  from  HDD 

5  14a,  14b,  14c,  or  14d  to  memory  11  in  one  frame  unit, 
and  temporarily  stores  the  generated  HDD  command  in 
memory  11  (step  S2). 

CPU  1  0  waits  until  SCSI  interface  1  3  is  ready  to  re- 
ceive  the  HDD  command  (step  S3). 

10  CPU  10  transfers  the  HDD  command  generated  in 
step  S2  to  SCSI  interface  13  (step  S4). 

CPU  10  generates  commands  for  respective  exter- 
nal  units  and  a  command  list  for  DMA-transferring  the 
one  frame  of  the  piece  of  stream  data  from  memory  11 

is  to  a  specified  external  unit,  and  stores  the  generated 
commands  and  command  list  into  memory  11  (step  S5). 

CPU  10  waits  until  SCSI  interface  13  has  DMA- 
transferred  one  frame  of  the  specified  piece  of  stream 
data  from  HDD  14a,  14b,  14c,  or  14d  to  memory  11  (step 

20  S6). 
CPU  10  waits  until  multi-stream  interface  15  is 

ready  to  receive  the  commands  for  respective  external 
units  (step  S7). 

CPU  10  transfers  the  commands  for  respective  ex- 
25  ternal  units  generated  in  step  S5  from  memory  1  1  to  mul- 

ti-stream  interface  15  (step  S8). 
CPU  10  judges  whether  all  frames  of  the  specified 

piece  of  stream  data  have  been  transferred.  CPU  1  0  ter- 
minates  the  operation  if  it  judges  so;  CPU  10  returns  to 

30  step  S2  if  it  does  not  judge  so  (step  S9). 
CPU  10  executes  the  above  operations  in  parallel 

for  each  external  unit  connected  to  the  data  transfer  sys- 
tem. 

Note  that  the  buffer  areas  in  memory  11  are  speci- 
35  fied  by  logical  addresses  for  users  and  are  specified  by 

physical  addresses  during  data  transfer.  That  means  the 
command  list  is  generated  during  data  transfer  using  the 
physical  addresses  for  4KB-areas. 

Generally,  the  size  of  each  piece  of  data  included 
40  in  the  command  list  to  be  DMA-transferred  is  4KB  which 

corresponds  to  one  page.  However,  some  pieces  of  data 
may  be  short  of  4KB.  For  example,  when  one  frame  of 
the  stream  data  consists  of  10,000  bytes,  one  frame  is 
divided  into  three  parts  respectively  consisting  of  4,096 

45  bytes,  4,096  bytes,  and  1  ,808  bytes,  the  last  part  being 
short  of  4KB. 

Therefore,  the  buffer  areas  are  locked  for  prevent- 
ing  the  OS  from  performing  the  page  out  operation. 

SCSI  interface  13,  on  receiving  a  command  from 
CPU  10,  DMA-transfers  the  specified  piece  of  stream 
data  from  HDD  14a,  14b,  14c,  or  14d  to  memory  11  in 

55  one  frame  unit.  Detailed  description  of  the  operation  of 
SCSI  interface  13  is  omitted  since  it  is  similar  to  that  of 
the  conventional  DMA  transfer  apparatus. 

50  Operation  of  SCSI  Interface  13 
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Operation  of  Multi-Stream  Interface  15 

Multi-stream  interface  15,  on  receiving  from  CPU 
1  0  a  command  to  DMA-transfer  stream  data  from  mem- 
ory  11  to  a  specified  external  unit  in  one  frame  unit  and 
also  receiving  an  address  of  a  command  list,  reads  the 
command  list  from  memory  11  based  on  the  address, 
and  executes  the  DMA  transfer  according  to  the  read 
command  list.  The  operation  of  multi-stream  interface 
15  is  described  in  detail  later. 

Methods  for  Managing  Buffers 

The  following  is  a  description  of  a  method  for  man- 
aging  the  buffers  in  units  of  frames  and  a  method,  called 
double-buffer  method,  used  for  managing  the  buffer  ar- 
eas  in  memory  11  . 

Video  data  is  composed  of  a  series  of  frames.  Gen- 
erally  30  frames  of  video  data  correspond  to  the  images 
reproduced  in  one  second.  Accordingly,  when  video  da- 
ta  is  reproduced  at  a  rate  of  30Mbps  for  example,  the 
data  size  of  one  frame  is  125KB  (1Mb). 

In  the  method  for  managing  the  buffers  in  units  of 
frames,  the  stream  data  of  one  frame  is  temporarily 
stored  in  the  buffer  areas  in  memory  11  before  the 
stream  data  of  one  frame  is  transferred  to  multi-stream 
interface  15. 

In  the  double-buffer  method,  SCSI  interface  1  3  and 
multi-stream  interface  15  each  use  one  buffer  assigned 
to  them.  The  use  of  one  buffer  is  synchronized  with  the 
other  in  one-frame  cycle.  This  enables  two  interfaces  to 
process  in  parallel. 

The  stream  data  is  input  from  each  port  with  the 
above  procedure  and  data  transfer  direction  reversed. 
The  stream  data  input  from  each  port  is  temporarily 
stored  in  the  buffer  areas  in  memory  1  1  by  multi-stream 
interface  15  and  then  stored  in  HDD  14a,  14b,  14c,  or 
14d  by  SCSI  interface  13. 

Data  Transfer  on  System  Bus  12 

When  a  PCI  local  bus,  for  example,  is  used  as  sys- 
tem  bus  12,  the  memory  address  and  data  are  multi- 
plexed.  As  a  result,  an  address  is  first  output  onto  sys- 
tem  bus  12  to  specify  a  location  in  memory  11  .  A  plurality 
pieces  of  data  are  then  transferred  following  the  address 
and  stored  in  memory  11  in  areas  starting  from  the  lo- 
cation  specified  by  the  address.  Such  a  data  transfer  is 
called  the  burst  transfer.  In  one  burst  transfer,  one  ad- 
dress  and  data  are  transferred  in  order.  Accordingly,  the 
address  only  specifies  a  location  in  a  memory  where  da- 
ta  starts  to  be  stored.  It  is  possible  during  one  bus  trans- 
action  to  store  data  into  areas  in  the  memory  of  succes- 
sive  addresses.  In  case  a  PCI  local  bus  is  used,  for  ex- 
ample,  the  length  of  one  burst  transfer  is  more  than  or 
equal  to  a  value  specified  by  a  latency  timer  dedicated 
to  a  device  on  the  PCI  local  bus.  In  the  present  embod- 
iment,  the  length  of  one  burst  transfer  is  equal  to  the 

capacity  of  BFIFO  23.  Each  bus  transaction  on  the  PCI 
local  bus  starts  the  access  after  a  master  device  of  the 
bus  outputs  a  bus  request  (REQ)  and  receives  a  bus 
use  permission  (GNT)  in  response. 

5  In  general,  in  the  burst  transfer  of  stream  data 
(when  one  frame  consists  of  125KB,  for  example),  data 
is  not  DMA-transferred  from  successive  125KB-areas 
in  order.  Data  is  transferred  in  units  of  several  to  several 
tens  of  data  units.  With  such  an  arrangement,  even  if  a 

10  plurality  of  devices  (e.g.,  CPU  10,  memory  11,  SCSI  in- 
terface  13,  multi-stream  interface  15,  etc.)  are  connect- 
ed  to  the  system  bus  1  2,  the  devices  can  use  the  system 
bus  12  in  the  order  of  the  bus  requests  output  from  the 
devices  to  the  system  bus  12.  This  enables  an  effective 

is  use  of  the  system  bus  1  2  during  the  data  transfer.  Note 
that  the  above  process  is  executed  regardless  of  the  in- 
put  or  output  of  the  stream  data. 

Operation  of  Multi-Stream  Interface  15 

FIG.  15  is  a  flowchart  of  the  operation  of  bus  con- 
troller  21  when  stream  data  is  transferred  in  the  data 

25  transfer  system  of  the  present  invention.  The  operation 
of  bus  controller  21  is  described  below  with  reference  to 
FIGs.2,  3A,  3B,  4,  5,  6A,  6B,  8,  and  11  . 

In  this  operation  example,  the  stream  data  shown 
in  FIG.3A  and  the  chain  list  shown  in  FIG.3B  are 

30  prestored  in  memory  1  1  .  Also,  when  the  field  DONE  22m 
of  control  register  22g  corresponding  to  port  41a  is  "1," 
command  list  address  A68a  indicating  the  start  address 
of  command  lists  A  64a  (shown  in  FIG.3B)  is  transferred 
from  CPU  10  to  chain  address  counter  22c,  and  the 

35  fields  RUN  221  ,  DONE  22m,  IO  22n,  and  FP  22o  of  con- 
trol  register  22g  are  respectively  set  to  "1  ,"  "0,"  "0,"  and 
"0." 

First,  port  number  pn  is  initialized.  Note  that  ports 
41  a,  41  b,  41  c,  and  41  d  respectively  correspond  to  port 

40  numbers  0,  1  ,  2,  and  3.  In  this  initialization,  port  number 
pn  is  set  to  initial  value  "0"  (step  S1  1  ). 

It  is  judged  whether  the  fields  RUN,  DONE,  and  FP 
of  the  control  register  corresponding  to  port  number  pn 
are  respectively  "1  ,"  "0,"  and  "1  ."  Here,  RUN=1  indicates 

45  that  a  DMA  transfer  is  activated  for  the  corresponding 
port.  DONE=0  indicates  that  a  DMA  transfer  for  the  cor- 
responding  port  has  not  been  completed.  FP=1  indi- 
cates  that  a  frame  pulse  has  been  received  from  the  cor- 
responding  port  (step  S12). 

so  When  any  of  the  above  conditions  is  not  satisfied, 
the  port  number  pn  is  incremented  so  that  a  judgment 
is  made  on  the  next  port  (step  S13). 

When  the  port  number  pn  is  greater  than  the  max- 
imum  port  number,  control  goes  to  step  S11  to  initialize 

55  the  port  number  pn;  when  the  port  number  pn  is  equal 
to  or  smaller  than  the  maximum  port  number,  control 
goes  to  step  S1  2  to  make  a  judgement  on  the  contents 
of  the  control  register  (step  S14). 

20 
Operation  of  Bus  Controller  21 
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When  all  the  conditions  are  satisfied  in  step  S12, 
bus  controller  21  obtains  a  command  list  specified  by  a 
command  list  address  stored  in  the  chain  address  coun- 
ter  of  the  port  corresponding  to  port  number  pn.  Bus  con- 
trolled  transfers  the  start  address  included  in  the  com- 
mand  list  to  the  DMA  address  counter,  transfers  the 
stream  data  size  included  in  the  command  list  to  the 
DMA  data  counter,  and  updates  the  command  list  ad- 
dress  stored  in  the  chain  address  counter  to  the  next 
command  list  address. 

In  the  present  case,  when  all  the  conditions  are  sat- 
isfied  in  step  S12,  bus  controller  21  obtains  command 
list  A  64a  specified  by  command  list  address  A  68a 
stored  in  chain  address  counter  22c  of  port  41a  corre- 
sponding  to  port  number  "0."  Bus  controller  21  transfers 
the  start  address  included  in  the  command  list  A  64a  to 
DMA  address  counter  22a,  transfers  data  size  A  67a  in- 
cluded  in  the  command  list  A  64a  to  DMA  data  counter 
22b,  and  updates  command  list  address  a  68a  stored  in 
the  chain  address  counter  22c  to  the  next  command  list 
address,  B  68b  (step  S15). 

Bus  controller  21  generates  buffer  command  22p 
based  on  port  number  pn,  content  of  the  control  register 
of  the  port  corresponding  to  port  number  pn,  capacity  of 
BFIFO  23,  and  content  of  DMA  data  counter  22b.  Bus 
controller  21  then  transfers  the  buffer  command  22p  to 
buffer  controller  30  after  data  length  32g  has  become 
"0."  Bus  controller  21  transfers  the  stream  data  with  the 
burst  transfer  between  BFIFO  23  and  a  buffer  area  in 
memory  1  1  specified  by  the  start  address  stored  in  DMA 
address  counter  22a.  Bus  controller  21  then  increments 
the  start  address  stored  in  DMA  address  counter  22a 
and  decrements  the  data  size  stored  in  DMA  data  coun- 
ter  22b,  based  on  the  transferred  amount  of  stream  data. 

In  the  present  case,  for  example,  bus  controller  21 
generates  buffer  command  22p  based  on  port  number 
"0,  "  contents  of  control  register  22g  of  port  41  a,  capacity 
of  BFI  FO  23,  and  content  of  DMA  data  counter  22b.  Bus 
controller  21  then  transfers  the  buffer  command  22p  to 
buffer  controller  30  after  data  length  32g  has  become 
"0."  Bus  controller  21  transfers  the  stream  data  of  32 
words  with  the  burst  transfer  between  BFIFO  23  and  a 
buffer  area  in  memory  1  1  specified  by  the  start  address 
stored  in  DMA  address  counter  22a.  Bus  controller  21 
then  increments  the  DMA  address  counter  22a  by  32 
words  and  decrements  the  DMA  data  counter  22b  by  32 
words  (step  S16). 

Bus  controller  21  judges  whether  the  data  size 
stored  in  DMA  data  counter  22b  is  "0"  (step  S17). 

When  the  data  size  is  "0,"  bus  controller  21  checks 
the  DMA  command  bit  included  in  the  command  list  ob- 
tained  in  step  S1  5  to  determine  the  next  operation  in  the 
DMA  transfer.  In  the  present  case,  bus  controller  21 
checks  DMA  command  bit  A  66a  (step  S18). 

When  the  DMA  command  bit  is  "end  of  chain"  66f, 
bus  controller  21  sets  DONE  and  generates  an  interrupt 
signal,  then  returns  to  step  S1  3  (steps  S1  9  and  S20). 

When  the  DMA  command  bit  is  "wait  for  frame 

pulse"  66g,  bus  controller  21  resets  FP  and  returns  to 
step  S13  (steps  S21  and  S22). 

When  the  DMA  command  bit  is  "same  port"  66d, 
"bus  controller  21  returns  to  step  S15.  When  the  DMA 

5  command  bit  is  "change  port"  66e,  bus  controller  21  re- 
turns  to  step  S13  (step  S23). 

Operation  of  Buffer  Controller  30 

10  FIG.  16  is  a  flowchart  of  the  operation  of  buffer  con- 
troller  30  for  the  bus  conversion  for  stream  data  in  the 
data  transfer  system  of  the  present  invention.  The  op- 
eration  of  buffer  controller  30  is  described  below  with 
reference  to  FIGs.5,  8,  10,  and  11  . 

is  Buffer  interface  31,  on  receiving  buffer  command 
22p  from  bus  controller  21  (step  S31  ),  sets  port  number 
register  32a  to  a  number  corresponding  to  the  port,  sets 
the  "in/out"  corresponding  to  the  port  to  indicate  the  di- 
rection  of  the  data  transfer,  and  sets  data  length  32g 

20  based  on  data  length  22r  included  in  buffer  command 
22p  (step  S32). 

When  bus  controller  21  transfers  stream  data  with 
the  burst  transfer  to  BFIFO  23,  buffer  interface  31  starts 
performing  the  bus  conversion  asynchronously  with 

25  DMA  controller  20  (step  S33). 
Latches  35a,  35b,  35c,  and  35d  each  temporarily 

hold  8-bit  data.  In  the  present  case,  latches  35a,  35b, 
35c,  and  35d  each  temporarily  hold  8-bit  data  which  is 
a  part  of  32-bit  data  transferred  from  BFIFO  23  via  32-bit 

30  bus  FDB  (step  S34). 
Bus  width  converter  36  selects  a  buffer  and  con- 

verts  the  bus  width  from  32  bits  to  8  bits.  In  the  present 
case,  bus  width  converter  36  selects  buffer  33a  (step 
S35),  and  converts  the  bus  width  from  32  bits  to  8  bits 

35  by  sequentially  transferring  four  pieces  of  8-bit  data  held 
in  latches  35a,  35b,  35c,  and  35d  (steps  S36-S39). 

When  one  bus  width  conversion  is  complete,  the 
value  of  data  length  32g  is  decremented  by  the  amount 
of  transferred  data  (step  S40). 

40  Buffer  controller  30  judges  whether  the  value  of  da- 
ta  length  32g  is  "0."  When  the  data  length  is  "0,"  control 
returns  to  step  S31  ;  when  the  data  length  is  not  "0,"  con- 
trol  returns  to  step  S33  (step  S41). 

45  nX  Input/Output  Operation 

Concerning  to  the  nX  input/output,  FIG.  5  shows 
connection  to  4Xport  42  or  to  xnmode  43.  This  operation 
is  basically  the  same  as  the  asynchronous  multi-stream 

so  DMA  transfer  described  earlier  but  has  the  following  dif- 
ferences.  The  4Xmode  32b  in  buffer  register  32  shown 
in  FIG.  11  is  set  to  the  quadruple-speed  mode  by  the 
buffer  command.  The  control  line  xnmode  43  conveys 
the  4Xmode  to  I/O  controllers  40a,  40b,  40c,  and  40d 

55  so  that  each  port  is  replaced  by  4Xport  42. 
For  example,  when  data  is  input  from  an  external 

unit,  a  signal  from  4Xport  42  is  sequentially  input  to  a 
different  I/O  controller  for  each  frame. 

10 
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The  connection  for  the  quadruple-speed  input/out- 
put  is  described  above.  When  two  ports  are  connected, 
the  double-speed  input/output  is  achieved;  when  eight 
ports  are  connected,  the  8X  input/output  is  achieved. 
Accordingly,  the  number  of  ports  is  determined  based 
on  the  necessity. 

Simultaneous  Operation  of  Ports 

FIG.  17  shows  a  simultaneous  operation  of  a  plural- 
ity  of  ports  when  DMA  controller  20  of  the  present  in- 
vention  is  used. 

FIGs.18A-18D  show  chain  lists  used  for  DMA- 
transferring  the  stream  data  respectively  to  ports  41a- 
41  d. 

The  simultaneous  operation  of  a  plurality  of  ports  is 
described  below  with  reference  to  FIGs.18A,  18B,  18C, 
and  18D. 

Note  that  in  the  present  embodiment,  memory  11, 
before  a  DMA  transfer  command  for  a  port  is  trans- 
ferred,  prestores  the  chain  lists  shown  in  FIGs.17,  18A, 
1  8B,  1  8C,  and  1  8D  and  the  stream  data  specified  by  the 
chain  lists. 

Bus  controller  21  receives  frame  pulse  91a  from 
port  44a  after  CPU  1  0  transfers  the  DMA  transfer  com- 
mand  to  port  44a  (time  t1  ). 

Bus  controller  21,  on  receiving  frame  pulse  91a, 
starts  DMA  transfer  A  95a,  based  on  command  list  AA 
71a,  for  transferring  4,096  bytes  of  stream  data  starting 
from  the  start  address  AA  72a  (time  t1  -). 

After  the  completion  of  DMA  transfer  A  95a,  bus 
controller  21  starts  DMA  transfer  A  95b,  based  on  com- 
mand  list  AB  71  b  which  is  the  next  command  list  of  the 
same  port  44a,  for  transferring  4,096  bytes  of  stream 
data  starting  from  the  start  address  AB  72b  because 
DMA  command  bit  AA  73a  for  port  44a  is  "00"  (time  t2-). 

Bus  controller  21  receives  frame  pulse  92a  from 
port  44b  after  CPU  1  0  transfers  the  DMA  transfer  com- 
mand  to  port  44b  (time  t3). 

After  the  completion  of  DMA  transfer  A  95b,  bus 
controller  21  starts  DMA  transfer  B  96a,  based  on  com- 
mand  list  BA  76a  for  the  next  port  44b,  for  transferring 
4,096  bytes  of  stream  data  starting  from  the  start  ad- 
dress  BA  77b  because  DMA  command  bit  AB  73b  for 
port  44a  is  "01"  (time  t4-). 

After  the  completion  of  DMA  transfer  B  96a,  bus 
controller  21  starts  DMA  transfer  B  96b,  based  on  the 
next  command  list  BB  76b  for  the  same  port  44b,  for 
transferring  4,096  bytes  of  stream  data  starting  from  the 
start  address  BB  77b  because  DMA  command  bit  BA 
78a  for  port  44b  is  "00"  (time  t5-). 

After  the  completion  of  DMA  transfer  B  96b,  bus 
controller  21  attempts  to  start  a  DMA  transfer  for  the  next 
port  because  DMA  command  bit  BB  78b  for  port  44b  is 
"01  ."  However,  bus  controller  21  skips  ports  44c  and  44d 
since  the  ports  have  not  received  the  DMA  transfer  com- 
mand.  Accordingly,  bus  controller  21  starts  DMA  trans- 
fer  A  95c,  based  on  command  list  AC  71c  for  port  44a, 

for  transferring  1  ,808  bytes  of  stream  data  starting  from 
the  start  address  AC  72c  (time  t6-). 

After  the  completion  of  DMA  transfer  A  95c,  bus 
controller  21  starts  DMA  transfer  B  96c,  based  on  com- 

5  mand  list  BC  76c  for  the  next  port  44b,  for  transferring 
1  ,808  bytes  of  stream  data  starting  from  the  start  ad- 
dress  BC  77c  because  DMA  command  bit  AC  73c  for 
port  44a  is  "11  ,"  indicating  "wait  for  frame  pulse  A"  (time 
17-). 

10  After  the  completion  of  DMA  transfer  B  96c,  bus 
controller21  attempts  tostarta  DMAtransferforthe  next 
port  because  DMA  command  bit  BC  78c  for  port  44b  is 
"11"  indicating  "wait  for  frame  pulse  B."  However,  bus 
controller  21  skips  ports  44c  and  44d  since  the  ports 

is  have  not  receivedthe  DMAtransfercommand.  Bus  con- 
troller  21  also  skips  port  44a  since  port  44a  is  waiting 
for  frame  pulse  A  and  skips  port  44b  since  port  44b  is 
waiting  for  frame  pulse  B  (time  t8). 

Bus  controller  21  receives  frame  pulse  91b  from 
20  port  44a  (time  t9). 

Bus  controller  21  starts  DMA  transfer  A  95d  with  an 
operation  similar  to  the  one  in  "time  t1  -"  (time  t9-). 

Bus  controller  21  receives  frame  pulse  93a  from 
port  44c  after  CPU  10  transfers  the  DMA  transfer  com- 

25  mand  to  port  44c  (time  t1  0). 
After  the  completion  of  DMA  transfer  A  95d,  bus 

controller  21  starts  DMA  transfer  A  95e  with  an  opera- 
tion  similar  to  the  one  in  "time  t2-"  (time  til  -)  . 

Bus  controller  21  receives  frame  pulse  92b  from 
30  port  44b  (time  t1  2). 

After  the  completion  of  DMA  transfer  A  95e,  bus 
controller  21  starts  DMA  transfer  B  96d  with  an  opera- 
tion  similar  to  the  one  in  "time  t4-"  (time  t1  3-). 

After  the  completion  of  DMA  transfer  B  96d,  bus 
35  controller  21  starts  DMA  transfer  B  96e  with  an  opera- 

tion  similar  to  the  one  in  "time  t5-"  (time  t1  4-). 
After  the  completion  of  DMA  transfer  B  96e,  bus 

controller  21  starts  DMA  transfer  B  96a,  based  on  com- 
mand  list  CA  81a  for  the  next  port  44c,  for  transferring 

40  4,096  bytes  of  stream  data  starting  from  the  start  ad- 
dress  CA  82a  because  DMA  command  bit  BE  78e  for 
port  44b  is  "01"  (timet15-). 

After  the  completion  of  DMA  transfer  C  97a,  bus 
controller  21  starts  DMA  transfer  C  97b,  based  on  com- 

45  mand  list  CB  81  b  which  is  the  next  command  list  of  the 
same  port  44c,  for  transferring  4,096  bytes  of  stream 
data  starting  from  the  start  address  CB  82b  because 
DMA  command  bit  CA  83a  for  port  44c  is  "00"  (time 
t16-)  . 

50  After  the  completion  of  DMA  transfer  C  97b,  bus 
controller21  attempts  tostarta  DMAtransferforthe  next 
port  because  DMA  command  bit  CB  83b  for  port  44c  is 
"01."  However,  bus  controller  21  skips  port  44d  since 
the  port  has  not  received  the  DMA  transfer  command. 

55  Accordingly,  bus  controller  21  starts  DMA  transfer  A  95f, 
based  on  command  list  AF  71  f  for  port  44a,  for  transfer- 
ring  1,808  bytes  of  stream  data  starting  from  the  start 
address  AF  72f  (time  t17-). 

20 

25 
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After  the  completion  of  DMAtransfer  A95f,  bus  con- 
troller  21  starts  DMA  transfer  B  96f  with  an  operation 
similar  to  the  one  in  "time  t7-"  (time  t1  8-). 

After  the  completion  of  DMA  transfer  B  96f,  DMA 
command  bit  BF  78f  for  port  44b  is  "11  "  indicating  "wait 
for  frame  pulse  B."  Accordingly,  bus  controller  21  starts 
DMA  transfer  C  97c,  based  on  command  list  CC  81  c  for 
the  next  port  44c,  for  transferring  1  ,808  bytes  of  stream 
data  starting  from  the  start  address  CC  82c  (time  t1  9-). 

After  the  completion  of  DMA  transfer  C  97c,  bus 
controller  21  attempts  to  start  a  DMA  transfer  for  the  next 
port  because  DMA  command  bit  CC  83c  for  port  44c  is 
"11"  indicating  "wait  for  frame  pulse  C."  However,  bus 
controller  21  skips  port  44d  since  the  port  has  not  re- 
ceived  the  DMA  transfer  command.  Bus  controller  21 
also  skips  ports  44a,  44b,  and  44c  since  they  are  re- 
spectively  waiting  for  frame  pulses  A,  B,  and  C  (time 
t20-). 

Bus  controller  21  receives  frame  pulse  94a  from 
port  44d  after  CPU  1  0  transfers  the  DMA  transfer  com- 
mand  to  port  44d  (time  t21  ). 

After  the  completion  of  DMA  transfer  D  98a,  bus 
controller  21  starts  DMA  transfer  D  98b,  based  on  com- 
mand  list  DB  86b  which  is  the  next  command  list  of  the 
same  port  44d,  for  transferring  4,096  bytes  of  stream 
data  starting  from  the  start  address  DB  87b  because 
DMA  command  bit  DA  88a  for  port  44d  is  "00"  (time 
t22-)  . 

After  the  completion  of  DMA  transfer  D  98b,  bus 
controller  21  attempts  to  start  a  DMA  transfer  for  the  next 
port  because  DMA  command  bit  DB  88b  for  port  44d  is 
"01."  However,  bus  controller  21  skips  ports  44a,  44b, 
and  44c  since  they  are  respectively  waiting  for  frame 
pulses  A,  B,  and  C.  Accordingly,  bus  controller  21  starts 
DMAtransfer  D  98c,  based  on  command  list  DC  86c  for 
the  next  port  44d,  for  transferring  1  ,808  bytes  of  stream 
data  starting  from  the  start  address  DC  87c  (time  t23-). 

After  the  completion  of  DMA  transfer  D  98c,  bus 
controller  21  attempts  to  start  a  DMA  transfer  for  the  next 
port  because  DMA  command  bit  DC  88c  for  port  44d  is 
"11"  indicating  "wait  for  frame  pulse  D."  However,  bus 
controller  21  skips  ports  44a,  44b,  44c,  and  44d  since 
they  are  respectively  waiting  for  frame  pulses  A,  B,  C, 
and  D  (time  t24-). 

Bus  controller  21  starts  DMA  transfer  A  95g  with  an 
operation  similar  to  the  one  in  "time  t1  -"  (time  t25-). 

Bus  controller  21  receives  frame  pulse  93b  from 
port  44c  (time  t26). 

After  the  completion  of  DMA  transfer  A  95g,  bus 
controller  21  attempts  to  start  a  DMA  transfer  for  the  next 
port  because  DMA  command  bit  AG  73g  for  port  44a  is 
"01  ."  However,  bus  controller  21  skips  port  44b  since  it 
is  waiting  for  frame  pulse  B.  Accordingly,  bus  controller 
21  starts  DMA  transfer  C  97d,  based  on  command  list 
CD  81  d  for  the  next  port  44c,  for  transferring  4,096  bytes 
of  stream  data  starting  from  the  start  address  CD  82d 
(time  t27-). 

Bus  controller  21  receives  frame  pulse  92c  from 

port  44b  (time  t28). 
After  the  completion  of  DMA  transfer  C  97d,  bus 

controller  21  starts  DMA  transfer  C  97e  with  an  opera- 
tion  similar  to  the  one  in  "time  t1  5-"  (time  t29-). 

5  After  the  completion  of  DMA  transfer  C  97e,  bus 
controller21  attempts  tostarta  DMAtransferforthe  next 
port  because  DMA  command  bit  CE  83e  for  port  44c  is 
"01  ."  However,  bus  controller  21  skips  port  44d  since  it 
is  waiting  for  frame  pulse  D.  Accordingly,  bus  controller 

10  21  starts  DMA  transfer  A  95h,  based  on  command  list 
AH  71  h  for  the  next  port  44a,  for  transferring  4,096  bytes 
of  stream  data  starting  from  the  start  address  AH  72h 
(time  t30-). 

After  the  completion  of  DMA  transfer  A  95h,  bus 
is  controller  21  starts  DMA  transfer  B  96g  with  an  opera- 

tion  similar  to  the  one  in  "time  t1  3-"  (time  t31  -). 
After  the  completion  of  DMA  transfer  B  96g,  bus 

controller  21  starts  DMAtransfer  C  97f,  based  on  com- 
mand  list  CF  81  f  for  the  next  port  44c,  for  transferring 

20  1  ,808  bytes  of  stream  data  starting  from  the  start  ad- 
dress  CF  82f  because  DMA  command  bit  BG  78g  for 
port  44b  is  "01"  (time  t32-). 

After  the  completion  of  DMAtransfer  C  97f  ,  bus  con- 
troller  21  attempts  to  start  a  DMA  transfer  for  the  next 

25  port  because  DMA  command  bit  CF  83f  for  port  44c  is 
"11"  indicating  "wait  for  frame  pulse  C."  However,  bus 
controller  21  skips  port  44d  since  it  is  waiting  for  frame 
pulse  D.  Accordingly,  bus  controller  21  starts  DMA 
transfer  A  95i,  based  on  command  list  Al  71  i  for  the  next 

30  port  44a,  for  transferring  1,808  bytes  of  stream  data 
starting  from  the  start  address  Al  72i  (time  t33-). 

After  the  completion  of  DMA  transfer  A  95i,  DMA 
command  bit  Al  73i  for  port  44a  is  "10"  indicating  "end 
of  chain"  of  port  44a.  Accordingly,  bus  controller  21 

35  starts  DMA  transfer  B  96h,  based  on  command  list  BH 
76h  for  the  next  port  44b,  for  transferring  4,096  bytes  of 
stream  data  starting  from  the  start  address  BH  77h  (time 
t34-). 

After  the  completion  of  DMA  transfer  B  96h,  bus 
40  controller21  attempts  to  start  a  DMAtransferforthe  next 

port  because  DMA  command  bit  BH  78h  for  port  44b  is 
"01  ."  However,  bus  controller  21  skips  ports  44c  and  44d 
since  they  are  respectively  waiting  for  frame  pulses  C 
and  D.  Bus  controller  21  also  skips  port  44a  since  its 

45  chain  list  has  ended.  Accordingly,  bus  controller  21 
starts  DMAtransfer  B  96i,  based  on  command  list  Bl  76i 
for  the  next  port  44b  for  transferring  1  ,808  bytes  of 
stream  data  starting  from  the  start  address  Bl  77i  (time 
t35-). 

so  After  the  completion  of  DMAtransfer  B96i,  bus  con- 
troller  21  attempts  to  start  a  DMA  transfer  for  the  next 
port  since  DMA  command  bit  Bl  78i  for  port  44b  is  "10" 
indicating  "end  of  chain"  of  port  44b.  However,  bus  con- 
troller  21  skips  ports  44c  and  44d  since  they  are  respec- 

ts  tively  waiting  for  frame  pulses  C  and  D.  Bus  controller 
21  also  skips  port  44a  since  its  chain  list  has  ended  (time 
t36-). 

Bus  controller  21  starts  DMA  transfers  D  98d  to  D 

12 
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98f  with  operations  similar  to  those  in  "time  t21-t24" 
(time  t37-40). 

Bus  controller  21  starts  DMA  transfers  D  97g  to  C 
97i  with  operations  similar  to  those  in  "time  t21-t24" 
(timet41-44).  5 

Bus  controller  21  starts  DMA  transfers  D  98g  to  D 
98i  with  operations  similar  to  those  in  "time  t21-t24" 
(time  t45-48). 

As  described  above,  the  present  invention  enables 
arbitrary  setting  of  the  size  of  the  stream  data  for  one  10 
DMA  transfer  for  each  port  and  enables  arbitrary  setting 
of  the  number  of  successive  DMA  transfers  per  port  by 
generating  the  chain  list,  which  indicates  information  re- 
quired  by  CPU  for  DMA  transfers,  for  each  port. 

The  chain  list  for  each  port  is  stored  in  a  memory.  15 
The  address  of  the  chain  list  is  transferred  to  the  chain 
address  counter  for  each  port. 

In  the  present  invention,  stream  data  is  DMA-trans- 
ferred  by  obtaining  chain  lists  related  to  the  control  reg- 
isters  which  have  received  both  the  data  transfer  re-  20 
quest  command  from  CPU  and  the  frame  request  signal 
from  a  corresponding  port,  where  the  chain  lists  are  ob- 
tained  in  the  order,  and  the  chain  lists  are  specified  by 
the  addresses  included  in  the  corresponding  chain  ad- 
dress  counters  for  the  corresponding  ports.  This  ex-  25 
eludes  the  necessity  of  synchronizing  the  ports  and 
stream  data  is  transferred  almost  as  specified  in  the 
chain  lists. 

It  is  needless  to  say  that  various  modifications  to 
the  above  embodiment  of  the  present  invention  are  pos-  30 
sible.  For  example,  the  DMA  controller  and  the  buffer 
controller  of  BFIFO  23  do  not  necessarily  have  the  same 
bit  width.  Also,  BFIFO  23  and  buffer  33  may  have  the 
same  bus  width.  Buffer  33  may  use  a  two-way  FIFO  or 
DRAM,  instead  of  the  field  memory.  35 

Furthermore,  a  total  of  the  base  address  and  the 
value  in  DMA  data  counter  22b  may  be  stored  in  DMA 
address  counter  22a.  In  the  present  embodiment,  DMA 
data  counter  22b  is  incremented  by  the  amount  of  trans- 
ferred  data.  However,  the  amount  of  transferred  data  40 
may  be  added  to  the  base  address  to  indicate  an  ad- 
dress. 

In  case  of  high-resolution,  high-bit-rate  stream  data 
such  as  stream  data  having  125,000  bytes  per  frame, 
31  command  lists  are  generated  for  one  frame.  The  31  45 
command  lists  are  transferred  by  switching  ports.  Here, 
for  an  arbitrary  port,  the  DMA  transfer  is  performed  with 
almost  the  same  performance  regardless  of  other  ports 
executing  any  part  of  the  command  list. 

The  direction  of  the  DMAtransfer  is  stored  in  aeon-  so 
trol  register  corresponding  to  a  port  and  is  changed  for 
each  DMA  command.  Therefore,  BFIFO  23  does  not 
store  mixed-up  data  of  a  plurality  of  ports. 

The  present  invention  has  been  fully  described  by 
way  of  examples  with  reference  to  the  accompanying  55 
drawings,  it  is  to  be  noted  that  various  changes  and 
modifications  will  be  apparent  to  those  skilled  in  the  art. 
Therefore,  unless  such  changes  and  modifications  de- 

part  from  the  scope  of  the  present  invention,  they  should 
be  construed  as  being  included  therein. 

s  Claims 

1.  A  data  transfer  apparatus  for  DMA-transferring 
stream  data  between  a  memory  and  each  of  n  ports, 
the  memory  including  a  plurality  of  memory  areas 

10  and  prestoring  at  least  one  command  list  each  of 
which  includes  a  start  address  of  one  of  the  plurality 
of  memory  areas  in  which  the  piece  of  stream  data 
is  stored  and  includes  a  size  of  the  piece  of  stream 
data,  wherein  n  is  an  integer  either  of  equal  to  and 

is  greater  than  "2,"  the  data  transfer  apparatus  com- 
prising: 

an  address  counter  for  storing  a  start  address 
of  one  of  the  plurality  of  memory  areas  between 

20  which  and  one  of  the  n  ports  a  piece  of  stream 
data  next  in  order  is  DMA-transferred,  and  the 
address  counter  is  used  for  each  of  n  ports; 
a  data  counter  for  storing  a  size  of  the  piece  of 
stream  data  next  in  order,  wherein  the  data 

25  counter  is  used  for  each  of  n  ports; 
n  chain  address  counters  each  for  storing  an 
address  of  a  memory  area,  wherein  a  certain 
chain  address  counter  includes  an  address  of 
a  memory  area  in  which  a  certain  command  list 

30  is  stored  and  the  certain  command  list  includes 
an  address  corresponding  to  the  start  address 
included  in  the  address  counter  and  includes  a 
size  corresponding  to  the  size  included  in  the 
data  counter,  wherein  the  n  chain  address 

35  counters  respectively  correspond  to  the  n  ports; 
and 
stream  data  transferring  means  for  DMA-trans- 
ferring  a  piece  of  stream  data  of  the  size  includ- 
ed  in  the  data  counter  between  the  one  of  the 

40  n  ports  corresponding  to  the  certain  chain  ad- 
dress  counter  and  the  memory  area  specified 
by  the  start  address  included  in  the  address 
counter. 

45  2.  The  data  transfer  apparatus  of  Claim  1  further  com- 
prising: 

command  list  generating  means  for  generat- 
ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the 

so  command  list  to  a  chain  address  counter  corre- 
sponding  to  one  of  the  n  ports  used  for  transferring 
a  piece  of  stream  data. 

3.  The  data  transfer  apparatus  of  Claim  1  further  com- 
55  prising: 

port  selecting  means  for  selecting  one  out  of 
the  n  ports;  and 

13 
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command  list  transferring  means  for,  each  time  7. 
the  port  selecting  means  selects  a  port,  obtain- 
ing  a  command  list  stored  in  a  memory  area 
specified  by  an  address  stored  in  a  chain  ad- 
dress  counter  which  corresponds  to  the  port  se-  s 
lected  by  the  port  selecting  means,  transferring 
a  start  address  included  in  the  command  list  to 
the  address  counter,  transferring  a  size  includ- 
ed  in  the  command  list  to  the  data  counter,  and 
updates  the  address  stored  in  the  chain  ad-  10 
dress  counter,  wherein 
each  time  the  command  list  transferring  means 
transfers  the  size  to  the  data  counter,  the  8. 
stream  data  transferring  means  DMA-transfers 
a  piece  of  stream  data  between  the  port  select-  15 
ed  by  the  port  selecting  means  and  the  memory 
area  specified  by  the  start  address  stored  in  the 
address  counter,  wherein  the  piece  of  stream 
data  is  of  the  size  stored  in  the  data  counter. 

20 
4.  The  data  transfer  apparatus  of  Claim  3  further  com- 

prising:  9. 
command  list  generating  means  for  generat- 

ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the  25 
command  list  to  a  chain  address  counter  corre- 
sponding  to  one  of  the  n  ports  used  for  transferring 
a  piece  of  stream  data. 

5.  The  data  transfer  apparatus  of  Claim  3,  wherein  30 

each  command  list  includes  a  command  indi- 
cating  either  of  selecting  a  current  port  and  se- 
lecting  a  new  port,  wherein 
each  time  the  port  selecting  means  selects  a  35 
port,  the  command  list  transferring  means  ob- 
tains  a  command  list  stored  in  a  memory  area 
specified  by  an  address  stored  in  a  chain  ad- 
dress  counter  which  corresponds  to  the  port  se- 
lected  by  the  port  selecting  means  and  trans-  40 
fers  the  command  included  in  the  command  list 
to  the  port  selecting  means,  wherein 
after  the  stream  data  transferring  means  com- 
pletes  a  DMA  transfer,  the  port  selecting 
means,  based  on  a  predetermined  order  and  45 
the  command  obtained  by  the  command  list 
transferring  means,  selects  either  of  a  new  port  10, 
and  a  current  port. 

6.  The  data  transfer  apparatus  of  Claim  5  further  com-  so 
prising: 

command  list  generating  means  for  generat- 
ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the 
command  list  to  a  chain  address  counter  corre-  55 
sponding  to  one  of  the  n  ports  used  for  transferring  1  1  . 
a  piece  of  stream  data. 

The  data  transfer  apparatus  of  Claim  5,  wherein 

at  least  one  of  the  n  ports  outputs  a  transfer  re- 
quest  signal  which  requests  a  certain  amount 
of  stream  data  to  be  transferred,  wherein 
the  data  transfer  apparatus  further  comprises: 
receiving  means  for  receiving  the  transfer  re- 
quest  signal  from  the  n  ports,  wherein 
the  port  selecting  means  selects  one  port  out 
of  ports  from  which  the  receiving  means  re- 
ceives  the  transfer  request  signal. 

The  data  transfer  apparatus  of  Claim  7  further  com- 
prising: 

command  list  generating  means  for  generat- 
ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the 
command  list  to  a  chain  address  counter  corre- 
sponding  to  one  of  the  n  ports  used  for  transferring 
a  piece  of  stream  data. 

The  data  transfer  apparatus  of  Claim  7,  wherein 

at  least  one  of  the  n  ports  outputs  the  transfer 
request  signal  at  intervals  of  a  certain  time  pe- 
riod,  wherein  the  receiving  means  includes: 
n  request  bit  storing  means,  wherein 
when  the  receiving  means  receives  a  transfer 
request  signal  from  a  port,  a  request  bit  storing 
means  corresponding  to  the  port  which  has 
sent  the  transfer  request  signal  sets  a  request 
bit,  the  n  request  bit  storing  means  respectively 
corresponding  to  the  n  ports,  wherein 
when  the  command  indicates  selecting  a  new 
port,  the  command  further  indicates  whether  to 
clear  the  request  bit  set  by  the  request  bit  stor- 
ing  means,  wherein 
the  port  selecting  means,  based  on  the  com- 
mand  transferred  from  the  command  list  trans- 
ferring  means,  clears  the  request  bit  set  by  the 
request  bit  storing  means  and  alternatively 
does  not  perform  any  certain  process,  wherein 
the  port  selecting  means  selects  one  port  out 
of  ports  which  correspond  to  request  bit  storing 
means  which  have  set  request  bits. 

The  data  transfer  apparatus  of  Claim  9  further  com- 
prising: 

command  list  generating  means  for  generat- 
ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the 
command  list  to  a  chain  address  counter  corre- 
sponding  to  one  of  the  n  ports  used  for  transferring 
a  piece  of  stream  data. 

The  data  transfer  apparatus  of  Claim  9  further  com- 
prising: 

14 



27 EP  0  837  397  A2 28 

bus  width  conversion  command  generating 
means  for,  each  time  the  port  selecting  means 
selects  a  port,  generating  a  bus  width  conver- 
sion  command  based  on  the  port  selected  by 
the  port  selecting  means  and  the  size  stored  in 
the  data  counter  and  sending  the  generated 
bus  width  conversion  command  to  a  bus  width 
converting  means,  wherein  the  bus  width  con- 
version  command  includes  a  piece  of  informa- 
tion  specifying  a  port  and  a  piece  of  information 
specifying  a  data  length  of  stream  data;  and 
the  bus  width  converting  means  for,  based  on 
the  bus  width  conversion  command,  transfer- 
ring  stream  data  between  the  port  specified  by 
the  piece  of  information  and  the  memory  by  per- 
forming  either  of  a  first  conversion  and  a  sec- 
ond  conversion,  wherein  in  the  first  conversion 
a  bus  width  for  the  port  specified  by  the  piece 
of  information  included  in  the  bus  width  conver- 
sion  command  is  converted  to  a  bus  width  for 
the  memory,  and  in  the  second  conversion  the 
bus  width  for  the  memory  is  converted  to  the 
bus  width  for  the  port  specified  by  the  piece  of 
information  included  in  the  bus  width  conver- 
sion  command,  the  stream  data  being  of  the  da- 
ta  length  specified  by  the  piece  of  information 
included  in  the  bus  width  conversion  command, 
wherein  the  bus  width  converting  means  is 
used  for  each  of  n  ports,  wherein 
the  stream  data  transferring  means  DMA-trans- 
fers  a  piece  of  stream  data  between  the  mem- 
ory  and  the  bus  width  converting  means  instead 
of  the  port  selected  by  the  port  selecting 
means. 

12.  The  data  transfer  apparatus  of  Claim  11  further 
comprising: 

command  list  generating  means  for  generat- 
ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the 
command  list  to  a  chain  address  counter  corre- 
sponding  to  one  of  the  n  ports  used  for  transferring 
a  piece  of  stream  data. 

13.  The  data  transfer  apparatus  of  Claim  11  further 
comprising: 

first  buffer  means  for  storing  stream  data  be- 
tween  the  memory  and  the  bus  width  convert- 
ing  means,  wherein  the  first  buffer  means  is 
used  for  each  of  n  ports,  wherein 
the  stream  data  transferring  means  DMA-trans- 
fers  a  piece  of  stream  data  between  the  mem- 
ory  and  the  first  buffer  means  instead  of  the  bus 
width  converting  means. 

14.  The  data  transfer  apparatus  of  Claim  13  further 
comprising: 

command  list  generating  means  for  generat- 
ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the 
command  list  to  a  chain  address  counter  corre- 

5  sponding  to  one  of  the  n  ports  used  for  transferring 
a  piece  of  stream  data. 

15.  The  data  transfer  apparatus  of  Claim  13  further 
comprising: 

10  n  second  buffer  means,  which  respectively 
correspond  to  the  n  ports,  each  for  storing  stream 
data  between  a  corresponding  port  and  the  bus 
width  converting  means,  wherein  the  bus  width  con- 
verting  means  transfers  stream  data  between  the 

is  memory  and  the  n  second  buffer  means  instead  of 
the  port. 

16.  The  data  transfer  apparatus  of  Claim  15  further 
comprising: 

20  command  list  generating  means  for  generat- 
ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the 
command  list  to  a  chain  address  counter  corre- 
sponding  to  one  of  the  n  ports  used  for  transferring 

25  a  piece  of  stream  data. 

17.  The  data  transfer  apparatus  of  Claim  15,  wherein 

the  data  transfer  apparatus  further  DMA-trans- 
30  fers  stream  data  between  an  m-times-speed 

port  and  the  memory,  wherein  m  is  an  integer 
either  of  equal  to  and  smaller  than  n,  and  the 
data  transfer  apparatus  further  comprises: 
m  first  I/O  controllers,  which  respectively  corre- 

35  spond  to  m  second  buffer  means  out  of  the  n 
second  buffer  means,  each  for  selecting  either 
of  a  port  and  the  m-times-speed  port  and  con- 
trolling  input/output  of  stream  data  between  ei- 
ther  of  the  port  and  the  m-times-speed  port  se- 

40  lected  and  a  corresponding  second  buffer 
means;  and 
(n-m)  second  I/O  controllers,  which  respective- 
ly  correspond  to  (n-m)  second  buffer  means 
other  than  the  m  second  buffer  means,  each  for 

45  controlling  input/output  of  stream  data  between 
a  corresponding  second  buffer  means  and  a 
corresponding  port,  wherein 
each  of  the  n  second  buffer  means  stores 
stream  data  between  the  bus  width  converting 

so  means  and  a  corresponding  I/O  controller, 
which  is  either  of  a  first  I/O  controller  and  a  sec- 
ond  I/O  controller,  instead  of  the  corresponding 
port,  wherein 
the  m-times-speed  port  is  connected  to  each  of 

55  the  m  first  I/O  controllers,  the  n  ports  are  re- 
spectively  connected  to  the  m  first  I/O  control- 
lers  and  the  (n-m)  second  I/O  controllers. 
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18.  The  data  transfer  apparatus  of  Claim  17  further 
comprising: 

command  list  generating  means  for  generat- 
ing  a  command  list,  storing  the  command  list  into 
the  memory,  and  transferring  an  address  of  the  s 
command  list  to  a  chain  address  counter  corre- 
sponding  to  one  of  the  n  ports  used  for  transferring 
a  piece  of  stream  data. 

19.  A  data  transfer  apparatus  for  DMA-transferring  10 
stream  data  from  a  mass  storage  to  each  of  n  ports, 
wherein  n  is  an  integer  either  of  equal  to  and  greater 
than  "2,"  the  data  transfer  apparatus  comprising: 

the  mass  storage  for  prestoring  the  stream  da-  15 
ta; 
a  memory  which  includes  a  plurality  of  memory 
areas  for  storing  the  stream  data; 
command  list  generating  means  for  generating 
at  least  one  first  command  list,  wherein  each  20 
first  command  list  includes  an  identifier  identi- 
fying  a  piece  of  stream  data  stored  in  the  mass 
storage,  an  address  of  one  of  the  plurality  of 
memory  areas  in  which  the  piece  of  stream  data 
is  stored,  and  a  size  of  the  piece  of  stream  data;  25 
first  data  transferring  means  for  DMA-transfer- 
ring  the  piece  of  stream  data  from  the  mass 
storage  to  the  memory  based  on  the  first  com- 
mand,  wherein 
the  command  list  generating  means  transfers  30 
the  first  command  list  to  the  first  data  transfer- 
ring  means,  generates  a  second  command  list, 
and  stores  the  second  command  list  into  the 
memory,  the  second  command  list  including:  a 
start  address  of  a  memory  area  in  which  a  piece  35 
of  stream  data  is  stored;  a  size  of  the  piece  of 
stream  data;  and  a  command  indicating  either 
of  selecting  a  current  port  and  selecting  a  new 
port;  and 
second  data  transferring  means  which  in-  40 
eludes: 

an  address  counter  for  storing  a  start  ad- 
dress  of  one  of  the  plurality  of  memory  ar- 
eas,  wherein  a  piece  of  stream  data  next  45 
in  order  is  DMA-transferred  from  the  one  of 
the  plurality  of  memory  areas  to  one  of  the 
n  ports,  and  the  address  counter  is  used 
for  each  of  n  ports; 
a  data  counter  for  storing  a  size  of  the  piece  so 
of  stream  data  next  in  order,  wherein  the 
data  counter  is  used  for  each  of  n  ports; 
n  chain  address  counters  each  for  storing 
an  address  of  a  memory  area,  wherein  a 
certain  chain  address  counter  includes  an  55 
address  of  a  memory  area  in  which  a  cer- 
tain  second  command  list  is  stored  and  the 
certain  command  list  includes  an  address 

corresponding  to  the  start  address  includ- 
ed  in  the  address  counter  and  includes  a 
size  corresponding  to  the  size  included  in 
the  data  counter,  wherein  the  n  chain  ad- 
dress  counters  respectively  correspond  to 
the  n  ports; 
port  selecting  means  for  selecting  one  out 
of  the  n  ports; 
command  list  transferring  means  for,  each 
time  the  port  selecting  means  selects  a 
port,  obtaining  a  second  command  list 
stored  in  a  memory  area  specified  by  an 
address  stored  in  a  chain  address  counter 
which  corresponds  to  the  port  selected  by 
the  port  selecting  means,  transferring  a 
start  address  included  in  the  second  com- 
mand  list  to  the  address  counter,  transfer- 
ring  a  size  included  in  the  second  com- 
mand  list  to  the  data  counter,  transferring 
the  command  included  in  the  second  com- 
mand  list  to  the  port  selecting  means,  and 
updates  the  address  stored  in  the  chain  ad- 
dress  counter;  and 
stream  data  transferring  means  for  DMA- 
transferring  a  piece  of  stream  data  being  of 
the  size  stored  in  the  data  counter  from  a 
memory  area  specified  by  the  start  address 
stored  in  the  address  countertothe  port  se- 
lected  by  the  port  selecting  means,  where- 
in 

each  time  the  port  selecting  means  selects  a 
port,  the  command  list  transferring  means  ob- 
tains  a  command  list  stored  in  a  memory  area 
specified  by  an  address  stored  in  a  chain  ad- 
dress  counter  which  corresponds  to  the  port  se- 
lected  by  the  port  selecting  means  and  trans- 
fers  the  command  included  in  the  command  list 
to  the  port  selecting  means,  wherein 
after  the  stream  data  transferring  means  com- 
pletes  a  DMA  transfer,  the  port  selecting 
means,  based  on  a  predetermined  order  and 
the  command  obtained  by  the  command  list 
transferring  means,  selects  either  of  a  new  port 
and  a  current  port,  wherein 
each  time  the  command  list  transferring  means 
transfers  the  size  to  the  data  counter,  the 
stream  data  transferring  means  DMA-transfers 
a  piece  of  stream  data  being  of  the  size  stored 
in  the  data  counter  from  a  memory  area  speci- 
fied  by  the  start  address  stored  in  the  address 
counter  to  the  port  selected  by  the  port  select- 
ing  means,  wherein 
after  the  first  data  transferring  means  DMA- 
transfers  a  piece  of  stream  data  from  the  mass 
storage  to  the  memory,  the  command  list  gen- 
erating  means  transfers  an  address  of  the  sec- 
ond  command  list  to  a  chain  address  counter 
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which  corresponds  to  a  port  to  which  a  piece  of 
stream  data  is  DMA-transferred. 

20.  A  data  transfer  apparatus  for  DMA-transferring 
stream  data  from  each  of  n  ports  to  a  mass  storage,  s 
wherein  n  is  an  integer  either  of  equal  to  and  greater 
than  "2,"  the  data  transfer  apparatus  comprising: 

the  mass  storage  for  prestoring  the  stream  da- 
ta;  10 
a  memory  which  includes  a  plurality  of  memory 
areas  for  storing  the  stream  data; 
a  command  list  generating  means  for  generat- 
ing  a  second  command  list  and  storing  the  sec- 
ond  command  list  into  the  memory,  the  second  is 
command  list  including:  a  start  address  of  a 
memory  area  in  which  a  piece  of  stream  data 
is  stored;  a  size  of  the  piece  of  stream  data;  and 
a  command  indicating  either  of  selecting  a  cur- 
rent  port  and  selecting  a  new  port;  and  20 
second  data  transferring  means  which  in- 
cludes: 

an  address  counter  for  storing  a  start  ad- 
dress  of  one  of  the  plurality  of  memory  ar-  25 
eas,  wherein  a  piece  of  stream  data  next 
in  order  is  DMA-transferred  from  one  of  the 
n  ports  to  the  one  of  the  plurality  of  memory 
areas,  and  the  address  counter  is  used  for 
each  of  n  ports;  30 
a  data  counter  for  storing  a  size  of  the  piece 
of  stream  data  next  in  order,  wherein  the 
data  counter  is  used  for  each  of  n  ports; 
n  chain  address  counters  each  for  storing 
an  address  of  a  memory  area,  wherein  a  35 
certain  chain  address  counter  includes  an 
address  of  a  memory  area  in  which  a  cer- 
tain  second  command  list  is  stored  and  the 
certain  command  list  includes  an  address 
corresponding  to  the  start  address  includ-  40 
ed  in  the  address  counter  and  includes  a 
size  corresponding  to  the  size  included  in 
the  data  counter,  wherein  the  n  chain  ad- 
dress  counters  respectively  correspond  to 
the  n  ports;  45 
port  selecting  means  for  selecting  one  out 
of  the  n  ports; 
command  list  transferring  means  for,  each 
time  the  port  selecting  means  selects  a 
port,  obtaining  a  second  command  list  so 
stored  in  a  memory  area  specified  by  an 
address  stored  in  a  chain  address  counter 
which  corresponds  to  the  port  selected  by 
the  port  selecting  means,  transferring  a 
start  address  included  in  the  second  com-  55 
mand  list  to  the  address  counter,  transfer- 
ring  a  size  included  in  the  second  com- 
mand  list  to  the  data  counter,  transferring 

the  command  included  in  the  second  com- 
mand  list  to  the  port  selecting  means,  and 
updates  the  address  stored  in  the  chain  ad- 
dress  counter;  and 
stream  data  transferring  means  for  DMA- 
transferring  a  piece  of  stream  data  being  of 
the  size  stored  in  the  data  counter  from  a 
memory  area  specified  by  the  start  address 
stored  in  the  address  countertothe  port  se- 
lected  by  the  port  selecting  means,  where- 
in 

each  time  the  port  selecting  means  selects  a 
port,  the  command  list  transferring  means  ob- 
tains  a  command  list  stored  in  a  memory  area 
specified  by  an  address  stored  in  a  chain  ad- 
dress  counter  which  corresponds  to  the  port  se- 
lected  by  the  port  selecting  means  and  trans- 
fers  the  command  included  in  the  command  list 
to  the  port  selecting  means,  wherein 
after  the  stream  data  transferring  means  com- 
pletes  a  DMA  transfer,  the  port  selecting 
means,  based  on  a  predetermined  order  and 
the  command  obtained  by  the  command  list 
transferring  means,  selects  either  of  a  new  port 
and  a  current  port,  wherein 
each  time  the  command  list  transferring  means 
transfers  the  size  to  the  data  counter,  the 
stream  data  transferring  means  DMA-transfers 
a  piece  of  stream  data  being  of  the  size  stored 
in  the  data  counter  from  the  port  selected  by 
the  port  selecting  means  to  a  memory  area 
specified  by  the  start  address  stored  in  the  ad- 
dress  counter  to,  wherein 
the  command  list  generating  means  transfers 
an  address  of  the  second  command  list  to  the 
second  data  transferring  means,  generates  a 
first  command  list,  and  stores  the  first  com- 
mand  list  in  the  memory,  wherein 
the  first  command  list  includes  an  identifier 
identifying  a  piece  of  stream  data  stored  in  the 
mass  storage,  an  address  of  one  of  the  plurality 
of  memory  areas  in  which  the  piece  of  stream 
data  is  stored,  and  a  size  of  the  piece  of  stream 
data,  wherein 
the  data  transfer  apparatus  further  comprises: 
first  data  transferring  means  for  DMA-transfer- 
ring  the  piece  of  stream  data  from  the  memory 
to  the  mass  storage  based  on  the  first  com- 
mand  list  generated  by  the  command  list  gen- 
erating  means,  wherein 
after  the  second  data  transferring  means  DMA- 
transfers  a  piece  of  stream  data  to  the  memory, 
the  command  list  generating  means  transfers 
an  address  of  the  first  command  list  to  the  first 
data  transferring  means. 
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