
European  Patent  Office  
^   ̂ ̂   ^  ̂   ̂ ̂    ̂ ̂    ̂ ̂   II  ̂    ̂ ̂   II  ̂   II  ̂    ̂ ̂    ̂ ̂    ̂ ̂    ̂ ̂   I  ̂  

Office  europeen  des  brevets  E P   0  9 3 2   1 1 4   A 2  

EUROPEAN  PATENT  A P P L I C A T I O N  

(43)  Date  of  publication:  (51)  |nt  CI.6:  G  06  K  9 /00  
28.07.1999  Bulletin  1999/30 

(21)  Application  number:  99300179.1 

(22)  Date  of  filing:  12.01.1999 

(84)  Designated  Contracting  States:  •  Holliman,  Nicholas  Steven 
AT  BE  CH  CY  DE  DK  ES  Fl  FR  GB  GR  IE  IT  LI  LU  Wallingford,  Oxfordshire  OX10  OAY  (GB) 
MC  NL  PT  SE  •  Ezra,  David 
Designated  Extension  States:  Wallingford,  Oxfordshire  OX10  ORL  (GB) 
AL  LT  LV  MK  RO  SI 

(74)  Representative:  Robinson,  John  Stuart 
(30)  Priority:  23.01.1998  GB  9801550  Marks  &  Clerk, 

4220  Nash  Court, 
(71)  Applicant:  Sharp  Kabushiki  Kaisha  Oxford  Business  Park  South 

Osaka-shi,  Osaka  545-8522  (JP)  Oxford  OX4  2RU  (GB) 

(72)  Inventors:  Remarks: 
•  Hong,  Qi  He  The  application  is  published  incomplete  as  filed 

Abingdon,  Oxfordshire  OX14  5PT  (GB)  (Article  93  (2)  EPC). 

(54)  A  method  of  and  apparatus  for  detecting  a  face-like  region  and  observer  tracking  display 
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(57)  A  method  is  provided  for  detecting  face-like  re- 
gions  in  a  colour  image,  for  instance  from  a  video  cam- 
era.  The  saturation  component  is  derived  (21)  from  a 
colour  image  (20),  for  instance  by  conversion  from  the 
RGB  format  which  is  typical  of  the  output  of  video  cam- 
eras.  The  spatial  resolution  of  the  saturation-component 
image  is  reduced  (22)  by  spatial  averaging  so  that  the 
image  of  a  face  has  a  limited  extent,  such  as  less  than 
five  reduced  resolution  pixels  in  each  dimension.  The 
reduced  resolution  saturation  image  is  then  tested  (23) 
to  find  regions  which  are  of  substantially  uniform  satu- 
ration  and  of  a  predetermined  size  and  shape  and  which 
are  surrounded  by  a  region  of  substantially  different  sat- 
uration. 

Obtain  the  latest  digital  image  (RGB) 

Obtain  saturation  picture  by  converting 
image  format  from  RGB  to  HSV —  21 

Reduce  image  resolution  of  S-component  bv  averaging,  so  that an  adult's  face  has  about  2-3  pixels  in  each  dimension 

Find  uniform  biobs  that  have 2-3  pixels  in  each  dimension 
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Description 

[0001]  The  present  invention  relates  to  a  method  of 
and  an  apparatus  for  detecting  a  face-like  region  of  a 
colour  image.  Such  a  method  may  be  used  in  associa- 
tion  with  other  methods  for  detecting  a  face  in  an  image 
and  for  capturing  a  target  image,  for  instance  during  the 
initialisation  stage  of  an  image  tracking  system  which 
may  be  associated  with  an  observer  tracking  autoster- 
eoscopic  display.  Such  methods  and  apparatuses  have 
a  wide  range  of  applications,  for  instance  in  skin  colour 
detection,  face  detection  and  recognition,  security  sur- 
veillance,  video  and  image  compression,  video  confer- 
encing,  multimedia  database  searching  and  computer 
games. 
[0002]  The  present  invention  also  relates  to  an  ob- 
server  tracking  display,  for  instance  of  the  autostereo- 
scopic  type. 
[0003]  Autostereoscopic  displays  enable  a  viewer  to 
see  two  separate  images  forming  a  stereoscopic  pair  by 
viewing  such  displays  with  the  eyes  in  two  viewing  win- 
dows.  Examples  of  such  displays  are  disclosed  in  EP  0 
602  934,  EP  0  656  555,  EP  0  708  351  ,  EP  0  726  482 
and  EP  0  829  743.  An  example  of  a  known  type  of  ob- 
server  tracking  autostereoscopic  display  is  illustrated  in 
Figure  1  of  the  accompanying  drawings. 
[0004]  The  display  comprises  a  display  system  1  co- 
operating  with  a  tracking  system  2.  The  tracking  system 
2  comprises  a  tracking  sensor  3  which  supplies  a  sensor 
signal  to  a  tracking  processor  4.  The  tracking  processor 
4  derives  from  the  sensor  signal  an  observer  position 
data  signal  which  is  supplied  to  a  display  control  proc- 
essor  5  of  the  display  system  1  .  The  processor  5  con- 
verts  the  position  data  signal  into  a  window  steering  sig- 
nal  and  supplies  this  to  a  steering  mechanism  6  of  a 
tracked  3D  display  7.  The  viewing  windows  for  the  eyes 
of  the  observer  are  thus  steered  so  as  to  follow  move- 
ment  of  the  head  of  the  observer  and,  within  the  working 
range,  to  maintain  the  eyes  of  the  observer  in  the  ap- 
propriate  viewing  windows. 
[0005]  capture  would  be  difficult  for  a  computer,  given 
all  possible  types  of  people  with  different  age,  sex,  eye 
shape  and  skin  colour  under  various  lighting  conditions. 
[0006]  Suwa  et  al,  "A  Video  Quality  Improvement 
Technique  for  Video  Phone  and  Video  Conference  Ter- 
minal",  IEEE  Workshop  on  Visual  Signal  Processing 
and  Commun  ications,  21-22  September  1993,  Mel- 
bourne,  Australia  disclose  a  technique  for  detecting  a 
facial  region  based  on  a  statistical  model  of  skin  colour. 
This  technique  assumes  that  the  colour  and  brightness 
in  the  facial  region  lie  within  a  defined  domain  and  the 
face  will  occupy  a  predetermined  amount  of  space  in  a 
video  frame.  By  searching  for  a  colour  region  which  con- 
sists  of  image  pixels  whose  colours  are  within  the  do- 
main  and  whose  size  is  within  a  known  size,  a  face  re- 
gion  may  be  located.  However,  the  colour  space  domain 
for  the  skin  colour  changes  with  changes  in  lighting 
source,  direction  and  intensity.  The  colour  space  also 

varies  for  different  skin  colours.  Accordingly,  this  tech- 
nique  requires  calibration  of  the  skin  colour  space  for 
each  particular  application  and  system  and  is  thus  of  lim- 
ited  applicability. 

5  [0007]  Swain  et  al,  "Color  Indexing",  International 
Journal  of  Computer  Vision,  7:1,  pages  11  to  32,  1991 
disclose  the  use  of  colour  histograms  of  multicoloured 
objects  to  provide  colour  indexing  in  a  large  database 
of  models.  A  technique  known  as  "histogram  back  pro- 

10  jection"  is  then  use  to  locate  the  position  of  a  known  ob- 
ject  such  as  a  facial  region,  for  instance  as  disclosed  by 
Sako  et  al,  "Real-Time  Facial-Feature  Tracking  based 
on  Matching  Techniques  and  its  Applications",  proceed- 
ings  of  12  I  APR  International  Conference  on  Patent 

is  Recognition,  Jerusalem,  October  6-1  3  1994,  vol  II,  pag- 
es  320  to  324.  However,  this  technique  requires  knowl- 
edge  of  the  desired  target,  such  as  a  colour  histogram 
of  a  face,  and  only  works  if  sufficient  pixels  of  the  target 
image  are  different  from  pixels  of  other  parts  of  the  im- 

20  age.  It  is  therefore  necessary  to  provide  a  controlled 
background  and  additional  techniques  are  required  to 
cope  with  changes  of  lighting. 
[0008]  Chen  et  al,  "Face  Detection  by  Fuzzy  Pattern 
Matching",  IEEE  (0-8186-7042-8),  pages  591  to  596, 

25  1995  disclose  a  technique  for  detecting  a  face-like  re- 
gion  in  an  input  image  using  a  fuzzy  pattern  matching 
method  which  is  largely  based  on  the  extraction  of  skin 
colours  using  a  model  known  as  "skin  colour  distribution 
function"  (SKDF).  This  technique  first  converts  the  RGB 

30  into  a  Famsworth  colour  space  as  disclosed  in  Wyszechi 
et  al,  "Color  Science",  John  Wiley  &  Sons  Inc,  1  982.  The 
SCDF  is  built  by  gathering  a  large  set  of  sample  images 
containing  human  faces  and  selecting  the  skin  regions 
in  the  images  by  human  viewers.  A  learning  program  is 

35  then  applied  to  investigate  the  frequency  of  each  colour 
in  the  colour  space  appearing  in  the  skin  regions.  The 
SCDF  is  then  unified  and  is  used  to  estimate  the  degree 
of  how  well  a  colour  looks  like  skin  colour.  Once  a  region 
is  extracted  as  a  likely  skin  region,  it  is  subjected  to  fur- 

40  ther  analysis  based  on  pre-established  face  shape  mod- 
els,  each  containing  10x12  square  cells.  However,  a 
problem  with  this  technique  is  that  the  SCDF  can  vary 
as  the  lighting  conditions  change. 
[0009]  According  to  a  first  aspect  of  the  invention, 

45  there  is  provided  a  method  of  detecting  a  face-like  re- 
gion  of  a  colour  image,  comprising  reducing  the  resolu- 
tion  of  the  colour  image  by  averaging  the  saturation  to 
form  a  reduced  resolution  image  and  searching  for  a  re- 
gion  of  the  reduced  resolution  image  having,  in  a  pre- 

so  determined  shape,  a  substantially  uniform  saturation 
which  is  substantially  different  from  the  saturation  of  the 
portion  of  the  reduced  resolution  image  surrounding  the 
predetermined  shape. 
[0010]  The  colour  image  may  comprise  a  plurality  of 

55  picture  elements  and  the  resolution  may  be  reduced 
such  that  the  predetermined  shape  is  from  two  to  three 
reduced  resolution  picture  elements  across. 
[0011]  The  colour  image  may  comprise  a  rectangular 
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array  of  M  x  N  picture  elements,  the  reduced  resolution 
image  may  comprise  (IWm)  by  (N/n)  picture  elements, 
each  of  which  corresponds  to  m  x  n  picture  elements  of 
the  colour  image,  and  the  saturation  of  each  picture  el- 
ement  of  the  reduced  resolution  image  may  be  given  by: 

m-1  n-1 

P  =  ( l / m n ) S   Z   f(i,j) 
i=0  j=o 

where  f(i,j)  is  the  saturation  of  the  picture  element  of  the 
ith  column  and  the  jth  row  of  the  m  x  n  picture  elements. 
The  method  may  comprise  storing  the  saturations  in  a 
store. 
[0012]  A  uniformity  value  may  be  ascribed  to  each  of 
the  reduced  resolution  picture  elements  by  comparing 
the  saturation  of  each  of  the  reduced  resolution  picture 
elements  with  the  saturation  of  at  least  one  adjacent  re- 
duced  resolution  picture  element. 
[0013]  Each  uniformity  value  may  be  ascribed  a  first 
value  if 

(max(P)-min(P))/max(P)<T 

where  max(P)  and  min(P)  are  the  maximum  and  mini- 
mum  values,  respectively,  of  the  saturations  of  the  re- 
duced  resolution  picture  element  and  the  or  each  adja- 
cent  picture  element  and  T  is  a  threshold,  and  a  second 
value  different  from  the  first  value  otherwise.  T  may  be 
substantially  equal  to  0.15. 
[0014]  The  or  each  adjacent  reduced  resolution  pic- 
ture  element  may  not  have  been  ascribed  a  uniformity 
value  and  each  uniformity  value  may  be  stored  in  the 
store  in  place  of  the  corresponding  saturation. 
[0015]  The  resolution  may  be  reduced  such  that  the 
predetermined  shape  is  two  or  three  reduced  resolution 
picture  elements  across  and  the  method  may  further 
comprise  indicating  detection  of  a  face-like  region  when 
a  uniformity  value  of  the  first  value  is  ascribed  to  any  of 
one  reduced  resolution  picture  element,  two  vertically 
or  horizontally  adjacent  reduced  resolution  picture  ele- 
ments  and  a  rectangular  two-by-two  array  of  picture  el- 
ements  and  when  a  uniformity  value  of  the  second  value 
is  ascribed  to  each  surrounding  reduced  resolution  pic- 
ture  element. 
[0016]  Detection  may  be  indicated  by  storing  a  third 
value  different  from  the  first  and  second  values  in  the 
store  in  place  of  the  corresponding  uniformity  value. 
[0017]  The  method  may  comprise  repeating  the  res- 
olution  reduction  and  searching  at  least  once  with  the 
reduced  resolution  picture  elements  shifted  with  respect 
to  the  colour  image  picture  elements. 
[0018]  The  saturation  may  be  derived  from  red,  green 

and  blue  components  as 

(max(R,G,B)-min(R,G,B))/max(R,G,B) 
5 

where  max(R,G,B)  and  min(R,G,B)  are  the  maximum 
and  minimum  values,  respectively,  of  the  red,  green  and 
blue  components. 
[0019]  The  method  may  comprise  capturing  the  col- 

10  our  image.  The  colour  image  may  be  captured  by  a  vid- 
eo  camera  and  the  resolution  reduction  and  searching 
may  be  repeated  for  different  video  fields  or  frames  from 
the  video  camera.  A  first  colour  image  may  be  captured 
while  illuminating  an  expected  range  of  positions  of  a 

15  face,  a  second  colour  image  maybe  captured  using  am- 
bient  light,  and  the  second  colour  image  may  be  sub- 
tracted  from  the  first  colour  image  to  form  the  colour  im- 
age. 
[0020]  According  to  a  second  aspect  of  the  invention, 

20  there  is  provided  an  apparatus  for  detecting  a  face-like 
region  of  a  colour  image,  comprising  a  data  processor 
arranged  to  reduce  the  resolution  of  the  colour  image 
by  averaging  the  saturation  to  form  a  reduced  resolution 
image  and  to  search  for  a  region  of  the  reduced  resolu- 

25  tion  image  having,  in  a  predetermined  shape,  a  substan- 
tially  uniform  saturation  which  is  substantially  different 
from  the  saturation  of  the  portion  of  the  reduced  resolu- 
tion  image  surrounding  the  predetermined  shape. 
[0021]  According  to  a  third  aspect  of  the  invention, 

30  there  is  provided  an  observer  tracking  display  including 
an  apparatus  according  to  the  second  aspect  of  the  in- 
vention. 
[0022]  It  is  known  that  human  skin  tends  to  be  of  uni- 
form  saturation.  The  present  method  and  apparatus 

35  make  use  of  this  property  and  provide  an  efficient  meth- 
od  of  finding  candidates  for  faces  in  colour  images.  A 
wider  range  of  lighting  conditions  can  be  accommodat- 
ed  without  the  need  for  colour  calibration  so  that  this 
technique  is  more  reliable  and  convenient  than  the 

40  known  techniques.  By  reducing  the  resolution  of  the  sat- 
uration  of  the  image,  computational  requirements  are 
substantially  reduced  and  a  relatively  simple  method 
may  be  used.  Averaging  increases  the  uniformity  of  sat- 
uration  in  a  face  region  so  that  this  technique  is  capable 

45  of  recognising  candidates  for  faces  in  images  of  people 
of  different  ages,  sexes  and  skin  colours  and  can  even 
cope  with  the  wearing  of  glasses  of  light  colour.  Because 
this  technique  is  very  efficient,  it  can  be  implemented  in 
real  time  and  may  be  used  in  low  cost  commercial  ap- 

50  plications. 
[0023]  This  technique  may  be  used  in  the  initial  stage 
9  shown  in  Figure  3  of  the  accompanying  drawings  for 
the  image  tracking  system  disclosed  in  EP  0  877  274 
and  GB  2  324  428.  Further,  this  technique  may  be  used 

55  as  the  first  part  of  a  two  stage  face  detection  and  recog- 
nition  techniques  as  disclosed,  for  instance,  in  US  5  1  64 
992,  US  5  012  522,  Turk  et  al  "Eigen  faces  for  Recog- 
nition",  Journal  1  of  Cognitive  Neuroscience,  vol  3,  No 
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1  ,  pages  70  to  86,  1  991  ,  Yuille  et  al,  "Feature  Extraction 
from  Faces  using  Deformable  Templates",  International 
Journal  of  Computer  Vision,  8(2),  pages  99  to  1  1  1  ,  1  992 
and  Yang  et  al,  "Human  Face  Detection  in  Complex 
Background",  Pattern  Recognition,  vol  27,  No  1,  pages 
53  to  63,  1994.  In  such  two  stage  techniques,  the  first 
stage  locates  the  approximate  position  of  the  face  and 
the  second  stage  provides  further  analysis  of  each  can- 
didate's  face  region  to  confirm  the  existence  of  the  face 
and  to  extract  accurate  facial  features  such  as  eyes, 
nose  and  lips.  The  first  stage  does  not  require  high  ac- 
curacy  and  so  may  be  implemented  with  fast  algorithms. 
The  number  of  image  regions  which  have  to  be  analysed 
in  the  second  stage  is  limited  by  the  first  stage.  This  is 
advantageous  because  the  second  stage  generally  re- 
quires  more  sophisticated  algorithms  and  is  thus  more 
computing-intensive. 
[0024]  The  invention  will  be  further  described  by  way 
of  example,  with  reference  to  the  accompanying  draw- 
ings,  in  which: 

Figure  1  is  a  block  schematic  diagram  of  a  known 
type  of  observer  tracking  autostereoscopic  display; 

Figure  2  is  a  block  schematic  diagram  of  an  observ- 
er  tracking  display  to  which  the  present  invention 
may  be  applied; 

Figure  3  is  a  flow  diagram  illustrating  observer 
tracking  in  the  display  of  Figure  2; 

Figure  4  illustrates  a  typical  target  image  or  tem- 
plate  which  is  captured  by  the  method  illustrated  in 
Figure  3; 

Figure  5  illustrates  the  appearance  of  a  display  dur- 
ing  template  capture  by  the  display  of  Figure  2; 

Figure  6  is  a  flow  diagram  illustrating  a  method  of 
detecting  face-like  regions  constituting  an  embodi- 
ment  of  the  present  invention; 

Figure  7  is  a  diagram  illustrating  a  hue  saturation 
value  (HSV)  colour  scheme; 

Figure  8  is  a  diagram  illustrating  image  resolution 
reduction  by  averaging  in  the  method  illustrated  in 
Figure  6; 

Figure  9  is  a  diagram  illustrating  calculation  of  uni- 
formity  values  in  the  method  illustrated  in  Figure  6; 

Figure  10  is  a  diagram  illustrating  patterns  used  in 
face-candidate  selection  in  the  method  illustrated  in 
Figure  6; 

Figure  11  is  a  diagram  illustrating  the  effect  of  dif- 
ferent  positions  of  a  face  on  the  method  illustrated 

in  Figure  6; 

Figure  12  is  a  diagram  illustrating  a  modification  to 
the  method  illustrated  in  Figure  6  for  accommodat- 

5  ing  different  face  positions; 

Figure  13  is  a  block  schematic  diagram  of  an  ob- 
server  tracking  display  to  which  the  present  inven- 
tion  is  applied;  and 

10 
Figure  14  is  a  system  block  diagram  of  a  video 
tracking  system  of  the  display  of  Figure  13  for  per- 
forming  the  method  of  the  invention; 

is  [0025]  Like  reference  numerals  refer  to  like  parts 
throughout  the  drawings. 
[0026]  Figure  6  illustrates  in  flow  diagram  form  a 
method  of  automatically  detecting  and  locating  face-like 
regions  of  a  pixellated  colour  image  from  a  video  image 

20  sequence.  The  video  image  sequence  may  be  supplied 
in  real  time,  for  instance  by  a  video  camera  of  the  type 
described  hereinbefore  with  reference  to  Figure  2.  The 
method  is  capable  of  operating  in  real  time  as  part  of  the 
initialisation  stage  9  shown  in  Figure  3. 

25  [0027]  In  a  step  20,  the  latest  digital  image  in  the  red, 
green,  blue  (RGB)  format  is  obtained.  For  instance,  this 
step  may  comprise  storing  the  latest  field  of  video  data 
from  the  video  camera  in  a  field  store.  In  a  step  21  ,  the 
video  image  is  converted  from  the  RGB  format  to  the 

30  HSV  format  so  as  to  obtain  the  saturation  of  each  pixel. 
In  practice,  it  is  sufficient  to  obtain  the  S  component  only 
in  the  step  21  and  this  may  be  used  to  overwrite  the  RGB 
pixel  data  or  one  component  thereof  in  the  field  store  so 
as  to  minimise  memory  requirements. 

35  [0028]  The  RGB  format  is  a  hardware-oriented  colour 
scheme  resulting  from  the  way  in  which  camera  sensors 
and  display  phosphors  work.  The  HSV  format  is  one  of 
several  formats  including  hue  saturation  intensity  (HSI) 
and  hue  lightness  saturation  (HLS)  and  is  more  closely 

40  related  to  the  concepts  of  tint,  shade  and  tone.  In  the 
HSV  format,  hue  represents  colour  as  described  by  the 
wavelength  of  light  (for  instance,  the  distinction  between 
red  and  yellow),  saturation  represents  the  amount  of  col- 
our  that  is  present  (for  instance,  the  distinction  between 

45  red  and  pink),  and  lightness,  intensity  or  value  repre- 
sents  the  amount  of  light  (for  instance,  the  distinction 
between  dark  red  and  light  red  or  between  dark  grey 
and  light  grey).  The  "space"  in  which  these  values  may 
be  plotted  can  be  shown  as  a  circular  or  hexagonal  cone 

so  or  double  cone,  for  instance  as  illustrated  in  Figure  7,  in 
which  the  axis  of  the  cone  is  the  grey  scale  progression 
from  black  to  white,  distance  from  the  axis  represents 
saturation  and  the  direction  or  angle  about  the  axis  rep- 
resents  the  hue. 

55  [0029]  The  colour  of  human  skin  is  created  by  a  com- 
bination  of  blood  (red)  and  melanin  (yellow,  brown).  Skin 
colours  lie  between  these  two  extreme  hues  and  are 
somewhat  saturated  but  are  not  extremely  saturated. 
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The  saturation  component  of  the  human  face  is  relative- 
ly  uniform. 
[0030]  Several  techniques  exist  for  converting  video 
image  data  from  the  RGB  format  to  the  HSV,  HSI  or  HLS 
format.  Any  technique  which  extracts  the  saturation 
component  may  be  used.  For  instance,  the  conversion 
may  be  performed  in  accordance  with  the  following  ex- 
pression  for  the  saturation  component  S: 

S=0for  max(R,G,B)=0 

S=(max(R,G,B)-min(R,G,B))/max(R,G,B)  otherwise 

[0031]  Following  the  conversion  step  21,  the  spatial 
image  resolution  of  the  saturation  component  is  reduced 
by  averaging  in  a  step  22.  As  described  hereinbefore 
with  reference  to  Figure  2,  the  approximate  distance  of 
the  face  of  an  observer  from  the  display  is  known  so  that 
the  approximate  size  of  a  face  in  each  video  image  is 
known.  The  resolution  is  reduced  such  that  the  face  of 
an  adult  observer  occupies  about  2  to  3  pixels  in  each 
dimension  as  indicated  in  Figure  6.  A  technique  for 
achieving  this  will  be  described  in  more  detail  hereinaf- 
ter. 
[0032]  A  step  23  detects,  in  the  reduced  resolution  im- 
age  from  the  step  22,  regions  or  "blobs"  of  uniform  sat- 
uration  of  predetermined  size  and  shape  surrounded  by 
a  region  of  reduced  resolution  pixels  having  a  different 
saturation.  A  technique  for  achieving  this  is  also  de- 
scribed  in  more  detail  hereinafter.  A  step  24  detects 
whether  a  face  candidate  or  face-like  region  has  been 
found.  If  not,  the  steps  20  to  24  are  repeated.  When  the 
step  24  confirms  that  at  least  one  candidate  has  been 
found,  the  position  of  the  or  each  uniform  blob  detected 
in  the  step  23  is  output  at  a  step  25. 
[0033]  Figure  8  illustrates  the  image  resolution  reduc- 
tion  step  22  in  more  detail.  30  illustrates  the  pixel  struc- 
ture  of  an  image  supplied  to  the  step  20.  The  spatial  res- 
olution  is  illustrated  as  a  regular  rectangular  array  of 
MxN  square  or  rectangular  pixels.  The  spatial  resolution 
is  reduced  by  averaging  to  give  an  array  of  (M/m)x(N/n) 
pixels  as  illustrated  at  31.  The  array  of  pixels  30  is  ef- 
fectively  divided  up  into  "windows"  or  rectangular  blocks 
of  pixels  32,  each  comprising  mxn  pixels  of  the  structure 
30.  The  S  values  of  the  pixels  are  indicated  in  Figure  8 
as  f(i,j),  for  0<km  and  0<j<n.  The  average  saturation 
value  P  of  the  window  is  calculated  as: 

m-1  n-1 

P  =  ( l / m n ) S   S f ( i , j )  

i=o  j=o 

[0034]  In  the  embodiment  illustrated  in  the  drawings, 
the  reduction  in  spatial  resolution  is  such  that  an  adult 
observer  face  occupies  about  2  to  3  of  the  reduced  res- 
olution  pixels  in  each  dimension. 

5  [0035]  The  step  23  comprises  assigning  a  uniformity 
status  or  value  U  to  each  reduced  resolution  pixel  and 
then  detecting  patterns  of  uniformity  values  represent- 
ing  face-like  regions.  The  uniformity  value  is  1  or  0  de- 
pending  on  the  saturations  of  the  pixel  and  its  neigh- 

10  bours.  Figure  9  illustrates  at  35  a  pixel  having  an  aver- 
aged  saturation  value  P0  whose  uniformity  U  shown  at 
36  in  Figure  9  is  to  be  calculated  from  P0  and  the  aver- 
aged  saturation  values  P-,  ,  P2  and  P3  of  the  three  neigh- 
bouring  pixels.  Assigning  uniformity  values  begins  at  the 

is  top  left  pixel  37  and  proceeds  from  left  to  right  until  the 
penultimate  pixel  38  of  the  top  row  has  been  assigned 
its  uniformity  value.  This  process  is  then  repeated  for 
each  row  in  turn  from  top  to  bottom  ending  at  the  penul- 
timate  row.  By  "scanning"  the  pixels  in  this  way  and  us- 

20  ing  neighbouring  pixels  to  the  right  and  below  the  pixel 
whose  uniformity  value  has  been  calculated,  it  is  possi- 
ble  to  replace  the  average  saturation  values  P  with  the 
uniformity  values  U  by  overwriting  into  the  store  so  that 
memory  capacity  can  be  used  efficiently  and  it  is  not 

25  necessary  to  provide  further  memory  capacity  for  the 
uniformity  values. 
[0036]  The  uniformity  status  U  is  calculated  as: 

30  U  =  1  if  (fmax-fmin)/fmax<T 

U  =  0  otherwise 

35  where  T  is  a  predetermined  threshold,  for  instance  hav- 
ing  a  typical  value  of  0.15,  fmax  is  the  maximum  of  P0, 
P-,,  P2  and  P3,  and  fmin  is  the  minimum  of  P0,  P-,,  P2 
and  P3. 
[0037]  When  the  ascribing  of  the  uniformity  values 

40  has  been  completed,  the  array  36  contains  a  pattern  of 
0s  and  1s  representing  the  uniformity  of  saturation  of 
the  reduced  resolution  pixels.  The  step  23  then  looks  for 
specific  patterns  of  0s  and  1  s  in  order  to  detect  face-like 
regions.  Figure  10  illustrates  an  example  of  four  patterns 

45  of  uniformity  values  and  the  corresponding  pixel  satura- 
tion  patterns  which  are  like  the  face  candidates  in  the 
video  image.  Figure  10  shows  at  40  a  uniform  blob  in 
which  dark  regions  represent  averaged  saturation  val- 
ues  of  sufficient  uniformity  to  indicate  a  face-like  region. 

50  The  surrounding  light  regions  or  squares  represent  a  re- 
gion  surrounding  the  uniform  saturation  pixels  and  hav- 
ing  substantially  different  saturations.  The  correspond- 
ing  pattern  of  uniformity  values  is  illustrated  at  41  and 
comprises  a  pixel  location  with  the  uniformity  value  1 

55  completely  surrounded  by  pixel  locations  with  the  uni- 
formity  value  0. 
[0038]  Similarly,  Figure  10  shows  at  42  another  face- 
like  region  and  at  43  the  corresponding  pattern  of  uni- 
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formity  values.  In  this  case,  two  horizontally  adjacent 
pixel  locations  have  the  uniformity  value  1  and  are  com- 
pletely  surrounded  by  pixel  locations  having  the  uni- 
formity  value  0.  Figure  1  0  illustrates  at  44  a  third  pattern 
whose  uniformity  values  are  as  shown  at  45  and  are 
such  that  two  vertically  adjacent  pixel  locations  have  the 
uniformity  value  1  and  are  surrounded  by  pixel  locations 
with  the  uniformity  value  0. 
[0039]  The  fourth  pattern  shown  at  46  in  Figure  1  0  has 
a  square  block  of  four  (two-by-two)  pixel  locations  hav- 
ing  the  uniformity  value  1  completely  surrounded  by  pix- 
el  locations  having  the  uniformity  value  0.  Thus,  when- 
ever  any  of  the  uniformity  value  patterns  illustrated  at 
41  ,  43,  45  and  47  in  Figure  1  0  occurs,  the  step  23  indi- 
cates  that  a  face-like  region  or  candidate  has  been 
found.  Searching  for  these  patterns  can  be  performed 
efficiently.  For  instance,  the  uniformity  values  of  the  pixel 
locations  are  checked  in  turn,  for  instance  scanning  left 
to  right  in  each  row  and  top  to  bottom  of  the  field.  When- 
ever  a  uniformity  of  value  of  1  is  detected,  the  neigh- 
bouring  pixel  locations  to  the  right  and  below  the  current 
pixel  location  are  inspected.  If  at  least  one  of  these  uni- 
formity  values  is  also  1  and  the  region  is  surrounded  by 
uniformity  values  of  0,  then  a  pattern  corresponding  to 
a  potential  face  candidate  is  found.  The  corresponding 
pixel  locations  may  then  be  marked,  for  instance  by  re- 
placing  their  uniformity  values  with  a  value  other  than  1 
or  0,  for  example  a  value  of  2.  Unless  no  potential  face 
candidate  has  been  found,  the  positions  of  the  candi- 
dates  are  output. 
[0040]  The  appearance  of  the  patterns  40,  42,  44  and 
46  may  be  affected  by  the  actual  position  of  the  face- 
like  region  in  relation  to  the  structure  of  the  reduced  res- 
olution  pixels  36.  Figure  1  1  illustrates  an  example  of  this 
for  a  face-like  region  having  a  size  of  two-by-two  re- 
duced  resolution  pixels  as  shown  at  49.  If  the  face-like 
region  indicated  by  a  circle  50  is  approximately  centred 
at  a  two-by-two  block,  the  pattern  47  of  uniformity  values 
will  be  obtained  and  detection  will  be  correct.  However, 
if  the  face  were  shifted  by  the  extent  of  half  a  pixel  in 
both  the  horizontal  and  vertical  directions  as  illustrated 
at  51  ,  the  centre  part  of  the  face-like  region  may  have  a 
uniformity  value  which  is  different  from  the  surrounding 
region  as  illustrated  at  51.  This  may  result  in  failure  to 
detect  a  genuine  candidate. 
[0041]  In  order  to  avoid  this  possible  problem,  the 
steps  21  to  24  may  be  repeated  for  the  same  video  field 
or  for  one  or  more  succeeding  video  fields  of  image  data. 
However,  each  time  the  steps  21  to  24  are  repeated,  the 
position  of  the  array  31  of  reduced  resolution  pixels  is 
changed  with  respect  to  the  array  30  of  the  colour  image 
pixels.  This  is  illustrated  in  Figure  12  where  the  whole 
image  is  illustrated  at  52  and  the  region  used  for  spatial 
resolution  reduction  by  image  averaging  is  indicated  at 
53.  The  averaging  is  performed  in  the  same  way  as  il- 
lustrated  in  Figure  8  but  the  starting  position  is  changed. 
In  particular,  whereas  the  starting  position  for  the  first 
pixel  in  Figure  8  is  at  the  top  left  corner  54  of  the  whole 

image  52,  Figure  1  2  illustrates  a  subsequent  averaging 
where  the  starting  position  is  shifted  from  the  top  left 
corner  by  an  amount  Sx  to  the  right  in  the  horizontal  di- 
rection  and  Sy  downwardly  in  the  vertical  direction, 

5  where: 

0<Sx<m  and  0<Sy<n 

10  [0042]  Each  image  may  be  repeatedly  processed 
such  that  all  combinations  of  the  values  of  Sx  and  Sy 
are  used  so  that  mxn  processes  must  be  performed. 
However,  in  practice,  it  is  not  necessary  to  use  all  of  the 
starting  positions,  particularly  in  applications  where  the 

15  detection  of  face-like  regions  does  not  have  to  be  very 
accurate.  For  instance,  where  the  face-like  region  de- 
tection  forms  the  first  step  of  a  two  step  process  as  men- 
tioned  hereinbefore,  the  values  of  Sx  and  Sy  may  be 
selected  from  a  more  sparse  set  of  combinations  such 

20  as: 

Sx=ix(m/k)  and  Sy=jx(n/I) 

25  where  i,  j,  k  and  I  are  integers  satisfying  the  following 
relationships: 

0<kk 

0<j<l 

1<k<m 

1<kn 

[0043]  This  results  in  a  total  of  kxl  combinations. 
[0044]  As  mentioned  hereinbefore,  the  steps  21  to  24 
may  be  repeated  with  the  different  starting  positions  on 
the  same  image  or  on  a  sequence  of  images.  For  real 
time  image  processing,  it  may  be  necessary  or  prefera- 
ble  to  repeat  the  steps  for  the  images  of  a  sequence. 
The  method  may  be  performed  very  quickly  and  can  op- 
erate  in  real  time  at  between  10  and  60  Hz  field  rate 
depending  on  the  number  of  face  candidates  present  in 
the  image.  Thus,  within  a  short  period  of  the  order  of  a 
very  few  seconds  or  less,  all  possible  positions  can  be 
tested. 
[0045]  The  method  illustrated  in  Figure  6  may  be  per- 
formed  on  any  suitable  hardware,  such  as  that  illustrat- 
ed  in  Figure  2.  The  tracking  processor  4  as  described 
hereinbefore  is  capable  of  being  programmed  to  imple- 
ment  the  method  of  Figure  6  as  part  of  the  initialisation 
stage  9  shown  in  Figure  3.  The  data  processing  is  per- 
formed  by  the  R4400  processor  and  associated  memory 
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and  the  processor  4  includes  a  video  digitiser  and  frame 
store  as  illustrated  in  Figure  2  for  storing  the  saturation 
values,  the  averaged  saturation  values  of  the  reduced 
resolution  pixels  and  the  uniformity  values. 
[0046]  The  method  illustrated  in  Figure  6  works  well 
with  uniform  lighting  including  ambient  lighting  and  is  ap- 
plicable  to  applications  under  poor  lighting  conditions  by 
using  an  active  light  source.  Although  the  method  does 
not  require  any  special  lighting  and  is  very  resilient  to 
changes  in  the  lighting  of  an  observer,  an  active  light 
source  may  be  used  during  the  initialisation  stage  9  of 
Figure  2  and  then  switched  off  during  subsequent  ob- 
server  tracking,  which  is  highly  robust  and  does  not  re- 
quire  special  lighting. 
[0047]  Figure  13  shows  a  display  of  the  type  shown 
in  Figure  2  modified  to  provide  active  lighting.  The  active 
light  source  comprises  a  flash  light  55  with  a  synchro- 
niser  controlled  by  the  processor  4.  The  flash  light  55  is 
disposed  in  a  suitable  position,  such  as  above  the  dis- 
play  7  and  adjacent  the  sensor  3,  for  illuminating  the 
face  of  an  observer. 
[0048]  Figure  1  4  illustrates  the  video  tracking  system 
2  and  specifically  the  data  processor  4  in  more  detail. 
The  data  processor  comprises  a  central  processing  unit 
(CPU)  56  connected  to  a  CPU  bus  57.  A  system  memory 
58  is  connected  to  the  bus  57  and  contains  all  of  the 
system  software  for  operating  the  data  processor. 
[0049]  The  video  camera  3  is  connected  to  a  video 
digitiser  59  which  is  connected  to  a  data  bus  60,  to  the 
flash  light  with  synchroniser  55,  to  the  CPU  56  and  to 
an  optional  video  display  61  when  provided.  A  frame 
store  62  is  connected  to  the  data  bus  60  and  the  CPU 
bus  57. 
[0050]  For  embodiments  not  using  active  lighting,  the 
frame  store  need  only  have  a  capacity  of  one  field.  In 
the  case  of  the  video  camera  3  described  hereinbefore 
and  having  a  field  resolution  of  640  x  240  pixels  and  for 
a  24  bit  RGB  colour  signal,  a  capacity  of  640  x  240  x  3 
=  460800  bytes  is  required.  For  embodiments  using  ac- 
tive  lighting,  the  frame  store  62  has  a  capacity  of  two 
fields  of  video  data,  ie:  921600  bytes. 
[0051]  In  use,  the  flash  light  55  is  synchronised  with 
the  video  camera  3  and  with  the  video  digitiser  59  so 
that  the  flash  light  is  switched  on  or  off  at  the  appropriate 
time  when  an  image  is  being  captured. 
[0052]  The  flash  light  55  is  used  to  flash  light  at  the 
face  of  the  observer  so  as  to  improve  the  uniformity  of 
distribution.  If  the  flash  light  55  is  much  stronger  than 
the  ambient  light,  the  intensity  of  the  face  is  largely  de- 
termined  by  the  flash  light  55.  However,  the  use  of  a 
strong  light  source  tends  to  produce  an  over-saturated 
image,  in  which  many  objects  may  be  falsely  detected 
as  face-like  regions.  Further,  the  use  of  a  powerful  flash- 
ing  light  may  become  unpleasant  to  the  observer  and 
might  cause  damage  to  the  eyes. 
[0053]  The  flash  light  55  should  therefore  be  of  mild 
intensity.  In  this  case,  the  effects  of  ambient  light  may 
need  to  be  reduced  so  as  to  improve  the  reliability  of 

detecting  genuine  face-like  regions. 
[0054]  The  method  illustrated  in  Figure  6  may  be  mod- 
ified  so  as  to  compare  two  consecutive  frames  of  video 
image  data  in  which  one  is  obtained  with  the  flash  light 

5  55  illuminated  and  the  other  is  obtained  with  ambient 
light  only.  The  first  of  these  therefore  contains  the  effect 
of  both  the  ambient  light  and  the  flash  light  55.  This  first 
image  I  (a+f  )  may  therefore  be  considered  to  comprise 
two  components: 

10 

l(a+f)  =  l(a)+l(f) 

where  l(a)  is  the  ambient  light-only  image  and  l(f)  is  the 
15  image  which  would  have  been  produced  if  the  only  light 

source  where  the  flash  light  55.  This  may  be  rewritten 
as: 

20  l(f)=l(a+f)-l(a) 

[0055]  Thus,  by  subtracting  the  image  pixel  data  or 
the  reduced  resolution  data  in  the  step  21  or  the  step 
22,  the  effect  of  over-saturation  of  the  background  by 

25  the  flash  light  55  may  be  reduced.  A  further  reduction 
may  be  obtained  by  ensuring  that  the  flash  light  55  large- 
ly  directs  its  light  to  the  region  which  is  likely  to  be  oc- 
cupied  by  the  face  of  the  observer. 

Claims 

1  .  A  method  of  detecting  a  face-like  region  of  a  colour 
image,  comprising  reducing  the  resolution  (22)  of 

35  the  colour  image  by  averaging  the  saturation  to  form 
a  reduced  resolution  image  and  searching  (23)  for 
a  region  of  the  reduced  resolution  image  having,  in 
a  predetermined  shape,  a  substantially  uniform  sat- 
uration  which  is  substantially  different  from  the  sat- 

40  uration  of  the  portion  of  the  reduced  resolution  im- 
age  surrounding  the  predetermined  shape. 

2.  A  method  as  claimed  in  Claim  1  ,  characterised  in 
that  the  colour  image  comprises  a  plurality  of  picture 

45  elements  and  the  resolution  is  reduced  such  that 
the  predetermined  shape  is  from  two  to  three  re- 
duced  resolution  picture  elements  across. 

3.  A  method  as  claimed  in  Claim  2,  characterised  in 
50  that  the  colour  image  comprises  a  rectangular  array 

(30)  of  M  by  N  picture  elements,  the  reduced  reso- 
lution  image  (31)  comprises  (M/m)  by  (N/n)  picture 
elements,  each  of  which  corresponds  to  m  by  n  pic- 
ture  elements  (32)  of  the  colour  image,  and  the  sat- 

55  uration  P  of  each  picture  element  of  the  reduced 
resolution  image  is  given  by: 
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m-1  n-1 

P  =  ( l / m n ) Z   Z   f ( i , j )  

i=0  j=o 

where  f  (i,  j)  is  the  saturation  of  the  picture  element 
of  the  ith  column  and  the  jth  row  of  the  m  by  n  picture 
elements  (32). 

4.  A  method  of  claimed  in  Claim  3,  characterised  by 
storing  the  saturations  in  a  store  (62). 

5.  A  method  as  claimed  in  Claim  3  or  4,  characterised 
in  that  a  uniformity  value  is  ascribed  to  each  of  the 
reduced  resolution  picture  elements  by  comparing 
the  saturation  of  each  of  the  reduced  resolution  pic- 
ture  elements  with  the  saturation  of  at  least  one  ad- 
jacent  reduced  resolution  picture  element. 

6.  A  method  as  claimed  in  Claim  5,  characterised  in 
that  each  uniformity  value  is  ascribed  a  first  value  if 

(max  (P)  -  min  (P))/max  (P)  <  T 

where  max  (P)  and  min  (P)  are  the  maximum  and 
minimum  values,  respectively,  of  the  saturations  of 
the  reduced  resolution  picture  element  and  the  or 
each  adjacent  picture  element  and  T  is  a  threshold, 
and  a  second  value  different  from  the  first  value  oth- 
erwise. 

7.  A  method  as  claimed  in  Claim  6,  characterised  in 
that  T  is  substantially  equal  to  0.15. 

8.  A  method  as  claimed  in  any  one  of  Claims  5  to  7 
when  dependent  on  Claim  4,  characterised  in  that 
the  or  each  adjacent  reduced  resolution  picture  el- 
ement  has  not  been  ascribed  a  uniformity  value  and 
each  uniformity  value  is  stored  in  the  store  (62)  in 
place  of  the  corresponding  saturation. 

9.  A  method  as  claimed  in  Claim  6  or  7  or  in  Claim  8 
when  dependent  on  Claim  6,  characterised  in  that 
the  resolution  is  reduced  such  that  the  predeter- 
mined  shape  is  two  or  three  reduced  resolution  pic- 
ture  elements  across  and  in  which  the  method  fur- 
ther  comprises  indicating  detection  of  a  face-like  re- 
gion  when  a  uniformity  value  of  the  first  value  is  as- 
cribed  to  any  of  one  reduced  resolution  picture  ele- 
ment  (41  ),  two  vertically  or  horizontally  adjacent  re- 
duced  resolution  picture  elements  (43,  45)  and  a 
rectangular  two-by-two  array  of  picture  elements 
(47)  and  when  a  uniformity  value  of  the  second  val- 
ue  is  ascribed  to  each  surrounding  reduced  resolu- 
tion  picture  element. 

10.  A  method  as  claimed  in  Claim  9  when  dependent 
on  Claim  4,  characterised  in  that  detection  is  indi- 
cated  by  storing  a  third  value  different  from  the  first 
and  second  values  in  the  store  (62)  in  place  of  the 

5  corresponding  uniformity  value. 

11.  A  method  as  claimed  in  any  one  of  Claims  2  to  1  0, 
characterised  by  repeating  the  resolution  reduction 
and  searching  at  least  once  with  the  reduced  reso- 

10  lution  picture  elements  shifted  (53)  with  respect  to 
the  colour  image  picture  elements  (52). 

12.  A  method  as  claimed  in  any  one  of  the  preceding 
claims,  characterised  in  that  the  saturation  is  de- 

15  rived  (21  )  from  red,  green  and  blue  components  as 

(max  (R,  G,  B)  -  min  (R,  G,  B))  /  max  (R,  G,  B) 

20  where  max  (R,  G,  B)  and  min  (R,  G,  B)  are  the  max- 
imum  and  minimum  values,  respectively,  of  the  red, 
green  and  blue  components. 

13.  A  method  as  claimed  in  any  one  of  the  preceding 
25  claims,  characterised  by  capturing  (20)  the  colour 

image. 

14.  A  method  as  claimed  in  Claim  13,  characterised  in 
that  the  colour  image  is  captured  (20)  by  a  video 

30  camera  (3)  and  the  resolution  reduction  (22)  and 
searching  (23)  are  repeated  for  different  video  fields 
or  frames  from  the  video  camera  (3). 

15.  A  method  as  claimed  in  Claim  14,  characterised  in 
35  that  a  first  colour  image  is  captured  while  illuminat- 

ing  an  expected  range  of  positions  of  a  face,  a  sec- 
ond  colour  image  is  captured  using  ambient  light, 
and  the  second  colour  image  is  subtracted  from  the 
first  colour  image  to  form  the  colour  image. 

40 
16.  An  apparatus  for  detecting  a  face-like  region  of  a 

colour  image,  characterised  by  a  data  processor  (4, 
56-62)  arranged  to  reduce  the  resolution  (22)  of  the 
colour  image  by  averaging  the  saturation  to  form  a 

45  reduced  resolution  image  and  to  search  (23)  for  a 
region  of  the  reduced  resolution  image  having,  in  a 
predetermined  shape,  a  substantially  uniform  satu- 
ration  which  is  substantially  different  from  the  satu- 
ration  of  the  portion  of  the  reduced  resolution  image 

50  surrounding  the  predetermined  shape. 

17.  An  observer  tracking  display  (1  ,  2)  characterised  by 
an  apparatus  as  claimed  in  Claim  16. 
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