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(57)  The monitored region (S) is monitored by image
signal generating means such as video cameras (2) in
order to obtain a succession of images of the bodies (A,
B) present in the monitored region, each image corre-
sponding to a defined instant. The images are proc-
essed in such a way as to obtain, for each instant con-
sidered, a volumetric map of each body present in the
region (S). This map, which identifies characteristics of
shape, position, volume and dimensions of the body to
which it refers, is processed in order to extract from it at
least one parameter selected from the following group:
descriptors of shape and volume, such as the volumetric
map itself, the co-ordinates of position and the dimen-
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A method and device for automatically controlling a region in space

sions of each body to which the volumetric map refers.
The parameter or a succession of values of the param-
eter obtained in this way is then compared with at least
one model of these characteristics stored in a process-
ing unit (1). Depending on the outcome of this compar-
ison operation, a procedure of surveillance and/or re-
porting may be selectively activated. The solution is ap-
plicable, for example, to the automatic monitoring of mu-
seum environments, e.g. to ensure that visitors do not
come too close to an exhibited work, or to the monitoring
of industrial environments, e.g. to ensure that an oper-
ator does not come too close to a dangerous machine
or process.
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Description

[0001] The presentinvention relates in a general way
to the automatic monitoring of a region of space, partic-
ularly as regards the detection and location of bodies
present within this region.

[0002] The ability to detect and locate bodies present
within a region of space is useful when it is necessary
to monitor the presence of people or objects in particular
regions or subregions.

[0003] For example, for reasons of security, the pres-
ence of people in defined areas may be judged to en-
danger the people themselves, or the objects present
within that area. To take a particular case, in an industrial
environment a volume of space in the vicinity of a ma-
chine that may produce chips or liquids dangerous to
man; or the volume represented by the radius of action
of a mechanical arm; or regions of space close to equip-
ment operating at high voltages; or more generally any
region in which machines dangerous to man are oper-
ating, may be considered dangerous. Hence the desir-
ability of being able to automatically monitor and report
the presence of people in a region of space regarded as
dangerous for human activity.

[0004] Another example of an application is the pro-
tection of objects of artistic value in museum environ-
ments or in any situation in which the presence of people
within a certain region can be a source of danger for the
objects present in that area.

[0005] Atthe presenttime, regions of space are mon-
itored automatically by devices such as optical barriers
of transmission and/or reflection type (typically based
on infrared technology), physical barriers, pressure-
sensitive mats, movement detectors based on micro-
waves, passive infrared or ultrasound, radar systems,
and devices that use laser beams to detect the presence
and position of objects.

[0006] In many cases it is difficult to use these tech-
niques for reasons of practicality, layout and reliability
or environmental compatibility. Known systems, in fact,
have intrinsic limitations which make their use difficult.
For example, many known systems are sensitive to
noise, dust and dirt and are therefore unsuitable for use
in industrial working environments. Other limitations
have to do with the difficulty of discriminating the size of
the detected object and/or the inability to analyse the
behaviour and motion of bodies in the vicinity of and
within the monitored region of space. Again, some sys-
tems are unsuitable as being too invasive in environ-
ments which should be respected such as museums, or
more generally places of great historical and artistic
worth. Moreover, many of the known systems can easily
be deceived, while others, such as physical barriers,
may be unacceptable for reasons of safety and/or prac-
ticality; while others, such as those based on the emis-
sion of electromagnetic radiation, may not be tolerated
because of their interference with other equipment, the
difficulty of setting them up and in some cases the dan-
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ger which they may present to biological organisms.
[0007] Many of the problems cited above can be over-
come by monitoring the observed region with image sig-
nal generating means represented - in commonly used
surveillance systems - by video cameras, sometimes of
the type often known as "slow video". These systems
however have the drawback that they require the con-
stant presence of a human operator if they are to be of
any real benefit.

[0008] The object of this invention is therefore to pro-
vide a solution for the automatic detection of bodies
within a defined region that is simple, reliable, easily set
up and capable of discriminating between objects for
shape and volume while also considering the movement
and relative path of the objects within the monitored ar-
ea.

[0009] According to this invention, this object is
achieved with a method having the characteristics
claimed specifically in the following claims. The inven-
tion also relates to apparatus for carrying out this meth-
od.

[0010] In summary, the solution according to the in-
vention is capable of automatically detecting, locating
and reporting the presence of bodies within a monitored
region of space. The invention is also capable of dis-
criminating with a high degree of reliability between ob-
jects of different shapes and sizes and is therefore able
to select, for monitoring purposes, only one particular
type of body, e.g. only people.

[0011] In particular, the solution according to the in-
vention is capable of detecting with a high degree of re-
liability the simultaneous presence of bodies, not nec-
essarily of the same shape, in the monitored region, and
selecting for monitoring purposes only those bodies that
present certain distinctive features, for example only
people or objects above a certain height. In addition, the
quantity of information obtainable with the solution ac-
cording to the invention is very much greater than could
be obtained by means of conventional techniques of au-
tomatic detection, and makes possible more reliable
and robust location of bodies within the monitored area,
overcoming the limitations from which known systems
usually suffer and so enabling it to be adapted more suc-
cessfully to different working conditions and hence giv-
ing it greater generality of use.

[0012] In specific terms, the solution according to the
invention is able to carry out a volumetric analysis and
so extract the characteristics of form, volume and di-
mensions which distinguish an object or person which
it is wished to pick out from other artefacts or objects
that should be inside the monitored region. For example,
in order to recognize the presence of a person, itis pos-
sible to use the a priori knowledge that a person pos-
sesses a certain shape and therefore produces a char-
acteristic occupied volume.

[0013] Withtheinventionitis therefore possible to dis-
criminate between objects and people regardless of
how they are moving and to use the information obtain-
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able by the method in order to define different degrees
of danger and/or alarm as a consequence of the pres-
ence of bodies within defined subregions of space.
[0014] The invention will now be described, purely by
way of non-restrictive example, with reference to the at-
tached drawings, in which:

- Figure 1 shows diagrammatically the characteris-
tics of the system according to the invention used
for the monitoring and automatic surveillance of a
defined region of space,

- Figure 2, comprising four parts respectively labelled
al-a2 and b1-b2, illustrates the generation ofimage
signals within the context of the solution illustrated
in Figure 1,

- Figures 3 and 4 illustrate, in ways basically identical
to those of Figures 1 and 2, another possible em-
bodiment of the solution according to the invention;
in particular, Figure 4 is composed of eight parts re-
spectively labelled a1-a2, b1-b2, ¢1-c2 and d1-d2,

- Figure 5 illustrates the methods adopted for calcu-
lating a so-called map of volumetric occupation,

- Figure 6 illustrates schematically one of these maps
capable of being obtained within the context of the
invention, and

- Figure 7 is a flow diagram relating to the generation
and use of such a map.

[0015] In particular the expression "volumetric map"
as used here means any representation of occupied vol-
umes due to the presence of a body, in other words a
representation of a three-dimensional map in which the
regions of volumetric occupation introduced by the pres-
ence of bodies are indicated. Such a map is obtained
after image analysis procedures have been carried out
using automatic methods known per se or according to
the embodiments of the invention described below. For
a summary of some of these methods the following may
usefully be referred to: Marr D., "Vision", Freeman,
1982; Ballard D.H. and Brown C.M. "Computer Vision",
Prentice Hall, 1982; Martin W.N. and Aggarwaal J.K.,
"Volumetric description of objects from multiple views",
IEEE Transactions on Pattern Analysis and Machine In-
telligence, vol. 5, pp.150-158, 1983. From this map, by
means of the volumetric analysis carried out using au-
tomatic methods known per se it is possible to derive
the characteristics of shape, volume, dimensions and
position of the bodies present in a defined region of
space in such a way that they can easily be compared
with similar representations obtained from the volumet-
ric maps of other bodies.

[0016] In both Figure 1 and Figure 3, the reference S
indicates a region of space in which it is wished to detect
the presence of people A or objects B.

[0017] The region S may be bounded by physical
walls , as for example in the case of a room or cage, or
may consist simply of a portion of space bounded by an
imaginary closed surface that separates a generic
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space in two regions, or it may be bounded partly by
physical barriers, for example the floor, and partly by an
imaginary surface. The monitored region has however
the feature of a volume, may be of any shape and can
be defined simply and flexibly according to need.
[0018] In the currently preferred embodiment of the
invention, the volumes occupied by the bodies (such as
bodies A, B visible in Figures 1 and 3) that are present
in the monitored region S are found by using two or more
video cameras (acting as image signal generating
means) installed in such a way that the region S is in the
visual field of at least two video cameras 2, as shown
for example in Figures 1 and 3 (the latter figure referring
to a solution in which four video cameras 2 are used). It
is advisable for the video cameras 2 to be so positioned
as to avoid occlusions due to the movement of objects
on the same plane; for example, for bodies of different
heights standing on the floor and moving about, itis pref-
erable to have views from above.

[0019] The signals (of analogue type or already direct-
ly converted into digital form) output by the video cam-
eras 2 are sent to a processing unit 1 which may be a
specialized processor or, in the currently preferred em-
bodiment of the invention, a computer such as a pro-
grammed personal computer (known per se) in order to
extract from the images the shapes of the bodies A and
B present within the region S to be monitored. The object
here is to check for the possible presence of bodies not
inherently belonging to the monitored region.

[0020] In particular, Figures al and bl included in Fig-
ure 2, and Figures al, bl, cl and dl included in Figure 4
show the images produced by the two video cameras
depicted in Figure 1, on the one hand, and by the four
video cameras depicted in Figure 3, on the other.
[0021] Using the signals corresponding to the above-
mentioned images, the unit 1 is able, in accordance with
known principles (typically by using known image
processing algorithms), to extract respective sets of da-
ta representing the abovementioned shapes of the bod-
ies present within the region S. For example, Figures a2
and b2 of Figure 2, and Figures a2, b2, ¢2 and d2 of
Figure 3 show the shapes, marked C of the body A
present within the region S corresponding to images a1
and b1, or a1, b1, ¢1 and d1, produced, from their re-
spective points of observation, by the video cameras 2.
[0022] For an overview of these algorithms, the fol-
lowing may usefully be referred to: Huang T.S., "Image
sequence processing and dynamic scene analysis",
Springer-Verlag, 1982; Jain A., "Fundamentals of digital
image processing", Prentice Hall, 1989; Jain J.R. and
Martin  W.N. and Aggarwaal J.K., "Segmentation
through the detection of changes due to motion", Com-
puter Graphics and Image Processing, vol. 11, pp.
13-34, 1979; Debuisson M.-P., "Contour extraction of
moving objects in complex outdoor scenes”, Int. Journal
of Computer Vision, vol. 14, pp.83-105, 1995; Bichsel
M., "Segmenting Simply Connected Moving Objects in
a Static Scene", IEEE Transactions on Pattern Analysis
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and Machine Intelligence, vol. 16, n. 11, pp.1138-1142,
1994, as well as to US-A-5,212,547 or US-A-5,877,804.
[0023] In particular it is possible to have the above-
mentioned shapes correspond only to bodies pos-
sessed of movement in themselves, thus eliminating -
for the purposes of the subsequent processing - infor-
mation corresponding to fixed parts of the image, such
as the outlines of the region S represented by broken
lines in parts a2 and b2, and a2, b2, c2 and d2 in Figures
2 and 4, or to the object B. As an example, it may be
imagined that the region S is a room in a museum, the
body A is the body of a visitor moving about in the room,
and the body B is a bench situated - in a fixed position
of course - in the centre of the room.

[0024] In particular, it is known that objects having
their own movement can be distinguished from fixed ob-
jects/items in such a way as to avoid, on the one hand,
deception relating to the presence of an intruder body
attempting to evade detection by moving very slowly
and, on the other hand, the generation of false objects
connected with, for example, vibratory movements,
draughts, etc.

[0025] In one embodiment of the invention, the
processing unit 1 can be programmed to find matches
on the images between projections of the same real-
world points belonging to the detected bodies. In this
way, information is extracted from each image frame
about the positions of the projections of the same real-
world points onto the different image planes corre-
sponding to the different observation points identified by
the video cameras 2 (or equivalent image signal gener-
ating means). In particular it will be realized that, other
parameters being equal, the availability of a larger
number of observation points, and hence of a larger
number of images (e.g. four rather than two) gives a cer-
tain degree of redundancy which can be used to in-
crease the accuracy and reliability of the detection ac-
tion.

[0026] Given aknowledge of the intrinsic and extrinsic
parameters of the video cameras 2 - i.e. the focal dis-
tances of each lens fitted to the video cameras, the res-
olution of the sensor of each, the alignment of the optical
axis with the centre of the active sensor of the video
camera, the spatial co-ordinates relative to the origin of
a reference system and the inclinations with respect to
the axes of the reference system - the three-dimensional
spatial positions of all observed points are unambigu-
ously determined.

[0027] From these positions it is possible, with known
methods, to extract the shape of the external surface of
the objects present within the region S or an approxima-
tion thereto and from this to derive the volumetric map.
[0028] For an overview of the abovementioned meth-
ods the following may usefully be referred to: Boll R.M.
and Vemuri B.C., "On three dimensional surface recon-
struction methods", IEEE Transactions on Pattern Anal-
ysis and Computer Intelligence, vol. 13, no. 1, pp. 1-13,
1991; Besl P. and Jain R., "Three dimensional object
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recognition”, Comp. Surveys, vol. 17, pp. 75-145, 1985;
Aggarwaal J.K. et al, "Survey: representation methods
of three dimensional objects", Progress in Pattern Rec-
ognition, vol. 1, North Holland, 1981; Morasso P. and
Sandini G., "3D reconstruction from multiple stereo
views", Proceedings 3" International Conference on
Image Analysis and Processing, 1985.

[0029] Using these techniques there may be uncer-
tainty in the identification of surface parts of an object
that are not seen simultaneously by at least two video
cameras. This problem can be corrected by selecting a
suitable location for another video camera or drawing
on a priori information about the shape of the observed
objects.

[0030] In all cases the characteristics of volume,
shape, position and dimensions of the bodies in ques-
tion can be represented by values associated with a fi-
nite set of parameters P.

[0031] Figure 5 shows the currently preferred method
of producing the volumetric map of bodies in the moni-
tored region S.

[0032] More specifically, the processing unit 1 is pro-
grammed, for the purposes of processing the signals
generated by the video cameras 2, to divide up the entire
volume of the region S into volumetric cells of fixed di-
mensions (some of these are shown diagrammatically
at D1 and D2 in Figure 5), each cell corresponding to a
portion of the real space inside the region S. For exam-
ple, if the region S is a room in a museum, it may be
decided to define the cells in question as cubic volumes
with sides of, for example, ten centimetres. However,
this is not of course a limiting option as it has to do with
the spatial resolution with which it is wished to detect
and locate the objects: the smaller the cells, the greater
the resolution and vice versa.

[0033] Using a perspective projection function, each
three-dimensional cell is projected onto the image plane
of each video camera. In general, therefore, for each
cell there is a certain area E on each image, as shown
at the top of Figure 5, the bottom part of which mean-
while shows the location of the cells D1 and D2 within
the three-dimensional Cartesian reference system used
forlocating the cells in question within the region S. Cells
corresponding to regions of volume that are not covered
by at least two video cameras are ignored.

[0034] The volumetric map F (see Figure 6) is ob-
tained by checking each cell to see whether the areas
corresponding to that cell's projection on the different
images represent some portion of the objects present
within the monitored region. If the outcome of the check
is positive, that cell is judged to be occupied (for exam-
ple, D1 is an example of this); otherwise it is judged to
be unoccupied, as in the case of the cells marked D2.
In this way the set of all occupied cells in each frame
provides information about the volumetric occupation of
the monitored region. From this information a volumetric
map of occupation can be constructed almost immedi-
ately by checking which and how many of the cells into
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which the monitored space has been divided are occu-
pied by objects. The aim of all this is to obtain, as a re-
sult, the representation seenin Figure 6. Using this tech-
nique, the volumetric map approximates to the volume
of actual occupation with a resolution based on the di-
mensions of the cells D1, D2 and on the spatial resolu-
tion of the means employed to generate the image sig-
nals (in particular, in the case of video cameras com-
posed of a matrix of sensitive points, the resolution in a
particular direction is given by the ratio of the dimension
of the observed region to the number of sensitive ele-
ments in that direction). The dimensions of the cells are
defined having regard not only to the resolution but also
to the processing capacity of the unit 1 and of the fre-
quency with which the surveillance information is to be
updated. Also borne in mind is the fact that the overall
degree of approximation can be enhanced, as already
stated, by using more video cameras in suitable posi-
tions.

[0035] In particular, the processing unit 1 can be pro-
grammed, again in a known manner, to carry out a vol-
umetric analysis of bodies for the purpose of recognizing
the distinctive characteristics of shape and volume of
the objects analysed. The programming can be done by
conventional algorithmic approaches, thus coding ab
initio the characteristics of shape and volume of the bod-
ies to be detected into the processing system, or using
statistical learning techniques such as for example neu-
ral networks. It is also possible to design the unit 1 such
that it is able to evaluate the way the positions of the
bodies examined within the region S are changing in
space and time and deduce the dynamics of their move-
ments, in particular the line, and the direction along this
line, of their displacements.

[0036] This point will become clearer on referring to
the flow diagram given in Figure 7, which shows, in a
deliberately schematic way, for ease of comprehension,
the principles by which the functions of automatic mon-
itoring are carried out in the unit 1.

[0037] Assuming the process to start at a starting step
100, in a step 101 the unit 1 examines the data set cor-
responding to the images generated by the video cam-
eras 2 (optionally already processed to refer only to
moving objects) and in a second step 102 commences
an action of scanning the region S in such a way as to
scan the cells D into which the region S has been theo-
retically divided up. As a general rule, each of these cells
will be identified by three co-ordinates x;, y;, z; within the
system x, y and z to which the bottom part of Figure 5
refers.

[0038] From now on it will be assumed, for simplicity,
that this scanning operation applies, on each succes-
sive detection of the images of the region S, to all the
cells contained within the region S scanned on a "matrix"
principle, for example in successive lines (co-ordinate
x), columns (co-ordinate y) and planes (co-ordinate z).
[0039] Those skilled in the art ofimage processing will
have realized that it is possible (e.g. in order to reduce
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the processing cost and/or speed up the processing) to
adopt different scanning systems, such as predictive-
type scanning systems which, once initialized with ref-
erence to a map of initial volumetric occupation, perform
subsequent scans only on cells where there exists some
degree of likelihood inherent in the fact that these cells
may be significant in the generation of subsequent
maps, the aim being to avoid the need to perform ex-
haustive scanning of the entire region S for each updat-
ing operation.

[0040] In this contextitis also known that it is possible
to intervene in such a way that, when operating on the
abovementioned principles, the unit 1 is also capable of
detecting, for example, the entry into the region S of a
body not previously present, the aim being to extend the
scanning action to those cells (previously not included
in the scanning action) which the body subsequently oc-
cupies.

[0041] The steps marked 1031, 1041; 1032, 1042; ...;
103n, 104n indicate successive processing stages, here
shown as carried out in parallel, though in fact they can
be performed serially, and therefore sequentially in time.
Inthe course of these steps, for each video camera 1, ...,
n (nis equal to 2, and to 4, in the illustrative embodi-
ments shown in Figures 1 and 3, respectively) and for
each cell D(x;, y;, z) that is scanned, the unit 1 checks
to see whether the cells corresponding to their respec-
tive images generated by the video cameras 2 can be
regarded as occupied or unoccupied.

[0042] In the next step, indicated by the general ref-
erence 105, the results of the comparisons carried out
in steps 1041, 1042, ..., 104n are processed in order to
decide whether, on the basis of the image data, the
scanned cell is to be regarded as occupied or unoccu-
pied for the purposes of constructing the map of volu-
metric occupation.

[0043] The relevant criteria for attributing the "occu-
pied" or "unoccupied" logic value may differ.

[0044] On this subject it should be remembered that
the cells of the region S are not necessarily all covered
by all of the video cameras 2. As a consequence, in the
case of certain cells, attribution of the "occupied" value
may be based on a different number of decision proc-
esses relating to the individual images than the number
of images taken into consideration in attributing the "oc-
cupied" logic value to other cells.

[0045] The criterion used in attributing the logic value
in question may be of unanimous type (the cell is judged
to be occupied for the purposes of the construction of
the map of volumetric occupation if and only if all the
video cameras 2 whose images are taken into account
produce data corresponding to occupation in the rele-
vant image), majority type (the cell is judged to be oc-
cupied if the majority of video cameras 2 give data indi-
cating occupation in the respective images), or correla-
tion with the values attributed to adjacent cells (so that
uncertainty in the attribution of the "occupied" value to
a cell is resolved on the basis of confident values attrib-
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uted to spatially adjacent cells) or different again, ac-
cording to well-known criteria in the image processing
field.

[0046] The step 106 in Figure 7 represents simply the
selection step where it is decided whether or not the
scan of the region S (or of the scanned subregion there-
of) can be said to be complete.

[0047] If the answer to this is negative, the process
returns upstream of the step 102 and another cell is an-
alysed.

[0048] If the result of the comparison in step 106 is

positive, this indicates that the map of volumetric occu-
pation is complete. At this point the map itself, which can
be represented as illustrated diagrammatically in Figure
6 (which must of course be understood to be a perspec-
tive representation of a data set which in reality is three-
dimensional), is subjected to a processing step 107 for
the extraction of a set of parameters P which represent
in compact form the shape, volume, position and/or di-
mensions of the detected bodies. By using algorithms
that search for connected regions, it is possible to sep-
arate out elements of the volumetric map which are as-
sociated with different bodies; by this means it is possi-
ble to derive a volumetric map for every detected body.
As a rule, for each volumetric map the characteristic pa-
rameters can be found by using automatic methods that
are known in themselves. For instance, the map of vol-
umetric occupation, that is the set of occupied cells and
their positions in space, can be used directly as the vol-
ume parameter, the position of the centre of mass of
each volumetric map can be used to represent the po-
sition of the body, and the dimensions of width, length
and height of the smallest parallelepiped which in-
scribes the occupied volume can be used as dimension-
al parameters.

[0049] For an overview of some of the abovemen-
tioned methods, the following may usefully be referred
to: Requicha A.G., "Representation of rigid solids: the-
ory, methods and systems", Comp. Surveys, vol. 12, pp.
437-464, 1980; Requicha A.G. and Rossignac J.R.,
"Solid modeling and beyond", IEEE Computer Graphics
and Applications, vol. 12, pp. 31-44, 1992; Aggarwaal
J.K. and Cai Q., "Human motion analysis: a review",
Proceedings of IEEE Computer Society Workshop on
Motion of Non-Rigid and Articulated Objects, pp.
90-102, 1997.

[0050] In the next step 108 at least one of the param-
eters P obtained in this way is compared with a prede-
termined "model". The purpose of this is to establish
whether or not the map F, corresponding to the position,
size and shape of a body such as the body C, is "com-
patible" with the criteria of monitoring or surveillance
which the system according to the invention has to fol-
low.

[0051] One possible model for comparison may cor-
respond to a defined part of the region of space S in
which the body C must come no closer than a limiting
distance. In this case compatibility is checked by using,

10

15

20

25

30

35

40

45

50

55

for example, the parameters P relating to the position
and dimensions of the detected bodies.

[0052] To take a concrete example, in Figure 6 the vol-
ume D corresponding to the region of space S which the
body C must not enter may be an area that must be re-
spected around a work of art exhibited in a museum (e.
g. apicture hanging on a wall). To take another example,
such as industrial equipment, the volume D may be a
zone that must be respected around a machine with
moving parts or with exposed parts at a high tempera-
ture and/or voltage.

[0053] In practice, in step 108 the unit checks (by ap-
plying known criteria) that, for example, none of the cells
contained within the map of volumetric occupation F
falls inside the volume D or is at a distance less than a
minimum safety distance from the volume D.

[0054] If this condition is not found, so that the map F
is compatible with the abovementioned model (to refer
to the examples discussed above: the visitor has kept
away from the picture hanging on the wall or the ma-
chine operator has kept a safe distance from the dan-
gerous machine), the unit 1 prepares itself to repeat the
monitoring action with reference to the next set of imag-
es taken by the video camera 2. The processing action
thus returns upstream of step 101.

[0055] If, however, the map F is found to be incom-
patible with the model (for example because the visitor
is found to have moved too close to the picture, or the
machine operator has moved too close to the dangerous
machine), the processing action moves on from step
108 to a new step 109 corresponding to the emission of
a warning signal. This may be represented by e.g. an
acoustic or visual alarm signal (optionally at a distance,
aimed at a manned remote control station) emitted by a
corresponding device 3. The device 3 must be under-
stood to be of known type, depending on the alarm sig-
nal which it is wished to produce: it may for example be
a siren, an acoustic indicator, a remote warning system,
etc., connected to the unit 1.

[0056] From the above description it will be clear that
by using the volumetric map describing the objects
present in the monitored region S and obtained for ex-
ample by the means described above or by the equiva-
lent methods, and the manner in which it changes over
time, it is possible to derive a description of the shapes
of the objects and of their movements within the region
S by encoding the information in numerical strings which
describe at least one of the values of the characteristics
of position, shape, dimensions and volume. The volu-
metric map of each body detected inside the monitored
region and/or the manner in which it changes while the
bodies are present in the monitored region can be com-
pared with models of volumetric maps for other bodies,
encoded in a similar manner and previously stored in
the processing unit (take for example the model marked
D in Figure 6) in order to recognize those bodies which
must be detected from among all the bodies present in-
side the monitored region. The bodies may for example
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be people only.

[0057] Furthermore, it is possible to detect the simul-
taneous presence of several bodies, even if of different
kinds, in the monitored region. The manner in which the
position of the bodies change within the monitored re-
gion can be used to detect violation of predefined sub-
regions. It is thus possible to monitor, as has already
been seen, the presence of a movement of people in
the vicinity of a machine in an industrial environment and
activate an alarm signalling procedure whenever at
least one person comes within a certain distance of that
machine.

[0058] The solution described is highly robust and
overcomes the functional limitations of currently used
systems. Thus, it is capable of detecting the presence
and at the same time determining the position of people
or objects within a defined region of space, discriminate
between objects and people, between objects or people
close to each other, and between objects and people
that move into the monitored region following different
paths or more generally with behaviours which could
easily deceive other types of sensor.

[0059] Those skilled in the art will recognize that the
method according to the invention can be carried out
using, at least in part, a computer program capable of
being run on a computer in such a way that the system
comprising the program and the computer carries out
the method according to the invention. The invention
therefore extends also to such a program capable of be-
ing loaded into a computer which has the means of or
is capable of carrying out the method according to the
invention, as well as to the corresponding information
technology product comprising a means readable by a
computer containing codes for a computer program
which, when the program is loaded into the computer,
cause the computer to carry out the method according
to the invention.

[0060] Clearly, without affecting the principle of the in-
vention, the constructional details and the embodiments
may be greatly altered compared to what has been de-
scribed and illustrated, without thereby departing from
the scope of the present invention, as defined in the ac-
companying claims.

Claims

1. Method for the detection and location of bodies (A,
B) in a defined region of space (S), comprising the
operations of generating (2) image signals capable
of representing a succession of images of at least
one body present in the said region (S), each image
corresponding to a defined instant, characterized in
that it comprises the following operations:

- processing (101 to 106) the said image signals
in such a way as to obtain for each instant taken
into consideration a volumetric map (F) of the
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said at least one body present in the said region
(S), the said volumetric map (F) representing
the shape, position, volume and dimensions of
the body to which the said volumetric map (F)
refers,

- extracting (107) from the said volumetric map
(F) at least one parameter (P) taken from the
following group: descriptors of shape and vol-
ume, such as the volumetric map (F) itself, the
position co-ordinates and the dimensions of the
said at least one body to which the said volu-
metric map (F) refers,

- comparing (108) the said at least one parame-
ter (P) with at least one model (D) for compat-
ibility of the said volumetric map (F) with pre-
determined conditions of occupation of the said
region (S), and

- selectively generating a warning signal (109)
depending on the outcome of the said compar-
ison (108).

Method according to Claim 1, characterized in that
it comprises the operations of storing volumetric
maps (F) or successions of the said at least one pa-
rameter (P) obtained from image signals relating to
images of the said succession corresponding to
successive instants, in order to detect changes in
time in the said volumetric map (F) or the said at
least one parameter (P), and in that the said model
is itself generated as a model of changes over time.

Method according to Claim 1 or Claim 2, character-
ized in that it comprises the operation of comparing
(108) successions of the at least one parameter (P)
obtained from image signals relating to images of
the said succession corresponding to successive
instants with at least one model for compatibility of
said successions with predetermined conditions of
occupation of the said region (S).

Method according to Claim 1 or Claim 2, character-
ized in that it comprises the following operations:

- generating image signals relating to the view of
the said region (S) from separate observation
points (2) so as to generate at least two sepa-
rate image signals relating respectively to the
projections of the same points of the said region
(S) viewed from separate observation points,

- processing (1) the said separate image signals
by finding the match between the projections of
the same real-world points onto separate imag-
es with a view to finding its position in space,

- obtaining the said volumetric map (F) from the
said positions in space.

Method according to Claim 1 or Claim 2, character-
ized in that it comprises the following operations:
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- subjecting at least part of the said region (S) to
scanning of cells (D(x;, ¥;, Z)),

- detecting (1041, 1042, ..., 104n) for each of the
said cells the said separate signals (1031,
1032, ..., 103n),

- generating (105) for each scanned cell and
from the values of the said separate signals de-
tected for the said cell, an occupation signal
whose value can identify the occupation of the
scanned cell by the said at least one body
present in the said region of space (S), the said
volumetric map (F) being identified by the set
of values attributed to the said occupation sig-
nal corresponding to the scanned cells.

Apparatus for the detection and location of bodies
(A, B) in a defined region of space (S) comprising
image signal generating means (2) capable of mon-
itoring the said region (S) in order to produce an im-
age or succession of images of at least one body
present in the said region (S), each image corre-
sponding to a defined instant, the apparatus being
characterized in that it comprises processing
means (1) configured (101 to 106) so as to:

- process the said image signals in such a way
as to obtain for each instant taken into consid-
eration a volumetric map (F) of the said at least
one body presentin the said region (S), the said
volumetric map (F) representing the shape, po-
sition, volume and dimensions of the body to
which the said volumetric map (F) refers,

- extract (107) from the said volumetric map (F)
at least one parameter (P) taken from the fol-
lowing group: descriptors of shape and volume,
such as the volumetric map (F) itself, the posi-
tion co-ordinates and the dimensions of the
said at least one body to which the said volu-
metric map (F) refers,

- compare (108) the said at least one parameter
(P) with at least one model (D) for compatibility
of the said volumetric map (F) with predeter-
mined conditions of occupation of the said re-
gion (S),

- andinthatit also comprises warning means (3)
connected to the said processing means (1) for
selectively generating a warning signal (109)
depending on the outcome of the said compar-
ison (108).

Apparatus according to Claim 6, characterized in
that the said processing means (1) are configured
so as to store volumetric maps (F) or successions
of the said at least one parameter (P) obtained from
image signals relating to images of the said succes-
sion corresponding to successive instants, in order
to detect changes in time in the said volumetric map
(F) or the said at least one parameter (P), and in
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10.

1.

12.

that the said model is itself generated as a model
of changes over time.

Apparatus according to Claim 6 or Claim 7, charac-
terized in that the said processing means (1) are
configured in such a way as to compare (108) suc-
cessions of the at least one parameter (P) obtained
from image signals relating to images of the said
succession corresponding to successive instants
with at least one model for compatibility of said suc-
cessions with predetermined conditions of occupa-
tion of the said region (S).

Apparatus according to Claim 6 or Claim 7, charac-
terized in that:

- aplurality of means (2) are provided for the gen-
eration of image signals relating to views of the
said region (S) from separate observation
points (2) so as to generate at least two sepa-
rate image signals relating respectively to the
projections of the same points of the said region
(S) viewed from separate observation points,

- the said processing means (1) are configured
so as to process the said separate image sig-
nals by finding the match between the projec-
tions of the same real-world points onto sepa-
rate images in order to find its position in space
and obtain the said volumetric map (F) from the
said positions in space.

Apparatus according to Claim 6 or Claim 7, charac-
terized in that the said processing means (1) are
configured so as to:

- subject at least part of the said region (S) to
scanning of cells (D(x;, y;, Z)),

- detect (1041, 1042, ..., 104n) for each of the
said cells the said separate signals (1031,
1032, ..., 103n),

- generate (105) for each scanned cell and from
the values of the said separate signals detected
for the said cell, an occupation signal whose
value can identify the occupation of the
scanned cell by the said at least one body
present in the said region of space (S), the said
volumetric map (F) being identified by the set
of values attributed to the said occupation sig-
nal corresponding to the scanned cells.

Computer program capable of being run on a com-
puter in such a way that the system comprising the
program and the computer carries out the method
according to any one of Claims 1 to 5.

Computer program capable of being loaded into a
computer which has the means of or is capable of
carrying out the method according to any one of
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Claims 1 to 5.

Information technology product comprising a
means readable by a computer containing codes for
a computer program which, when the program is
loaded into the computer, cause the computer to
carry out the method according to any one of Claims
1to 5.
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