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(54) Modular hierarchical data switch

(57) Switching apparatus for transferring data, in-
cluding: a plurality of connecting links (13A, 13B, 13C,
13D, 33A, 33B, 33C, 33D, 53A, 53B, 53C, 53D, 73A,
73B, 73C, 73D), each link being able to transfer the data;
and a plurality of modules (12, 32, 52, 72), communicat-
ing with the connecting links. Each module includes: one
or more data-ports (16A, 16B, 16C, 16D), each data-
port being able to transfer the data; a link selector (14),
which is able to selectably couple the data-ports within
the module to transfer data over at least one of the con-
necting links; and a data-port selector (18, 20A, 20B,

20C, 20D), which is able to selectably couple the data-
ports within the module to receive data over at least one
of the connecting links. Data is transferred from an orig-
inating data-port among the data-ports of an originating
module among the plurality of modules, to a destination
data-port among the data-ports in a destination module
among the plurality of modules. To accomplish the trans-
fer, one of the connecting links is selected by both the
link selector of the originating module and by the data-
port selector of the destination module, and the data is
transferred over the selected link.
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Description

FIELD OF THE INVENTION

[0001] The present invention relates generally to
switching devices, and specifically to modular data
switching devices.

BACKGROUND OF THE INVENTION

[0002] Many different types of switching devices for
transferring data between a plurality of entities are
known in the art. Given the plurality of entities, herein
assumed by way of example to be nodes in a computing
network, an ideal switching device is able to link any one
of the nodes to any other of the nodes. Furthermore, the
ideal switching device is able to perform the linkage re-
gardless of other links which may already have been
formed by the device, i.e., the device should be non-
blocking. While ideal switching devices may be attaina-
ble for small numbers of nodes, they are impractical for
large numbers of nodes. In constructing a practical
switching device, other conflicting considerations, such
as communication delay and required bandwidth, have
to be considered.
[0003] Fig. 1 shows how four ports may be connected
so that there is always a data path between any two of
the ports, as is known in the art. Each port 8A, 8B, 8C,
or 8D transmits to a respective bus 9A, 9B, 9C, or 9D.
Each port is also connected to all of the busses so as to
be able to receive from each of the other busses. The
system illustrated in Fig. 1 may be generalized to N
ports, where N is any integer. Given N ports between
which data is to be transferred, the ports are coupled to
N busses. While it may be practical to use this system
when N is relatively small, it is impractical to connect an
array comprising large numbers of data-ports in this
fashion, since there would necessarily have to be N sep-
arate busses connected to each data-port.
[0004] Switching device types known in the art include
crosspoint switches, crossbar switches, delta network
switches, and fiber channel switches. For N ports, cross-
point and crossbar switches need of the order of N2 con-
nections, so that crosspoint and crossbar switches be-
come impractical for large values of N. Some modifica-
tions and additions to these types of switching devices,
and other switching devices, are described hereinbelow.
[0005] U. S. patent 4, 605, 926, to Georgiou, whose
disclosure is incorporated herein by reference, de-
scribes a cross-point switch comprising an array of
cross-point matrices. The switch incorporates external
lines by which internal lines of the matrices may be
linked via buffers. Redundant matrices may be incorpo-
rated in the switch to accommodate fault tolerance.
[0006] U. S. patent 4,814,762, to Franaszek, whose
disclosure is incorporated herein by reference, de-
scribes a switching system comprising a cross-point
switch and a delta network switch connected in parallel.

The switching system uses the delta network to reserve
a connection of the cross-point switch at some fixed time
in the future.
[0007] U. S. patent 5,261,059, to Hedberg, et al,
whose disclosure is incorporated herein by reference,
describes an interface between a crossbar switch and
a host computer. The interface uses data buffering and
memory devices to facilitate and track data transfer via
the switch. The interface off-loads, from host computers
using the interface, functions such as routing and secu-
rity checking of data.
[0008] U. S. patent 5,420,853, to McRoberts, et al,
whose disclosure is incorporated herein by reference,
describes a method for self-controlling an (N + 1) by (N
+1) crossbar switch. The method comprises sending a
request signal from a data processing element to the
switch, which request signal comprises an address for
the data to be transferred. The data is stored temporarily
in a buffer, and the method includes routing the data to
an appropriate destination.
[0009] U. S. patent 5,519,695, to Purohit, et al, whose
disclosure is incorporated herein by reference, de-
scribes a switch element for fiber channel networks. Fib-
er channel is a switched protocol that allows concurrent
communication between nodes connected to the net-
work. Fiber channel uses an interconnection scheme
known as a fabric to connect nodes attached to the fab-
ric to ports of the fabric. The disclosure describes a
switch element which operates in a circuit-switched
mode or a frame-switched mode. In the circuit-switched
mode a dedicated path between two ports of the fabric
is established before data transfer occurs. The frame-
switched mode is a connectionlesss data transfer mode
wherein a bandwidth is dynamically allocated on a
frame-by-frame basis.
[0010] U. S. patent 5,894,481, to Book, whose disclo-
sure is incorporated herein by reference, describes a fib-
er channel switch. A fabric of the fiber channel has a
memory which is shared by a plurality of fabric ports.
Each fabric port includes a port controller employing a
distributed queuing algorithm. The algorithm provides a
method for deciding when and where frame transfers
between the ports should be made.
[0011] U. S. patent 5,418,779, to Yemini, et al., whose
disclosure is incorporated herein by reference, de-
scribes a high-speed switched network architecture.
The architecture comprises switching nodes which are
connected directly to respective local access nodes,
and which are interconnected by communication links.
Each node has a routing tree, wherein the node acts as
a destination node, associated with the node. Each rout-
ing tree specifies a subset of incoming links from which
each node receives data, and an outgoing link to which
the node transfers received data. The routing trees are
implemented sequentially according to predetermined
time bands.
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SUMMARY OF THE INVENTION

[0012] It is an object of some aspects of the present
invention to provide an improved switching architecture.
[0013] It is a further object of some aspects of the
present invention to provide a switching architecture
which enables data transfer with reduced queuing.
[0014] It is a yet further object of some aspects of the
present invention to provide a non-blocking switching
architecture between data-ports with relatively few con-
nections at each data-port.
[0015] In preferred embodiments of the present in-
vention, a switching array comprises a plurality of mod-
ules, each module comprising at least one two-way du-
plex data-port. The modules are mutually connected by
a plurality of selectable links, comprising data transfer
busses, between the modules. Typically, the number of
selectable links is less than or equal to the number of
data-ports of the array.
[0016] Within each module, the data-ports of the mod-
ule are coupled together by a plurality of busses, most
preferably equal in number to the number of data-ports
of the module. The busses of each module are coupled
to a respective subset of the plurality of selectable links
via a link selector and controller comprised within each
module. Also within each module is a data-port selector
multiplexer, which couples each data-port of the module
to all other selectable-link subsets of the other modules
of the array. Sets of buffers within each module are pro-
vided to temporarily store data, the buffers being cou-
pled respectively to the module busses, the link selector,
and the selector multiplexer of each module.
[0017] Data transferred between data-ports of the ar-
ray is most preferably in the form of one or more data-
frames comprising a destination data-port address.
When the destination data-port and the originating data-
port are comprised within the same module, each data-
frame transfers directly on one of the internal busses of
the module. When the destination data-port and the
originating data-port are within different modules the link
selector and controller of the originating module select
one of the plurality of links to act as a transfer link. The
originating data-port is coupled to the transfer link via
the link selector and the internal busses of the originat-
ing module. The data-port selector multiplexer of the
destination module couples the destination data-port to
the transfer link. Thus, a data-frame comprising an ad-
dress of the destination data-port is able to be automat-
ically transferred to the destination port. The sets of buff-
ers enable the transfer to be implemented regardless of
whether the data-ports and/or the selectable links are
engaged in a data transfer, by temporarily storing the
data. Each port is effectively always available for receiv-
ing and/or transmitting data since each port, each link
selector, and each selector multiplexer is coupled to a
respective buffer.
[0018] Coupling ports of a plurality of modules by se-
lectable links enables data to be transferred between

any two of the ports, with substantially no queuing if the
number of ports is equal to the number of links, while
maintaining a simple architecture. Because there is a
relatively small number of connections to each port in
the switching array, the architecture is economical for
implementation in integrated circuit form and enables ef-
ficient use of the links. Alternatively, if queuing can be
tolerated, the number of links can be less than the
number of ports. Furthermore, since the ports are
grouped in modules, the array is easily scaleable by in-
creasing the number of modules, and preferably, but not
necessarily, the number of selectable links.
[0019] In some preferred embodiments of the present
invention, data which is transferred between an originat-
ing port and a destination port on separate modules ex-
pects an acknowledgment. Once the acknowledgment
has been transmitted, the destination port is able to re-
ceive data from another originating port, using one or
more of the buffers comprised in the destination module.
[0020] In some preferred embodiments of the present
invention, at least some of the modules comprise differ-
ent numbers of data-ports.
[0021] There is therefore provided, in accordance
with a preferred embodiment of the present invention,
switching apparatus for transferring data, including:

a plurality of connecting links, each link being able
to transfer the data; and
a plurality of modules, communicating with the con-
necting links, each module including:

one or more data-ports, each data-port being
able to transfer the data;
a link selector, which is able to selectably cou-
ple the data-ports within the module to transfer
data over at least one of the connecting links;
and
a data-port selector, which is able to selectably
couple the data-ports within the module to re-
ceive data over at least one of the connecting
links,
so that to transfer data from an originating data-
port among the data-ports of an originating
module among the plurality of modules to a
destination data-port among the data-ports in a
destination module among the plurality of mod-
ules, one of the connecting links is selected by
both the link selector of the originating module
and by the data-port selector of the destination
module, and the data is transferred over the se-
lected link.

[0022] Preferably, each module includes at least two
data-ports.
[0023] Preferably, the at least one connecting link for
transferring data is different from the at least one con-
necting link for receiving data.
[0024] Preferably, each of the plurality of modules in-
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cludes one or more busses which couple the one or
more data-ports of the respective module.
[0025] Preferably, at least some of the plurality of
modules include equal numbers of busses and data-
ports.
[0026] Preferably, at least one of the data-port selec-
tors includes:

a port multiplexer which selectably couples to the
data-ports of the respective module;
a buffer, which is adapted to store data transferred
by the port multiplexer, coupled to the port multi-
plexer; and
one or more sub-multiplexers which couple the plu-
rality of connecting links to the port multiplexer.

[0027] Preferably, the apparatus comprises for at
least one of the plurality of modules a controller which
controls the operation of the link selector.
[0028] Preferably, the plurality of connecting links in-
cludes a number of links equal to a total number of the
data-ports in the plurality of modules.
[0029] Preferably, the plurality of connecting links in-
cludes a number of links different from a total number
of the data-ports in the plurality of modules.
[0030] Preferably, the apparatus includes for at least
one of the plurality of modules:

at least one first buffer, which temporarily stores the
data, coupled to the one or more data-ports;
at least one second buffer, which temporarily stores
the data, coupled to the link selector; and
at least one third buffer, which temporarily stores
the data, coupled to the data-port selector.

[0031] There is further provided, in accordance with
a preferred embodiment of the present invention, a
method for transferring data between a plurality of data-
ports, including:

providing a switch, including a plurality of modules,
on which the data-ports are distributed, intercon-
nected by a plurality of selectable links;
receiving the data for input at an originating data-
port on a first one of the modules, destined for out-
put at a destination data-port on a second one of
the modules;
selecting one of the links to transfer the data be-
tween the first and second modules;
coupling the selected link to the originating data-
port on the first module;
coupling the selected link to the destination data-
port on the second module; and
transferring the data from the originating data-port
via the selected link to the destination data-port.

[0032] Preferably, providing the switch includes pro-
viding a plurality of busses within each module and cou-

pling the plurality of busses to the plurality of data-ports
within each module.
[0033] Preferably, providing the switch includes pro-
viding for each module a port multiplexer and one or
more sub-multiplexers, and coupling the selected link to
the destination data-port includes coupling the selected
link to the one or more sub-multiplexers and selectably
coupling the port multiplexer to the one or more sub-
multiplexers and to the destination data-port.
[0034] Preferably, transferring the data includes:

checking at the destination data-port whether a first
set of data expect an acknowledgment;
responsive to the check, transmitting the acknowl-
edgment to the originating data-port; and
transmitting a second set of data to the destination
port from one of the plurality of data-ports different
from the originating port.

[0035] There is further provided, in accordance with
a preferred embodiment of the present invention, a
method for transferring data between a plurality of data-
ports, including:

providing a switch, including a plurality of modules,
on which the data-ports are distributed, intercon-
nected by a plurality of selectable links;
receiving the data for input at an originating data-
port on a first of the modules, destined for output at
a plurality of destination data-ports on at least one
other of the modules;
selecting at least one of the links to transfer the data
between the first and the at least one other of the
modules; coupling the at least one of the selected
links to the originating data-port on the first module;
coupling the at least one of the selected links to the
plurality of data-ports on the least one other of the
modules; and
transferring the data from the originating data-port
via the at least one of the selected links to the des-
tination data-ports.

[0036] Preferably, transferring the data includes
transferring the data substantially simultaneously.
[0037] The present invention will be more fully under-
stood from the following detailed description of the pre-
ferred embodiments thereof, taken together with the
drawings, in which:

BRIEF DESCRIPTION OF THE DRAWINGS

[0038]

Fig. 1 is a schematic block diagram showing how
four ports may be connected so that there is always
a data path between any two of the ports, as is
known in the art;
Figs. 2A and 2B are schematic block diagrams of a
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switching array, according to a preferred embodi-
ment of the present invention;
Fig. 3 is a schematic block diagram of a module of
the array of Figs. 2A and 2B, according to a pre-
ferred embodiment of the present invention;
Fig. 4A is a flow chart showing data transfer from a
port in the module of Fig. 3, according to a preferred
embodiment of the present invention; and
Fig. 4B is a flow chart showing data transfer to a
port within the module of Fig. 3 from outside the
module, according to a preferred embodiment of the
present invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

[0039] Reference is now made to Figs. 2A and 2B,
which are schematic block diagrams of a switching array
10, according to a preferred embodiment of the present
invention. Array 10 comprises a plurality of modules 12,
32, 52, and 72 which are substantially identical in oper-
ation and construction. Most preferably, array 10 is im-
plemented as one or more application specific integrat-
ed circuits (ASICs) or other custom-built device, on a
modular basis corresponding to the plurality of modules
of the array. Alternatively, array 10 is implemented from
one or more discrete devices, or from a combination of
discrete and custom devices. Array 10 also comprises
a plurality of selectable links 13A, 13B, 13C, 13D, 33A,
33B, 33C, 33D, 53A, 53B, 53C, 53D, 73A, 73B, 73C,
and 73D, hereinafter referred to as links 90. Each link
90 is a bus which is used to transfer data between mod-
ules of the array, as described below.
[0040] Module 12 comprises a plurality of ports 16A,
16B, 16C, and 16D, hereinafter referred to as ports 16,
wherein each port is preferably two-way. Each port 16
is connected to a respective node (not shown), such as
a server or a workstation or a network connection, so
that data can be passed between the port and its re-
spective node. Within module 12, ports 16 are able to
transfer data between themselves via a plurality of bus
lines 22A, 22B, 22C, and 22D, hereinafter referred to as
lines 22, the number of lines 22 corresponding to the
number of ports 16. Each port 16 transfers data from the
port to one of lines 22 via a respective outgoing bus line
15A, 15B, 15C, and 15D, hereinafter termed outgoing
lines 15. Each port 16 receives data from one of lines
22 via one of a respective plurality of incoming bus lines
17A, 17B, 17C, and 17D, hereinafter termed incoming
lines 17.
[0041] For example, data transfers from port 16A to
port 16C via outgoing line 15A, line 22A, and one of in-
coming lines 17C. Data transfers from port 16D to port
16A via outgoing line 15D, line 22D, and one of incoming
lines 17A. It will be understood that since the number of
lines 22 corresponds to the number of ports 16, there is
always a line 22 available for transferring data within
module 12.

[0042] Outgoing lines 15A, 15B, 15C, and 15D are al-
so coupled to a link selector 14 comprised in module 12.
Link selector 14 is preferably operated by a controller
21 comprised in the selector, and is most preferably able
to connect each of lines 15 to a plurality of connecting
links 13A, 13B, 13C, and 13D, i.e., to a number of con-
necting links equal to the number of ports 16. Alterna-
tively, the number of connecting links is different from
the number of ports 16. Connecting links 13A, 13B, 13C,
and 13D are referred to hereinafter as links 13. Connect-
ing links 13, and the transfer of data to and from the
links, are described in greater detail below.
[0043] Link selector 14 and ports 16 are respectively
coupled to buffers 23 and 24. The function of buffers 23
and 24, together with a detailed description of their op-
eration and of the operation of module 12, is described
with reference to Fig. 3 hereinbelow.
[0044] Modules 32, 52, and 72 respectively comprise
link selectors 34, 54, and 74, which respectively com-
prise controllers 41, 61, and 81. The selectors are re-
spectively coupled to buffers 43, 63, and 83, and are
implemented and connected substantially as described
herein for link selector 14. Similarly, modules 32, 52, and
72 respectively comprise ports 36A, 36B, 36C, and 36D,
hereinafter referred to as ports 36; ports 56A, 56B, 56C,
and 56D, hereinafter referred to as ports 56; and ports
76A, 76B, 76C, and 76D, hereinafter referred to as ports
76, which operate and are connected substantially as
described herein for respective ports 16. Ports 36, 56,
and 76, are respectively coupled to buffers 44, 64, and
84.
[0045] Modules 32, 52, and 72 also respectively com-
prise outgoing lines 35A, 35B, 35C, and 35D; outgoing
lines 55A, 55B, 55C, and 55D; and outgoing lines 75A,
75B, 75C, and 75D, which operate and are connected
substantially as described herein for respective outgo-
ing lines 15A, 15B, 15C, and 15D. Modules 32, 52, and
72 respectively comprise incoming lines 37A, 37B, 37C,
and 37D; incoming lines 57A, 57B, 57C, and 57D; and
incoming lines 77A, 77B, 77C, and 77D, which operate
and are connected substantially as described herein-
above for respective incoming lines 17A, 17B, 17C, and
17D. Modules 32, 52, and 72 also respectively comprise
bus lines 42A, 42B, 42C, and 42D; bus lines 62A, 62B,
62C, and 62D; and bus lines 82A, 82B, 82C, and 82D,
which operate and are connected substantially as de-
scribed hereinabove for respective bus lines 22A, 22B,
22C, and 22D.
[0046] Link selector 34 in module 32 is most prefera-
bly able to connect each of outgoing lines 35A, 35B,
35C, and 35D to a plurality of connecting links 33A, 33B,
33C, and 33D, (hereinafter referred to as links 33) i.e.,
to a number of connecting links equal to the number of
ports in module 32. Alternatively, the number of connect-
ing links is less than the number of ports in module 32.
Similarly, link selector 54 in module 52 is most preferably
able to connect each of outgoing lines 55A, 55B, 55C,
and 55D to a plurality of connecting links 53A, 53B, 53C,
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and 53D, hereinafter referred to as links 53, and link se-
lector 74 in module 72 is most preferably able to connect
each of outgoing lines 75A, 75B, 75C, and 75D to a plu-
rality of connecting links 73A, 73B, 73C, and 73D, here-
inafter referred to as links 33.
[0047] Ports 16 of module 12, in addition to being able
to convey data between themselves and to being able
to transmit data via link selector 14 as described here-
inabove, are able to receive data via a port selection
multiplexer 18. An output of multiplexer 18 is respective-
ly connected to ports 16 via lines 19A, 19B, 19C, and
19D. Multiplexer 18 most preferably comprises a buffer
18' and is also coupled to buffers 25, whose function is
described with reference to Fig. 3 below. Port multiplex-
er 18 receives data via a plurality of substantially similar
sub-multiplexers 20A, 20B, 20C, and 20D. Sub-multi-
plexer 20A is connected at its input to connecting links
33A, 53A, and 73A. Similarly, sub-multiplexer 20B is
connected at its input to connecting links 33B, 53B, and
73B; sub-multiplexer 20C is connected at its input to
connecting links 33C, 53C, and 73C; and sub-multiplex-
er 20D is connected at its input to connecting links 33D,
53D, and 73D. It will be appreciated that ports 16 are
connected via multiplexer 18 and sub-multiplexers 20A,
20B, 20C, and 20D to all connecting links of array 10
other than links 13, i.e., to all links other than connecting
links on which data is transmitted from ports 16. Thus,
multiplexer 18 and sub-multiplexers 20A, 20B, 20C, and
20D together form a port selector which is able to couple
any of ports 16 of module 12 to any connecting links in
array 10 apart from links which are coupled to link se-
lector 14.
[0048] Module 32 comprises a port multiplexer 38
comprising a buffer 38', buffers 45, and sub-multiplexers
40A, 40B, 40C, and 40D, which are connected to ports
36A, 36B, 36C, and 36D in a substantially similar man-
ner as multiplexer 18 and sub-multiplexers 20A, 20B,
20C, and 20D for module 12. Thus, ports 36A, 36B, 36C,
and 36D are connected via multiplexer 38 and sub-mul-
tiplexers 40A, 40B, 40C, and 40D to all connecting links
of array 10 other than links 33, i.e., to all links other than
connecting links on which data is transmitted from ports
36A, 36B, 36C, and 36D. Multiplexer 38, buffer 38', buff-
ers 45, and sub-multiplexers 40A, 40B, 40C, and 40D
together form a port selector which is able to couple any
of ports 36 of module 32 to any connecting links in array
10 apart from links which are coupled to link selector 34.
[0049] Similarly, ports 56A, 56B, 56C, and 56D in
module 52 are connected via a multiplexer 58 compris-
ing a buffer 58', buffers 65, and sub-multiplexers 60A,
60B, 60C, and 60D, acting as a port selector, to all links
other than connecting links 53 on which data is trans-
mitted from ports 56A, 56B, 56C, and 56D. Also, ports
76A, 76B, 76C, and 76D in module 72 are connected
via a multiplexer 78 comprising a buffer 78', buffers 85,
and sub-multiplexers 80A, 80B, 80C, and 80D, acting
as a port selector, to all links other than connecting links
73 on which data is transmitted from ports 76A, 76B,

76C, and 76D.
[0050] Reference is now made to Fig. 3, which is a
schematic block diagram of module 12, according to a
preferred embodiment of the present invention. As
shown in Fig. 3, link selector 14 is coupled to a plurality
of buffers 23, most preferably equal in number to the
number of ports comprised in module 12. Multiplexer 18
comprising buffer 18' is coupled at each of its lines 19A,
19B, 19C, and 19D to one of buffers 25, herein termed
respectively buffer 25A, 25B, 25C, and 25D.
[0051] Buffers 24 comprise: buffers 27B, 27C, and
27D, which are coupled respectively to busses 22B,
22C, and 22D, and which are used to store data for port
16A; buffers 26A, 26C, and 26D, which are coupled re-
spectively to busses 22A, 22C, and 22D, and which are
used to store data for port 16B; buffers 28A, 28B, and
28D, which are coupled respectively to busses 22A,
22B, and 22D, and which are used to store data for port
16C; and buffers 30A, 30B, and 30C, which are coupled
respectively to busses 22A, 22B, and 22C, and which
are used to store data for port 16D. Buffers 24 are most
preferably First-in First-out (FIFO) memory devices.
[0052] Modules 32, 52, and 72 are implemented sub-
stantially as described above for module 12. Thus buff-
ers 44, 64, and 84 respectively comprise 12 buffers so
that each port of array 10 has 3 buffers which are able
to store data for the respective port. Similarly, multiplex-
ers 38, 58; and 78 are coupled at each of their respective
lines to buffers 45, 65, and 85, each of buffers 45, 65,
and 85 respectively comprising 4 buffers.
[0053] It will thus be appreciated that each module in
array 10 comprises a total of 21 buffers. It will also be
appreciated that a module having N ports coupled by N
busses, implemented substantially as described above
for module 12, will have a total of Nx(N+1) + 1 buffers.
[0054] Fig. 4A is a flow chart 100 showing data trans-
fer from a port in array 10, according to a preferred em-
bodiment of the present invention. In order to explain
flow chart 100, specific examples of data being trans-
ferred from the node attached to port 16A, acting as an
originating port, to a destination port comprised in array
10, are assumed. It will be understood, however, that
array 10 is able to transfer data between any two of its
ports, and the description hereinbelow of data transfer
from port 16A is an example for the purpose of clarifying
the operation of array 10.
[0055] In a first step, data is input from the node at-
tached to port 16A, which acts as an originating port for
the data. The data is preferably in the form of a data-
frame generated according to an industry-standard pro-
tocol. Most preferably, the data-frame comprises data,
such as a header, giving a destination port to which the
data-frame is to be transferred. Alternatively, the data is
in some other standard form wherein the destination
port is known.
[0056] In a second step, the data is placed on the bus
in module 12 coupled to the output of originating port
16A, i.e., bus 22A. In a third step, if the destination port
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is within module 12, the data transfers automatically on
internal bus line 22A of the specific module. For exam-
ple, if the data into port 16A is destined for port 16C, and
port 16C is available, the data is transferred between
the ports. If port 16C is not available, the data is stored
in the buffer on bus 22A specified for port 16C, i.e., buff-
er 28A, until the port is available, at which time it is trans-
ferred to the port.
[0057] If the destination port is not within the same
module as the originating port, then in a fourth step con-
troller 21 and/or link selector 14 couple bus 15A to an
available link 13 and store the data in one of buffers 23.
In the event that there is no available link 13, the data
is stored in one of buffers 23 until one of links 13 is avail-
able, whereupon it is placed on the available link. The
data transfers to the destination port as explained below
with reference to Fig. 4B.
[0058] Fig. 4B is a flow chart 110 showing data trans-
fer from a port in a module other than module 12 to a
port within module 12, according to a preferred embod-
iment of the present invention. In order to explain flow
chart 110, specific examples of data being transferred
to the node attached to port 16C, acting as a destination
port, from originating port 76A comprised in module 72,
are assumed.
[0059] In a first step, by a method substantially similar
to that described with reference to Fig. 4A for transfer-
ring data from port 16A to one of links 13, data from port
76A is placed on link 73A via link selector 74 (Fig. 2B).
Link 73A is coupled to sub-multiplexers 20A, 40A, 60A,
and 80A. In a second step, using the destination ad-
dress (corresponding to port 16C) comprised in the da-
ta, sub-multiplexer 20A recognizes that the destination
port is comprised in module 12, and transfers the data
to port selection multiplexer 18.
[0060] In a third step, port selection multiplexer 18 se-
lects the appropriate line to transfer the data, in this ex-
ample line 19C, and transfers the data to port 16C. If
port 16C is not available to accept the data, it is stored
in the buffer coupled to the line transferring the data, in
this example buffer 25C, and/or in buffer 18'.
[0061] In some preferred embodiments of the present
invention, data is transferred from a first originating port
in a first module to a destination port in a second module,
substantially as described above with reference to Figs.
4A and 4B. Furthermore, an acknowledgment that the
data has been received is transferred from the destina-
tion port to the originating port. Once the acknowledg-
ment has been sent, data from a second originating port
may be received by the destination port.
[0062] It will be appreciated that while the preferred
embodiments described above comprise modules with-
in array 10 having equal numbers of ports, arrays with
modules having unequal numbers of ports can be con-
structed and will operate within the scope of the present
invention. It will also be appreciated that when the
number of connecting links associated with a specific
module is equal to the number of ports within the mod-

ule, there will always be a path available for data transfer
from each port of the specific module. For an array
where this condition is true for all modules within the
array, so that the total number of links equals the total
number of ports within the array, there will always be a
path available for any possible data transfer within the
array. It will further be appreciated that where this con-
dition is true and the destination port is available to re-
ceive data, the data will never need to be queued. It will
be understood that while the number of links does not
need to be more than the number of data-ports, one or
more redundant links above the number of data-ports
may be incorporated into an array in order to allow for
failure of a link during operation of the array.
[0063] It will be appreciated that some preferred em-
bodiments of the present invention enable data to be
broadcast in a multicast manner, i.e., data from one orig-
inating port may be transmitted substantially simultane-
ously to a plurality of destination ports. The data for mul-
ticasting most preferably comprises addresses of des-
tination data-ports in a form suitable for multicasting, as
is known in the art.
[0064] It will further be appreciated that preferred em-
bodiments of the present invention may constructed in
a modular fashion, and that a module may be removed
from or installed into an array without appreciably affect-
ing the operation of other modules of the array.
[0065] It will also be appreciated that those skilled in
the art will be able to devise arrays using selectable con-
necting links to transfer data between data-ports which
are variably coupled to the links, other than those arrays
specifically described hereinabove. All such arrays are
considered to be within the scope of the present inven-
tion
[0066] It will thus be appreciated that the preferred
embodiments described above are cited by way of ex-
ample, and that the present invention is not limited to
what has been particularly shown and described here-
inabove. Rather, the scope of the present invention in-
cludes both combinations and subcombinations of the
various features described hereinabove, as well as var-
iations and modifications thereof which would occur to
persons skilled in the art upon reading the foregoing de-
scription and which are not disclosed in the prior art.

Claims

1. Switching apparatus for transferring data, compris-
ing:

a plurality of connecting links (13A, 13B, 13C,
13D, 33A, 33B, 33C, 33D, 53A, 53B, 53C, 53D,
73A, 73B, 73C, 73D), each link being able to
transfer the data; and
a plurality of modules (12, 32, 52, 72), commu-
nicating with the connecting links, each module
comprising:
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one or more data-ports (16A, 16B, 16C,
16D), each data-port being able to transfer
the data;
a link selector (14), which is able to selecta-
bly couple the data-ports within the module
to transfer data over at least one of the con-
nacting links; and
a data-port selector (18, 20A, 20B, 20C,
20D), which is able to selectably couple the
data-ports within the module to receive da-
ta over at least one of the connecting links,

so that to transfer data from an originating data-
port among the data-ports of an originating
module among the plurality of modules to a
destination data-port among the data-ports in a
destination module among the plurality of mod-
ules, one of the connecting links is selected by
both the link selector of the originating module
and by the data-port selector of the destination
module, and the data is transferred over the se-
lected link.

2. Switching apparatus according to claim 1, wherein
each module comprises at least two data-ports.

3. Switching apparatus according to claim 1 or claim
2, wherein the at least one connecting link for trans-
ferring data is different from the at least one con-
necting link for receiving data.

4. Switching apparatus according to any of claims 1-3,
wherein at least one of the data-port selectors com-
prises:

a port multiplexer (18) which selectably couples
to the data-ports of the respective module;
a buffer (18'), which is adapted to store data
transferred by the port multiplexer, coupled to
the port multiplexer; and
one or more sub-multiplexers (20A, 20B, 20C,
20D) which couple the plurality of connecting
links to the port multiplexer.

5. Switching apparatus according to any of claims 1-4,
and comprising for at least one of the plurality of
modules a controller (21) which controls the opera-
tion of the link selector.

6. Switching apparatus according to any of claims 1-5,
wherein the plurality of connecting links comprises
a number of links equal to a total number of the data-
ports in the plurality of modules.

7. Switching apparatus according to any of claims 1-6,
wherein the plurality of connecting links comprises
a number of links different from a total number of
the data-ports in the plurality of modules.

8. Switching apparatus according to any of claims 1-7,
and comprising for at least one of the plurality of
modules:

at least one first buffer (24), which temporarily
stores the data, coupled to the one or more da-
ta-ports;
at least one second buffer (23), which tempo-
rarily stores the data, coupled to the link selec-
tor; and
at least one third buffer (25), which temporarily
stores the data, coupled to the data-port selec-
tor.

9. Switching apparatus according to any of claims 1-8,
wherein each of the plurality of modules comprises
one or more busses (22A, 22B, 22C, 22D) which
couple the one or more data-ports of the respective
module.

10. Switching apparatus according to claim 9, wherein
at least some of the plurality of modules comprise
equal numbers of busses and data-ports.

11. A method for transferring data between a plurality
of data-ports (16A, 16B, 16C, 16D, 36A, 36B, 36C,
36D, 56A, 56B, 56C, 56D, 76A, 76B, 76C, 76D),
comprising:

providing a switch (10), comprising a plurality
of modules (12, 32, 52, 72), on which the data-
ports are distributed, interconnected by a plu-
rality of selectable links (13A, 13B, 13C, 13D,
33A, 33B, 33C, 33D, 53A, 53B, 53C, 53D, 73A,
73B, 73C, 73D) ;
receiving the data for input at an criginating da-
ta-port on a first one of the modules, destined
for output at a destination data-port on a sec-
ond one of the modules;
selecting one of the links to transfer the data
between the first and second modules;
coupling the selected link to the originating da-
ta-port on the first module;
coupling the selected link to the destination da-
ta-port on the second module; and
transferring the data from the originating data-
port via the selected link to the destination data-
port.

12. A method according to claim 11, wherein providing
the switch comprises providing a plurality of busses
(22A, 22B, 22C, 22D, 42A, 42B, 42C, 42D, 62A,
62B, 62C, 62D) within each module and coupling
the plurality of busses to the plurality of data-ports
within each module.

13. A method according to claim 11 or claim 12, wherein
providing the switch comprises providing for each
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module a port multiplexer (18) and one or more sub-
multiplexers (20A, 20B, 20C, 20D), and wherein
coupling the selected link to the destination data-
port comprises coupling the selected link to the one
or more sub-multiplexers and selectably coupling
the port multiplexer to the one or more sub-multi-
plexers and to the destination data-port.

14. A method according to any of claims 11-13, wherein
transferring the data comprises:

checking at the destination data-port whether a
first set of data expect an acknowledgment;
responsive to the check, transmitting the ac-
knowledgment to the originating data-port; and
transmitting a second set of data to the desti-
nation port from one of the plurality of data-
ports different from the originating port.

15. A method for transferring data between a plurality
of data-ports (16A, 16B, 16C, 16D, 36A, 36B, 36C,
36D, 56A, 56B, 56C, 56D, 76A, 76B, 76C, 76D),
comprising:

providing a switch (10), comprising a plurality
of modules (12, 32, 52, 72), on which the data-
ports are distributed, interconnected by a plu-
rality of selectable links (13A, 13B, 13C, 13D,
33A, 33B, 33C, 33D, 53A, 53B, 53C, 53D, 73A,
73B, 73C, 73D);
receiving the data for input at an originating da-
ta-port on a first of the modules, destined for
output at a plurality of destination data-ports on
at least one other of the modules;
selecting at least one of the links to transfer the
data between the first and the at least one other
of the modules;
coupling the at least one of the selected links
to the originating data-port on the first module;
coupling the at least one of the selected links
to the plurality of data-ports on the least one
other of the modules; and
transferring the data from the originating data-
port via the at least one of the selected links to
the destination data-ports.

16. A method according to claim 15, wherein transfer-
ring the data comprises transferring the data sub-
stantially simultaneously.
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