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Beschreibung

[0001] Die Erfindung betrifft ein Verfahren zur Erken-
nung von ruhenden oder bewegten Objekten wie Bildern,
Texten oder Gegenstanden.

[0002] Die Erfindung betrifft ferner eine Digitalkamera
insbesondere fiur die Bildverarbeitung in einer industriel-
len Umgebung.

[0003] Eine Reihe vonbeispielsweise industriellen An-
wendungen erfordert die Erkennung von Objekten, wel-
che in unterschiedlichen Positionen innerhalb eines Be-
obachtungsfensters angeordnet sein kdnnen. So mus-
sen in der grafischen Industrie im Bereich von Sammel-
linien oder Zusammentraglinien fiir Druckbdgen schlecht
gefalzte oder falsche Druckbdgen sicher erkanntund ent-
fernt werden. Die Erkennung schlecht gefalzter oder fal-
scher Drackbdgen wird dadurch erschwert, daf3 sich die
einzelnen Druckbdgen standig sowohl in Sammel- oder
Zusammentragrichtung als auch senkrecht dazu bewe-
gen und dafl aufeinanderfolgende Druckbdgen selten
vollstandig biindig zueinander ausgerichtet sind. Um
trotzdem ein sicheres Erkennen von schlecht gefalzten
oder falschen Druckbdgen zu ermdglichen, sind komple-
xe und teure Bearbeitungssysteme erforderlich, welche
hohe Rechenleistungen bendtigen.

[0004] Ahnlich gelagerte Problematiken bestehen bei-
spielsweise bei der lagerichtigen Zufiihrung von zu mon-
tierenden Teilen in Fertigungslinien oder bei der oftmals
nur visuell durchzufiihrenden Fiillstandskontrolle in der
Verpackungsindustrie.

[0005] Verfahren zur Erkennung von ruhenden oder
bewegten Objekten der im Oberbegriff des Anspruchs 1
genannten Art ist aus der US-A-4,805,224 bekannt.
[0006] AusderUs-A-4,878,248 sind ein Verfahren und
eine Vorrichtung zum automatischen Erkennen der
Buchstaben und Zahlen eines amtlichen Kfz-Kennzei-
chens bekannt. Eine Sensor-/Kontrollervorrichtung wird
dazu verwendet, zu ermitteln, ob das Fahrzeug eine vor-
bestimmte Position zur Bilderfassung erreicht hat, und
um ein Auslésesignal abzugeben, wenn das Fahrzeug
die vorbestimmte Position erreicht hat. Eine Bildverar-
beitungseinheit ist mit der Sensor-/Controllervorrichtung
verbunden, um das Ausldsesignal zu empfangen und
daraufhin eine Bilderfassungsinstruktion an eine Bilder-
fassungseinrichtung zu senden. Die Bilderfassungsein-
richtung ist mit der Bildverarbeitungseinheit verbunden
und erfasst ein Fahrzeugbild, einschlieRlich das Bild des
Kfz-Kennzeichens in Reaktion auf die Bilderfassungsin-
struktion. Das Fahrzeugbild wird in ein elektrisches Si-
gnal durch die Bilderfassungseinrichtung gewandelt, die
es ihrerseits zu der Bildverarbeitungseinheit zurtickleitet.
Die Bildverarbeitungseinheit digitalisiert das elektrische
Signal und verarbeitet dieses zur Erfassung der Position
des Kfz-Kennzeichens, um die Rander der Buchstaben
und Zahlen hierauf zu erfassen, um jede Zahl und jeden
Buchstaben voneinander zu trennen und die getrennten
Buchstaben und Zahlen zu erkennen.

[0007] Der Erfindung liegt die Aufgabe zugrunde, ein
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Verfahren anzugeben, welches die sichere Erkennung
von in unterschiedlichen Positionen innerhalb eines Be-
obachtungsfensters angeordneten, ruhenden oder be-
wegten Objekten gestattet, ohne daR die fur die Erken-
nung erforderliche Rechenleistung tbermafig ansteigt.
[0008] Diese Aufgabe wird in Ubereinstimmung mit
den Merkmalen des Anspruchs 1 mit anderen Worten
durch ein Verfahren gel6st, bei dem zunachst eine zu
erlernende, digitale Darstellung des Objektes oder eines
Teiles des Objektes bereitgestellt wird. Im Anschluf? dar-
an wird innerhalb der zu erlernenden Darstellung oder
innerhalb eines Ausschnittes der zu erlernenden Darstel-
lung ein Suchfenster ausgewahlt, welches innerhalb der
zu erlernenden Darstellung oder innerhalb des Aus-
schnittes nur einmal vorkommt. Daraufhin werden einer
oder mehrere Suchausschnitte innerhalb des Suchfen-
sters ausgewahlt, welche die Grundlage fir die Objekter-
kennung bilden.

[0009] Die Objekterkennung kann im Anschlul® an die
Auswahl des mindestens einen Suchausschnittes bei-
spielsweise derart erfolgen, dalk innerhalb einer auszu-
wertenden, digitalen Darstellung nach einem Muster ge-
sucht wird, welches beziglich Inhalt und geometrischer
Gestalt dem anhand der zu erlernenden Darstellung er-
mittelten Suchausschnitt am entspricht. Die auszuwer-
tende Darstellung fungiert dabei als Beobachtungsfen-
ster, innerhalb dessen das zu erkennende Objekt oder
ein Teil des zu erkennenden Objekts in unterschiedlichen
Positionen angeordnet sein kann.

[0010] Der Erfindung liegt ferner die Aufgabe zugrun-
de, eine Digitalkamera mit Mustererkennungsmitteln zur
durchfiihrung des erfindungsgemafRen Verfahrens ins-
besondere flirindustrielle Anwendungen anzugeben, die
eine gute Aufnahmequalitat besitzt.

[0011] Diese Aufgabe wird geldst durch eine Digital-
kamera mit der Merkmalen des Anspruchs 16 geldst.
[0012] Es hat sich herausgestellt, dal eine griine Be-
leuchtung des Aufnahmebereichs im Gegensatz zur Be-
leuchtung mit weiRem Licht insbesondere die monochro-
me Weiterverarbeitung farbiger Objekte wie Bilder, Texte
oder Gegensténde erleichtert. Vor allem der Kontrast far-
biger Ubergénge im Rotbereich oder im Schwarzbereich
verbessert sich bei einer griinen Ausleuchtung des Auf-
nahmebereiches deutlich.

[0013] Gemal einer bevorzugten Ausfiihrungsform ist
die Lichtquelle innerhalb des Gehauses angeordnet, um
eine mechanische Beschadigung der Lichtquelle im rau-
hen industriellen Umfeld auszuschlieBen. Um eine
gleichméaflige Ausleuchtung des Aufnahmebereichs zu
erzielen, kann die Lichtquelle als diffuse Lichtquelle aus-
gestaltet sein. Die Lichtquelle kann eine ringférmige oder
eine rechteckige Ausdehnung aufweisen. Soist es denk-
bar, daR die Lichtquelle das Aufnahmesystem ringférmig
umgibt. Als Lichtquelle wird vorzugsweise eine LED oder
ein LED-Array eingesetzt. Zur Verringerung von Refle-
xionen kann es vorteilhaft sein, die Lichtquelle geneigt
zur Aufnahmeebene anzuordnen.

[0014] Das Aufnahmesystem der Digitalkamera um-
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falt vorzugsweise eine digitale Aufnahmeeinheit mit bei-
spielsweise einem CMOS-Bildsensor oder einem CCD-
Bildsensor. Da derartige Bildsensoren oftmals eine hohe
Rotempfindlichkeit aufweisen, kdnnen durch eine Be-
leuchtung des Aufnahmebereiches mit der Farbe Griin
besonders vorteilhafte Ergebnisse in Bezug auf die Qua-
litat des aufgenommenen Bildes erzielt werden.

[0015] Das digitale Aufnahmesystem kann weiterhin
einen digitalen Signalprozessor umfassen, welcher bei-
spielsweise die Steuerung der Belichtungszeiten oder
der Lichtquelle erméglicht.

[0016] Auch eine Abbildungsoptik kann Teil des digi-
talen Aufnahmesystems sein. Die Abbildungsoptik ist be-
vorzugt innerhalb eines mit einem Auflengewinde verse-
henen Rohres angeordnet. Zur Fokussierung wirkt das
Rohr Gber dieses AuRengewinde z.B. mit einem komple-
mentéren Innengewinde des Gehauses zusammen.
[0017] Die erfindungsgemaRe Digitalkamera ist vor-
zugsweise Teil eines Systemes zur Erkennung bewegter
Objekte wie Bilder, Texte oder Gegensténde. Das Sy-
stem umfal’t weiterhin eine digitale Bildverarbeitungs-
einheit, um die von der Kamera aufgenommenen Bildsi-
gnale im Hinblick auf deren Inhalt auszuwerten. Der Ab-
stand zwischen der Kamera und dem aufzunehmenden
Objekt betragt vorzugsweise weniger als 5 cm.

[0018] Gemal einer bevorzugten Ausfiihrungsform
umfaltdas System weiterhin eine Férdervorrichtung, um
die Objekte, welche erkannt werden sollen, an der Ka-
mera vorbeizubewegen. Die Férdervorrichtung ist vor-
zugsweise zum Foérdern planarer Objekte wie beispiels-
weise Druckbdgen ausgestaltet.

[0019] Das System kann zwei oder mehr Digitalkame-
ras umfassen. Diese Kameras kdnnen auf unterschied-
liche Bereiche desselben Objektes ausgerichtet sein, um
die Zuverlassigkeit der Erkennung zu erhéhen. Weiterhin
istes moglich, die Kameras aufunterschiedliche Objekte,
beispielsweise verschiedene Stationen einer Sammel-
oder Zusammentraglinie fir Druckbdgen, auszurichten.
[0020] Bei dem erfindungsgemafRen Verfahren wird
vorteilhafterweise der meiste Rechenaufwand im Vorfeld
der eigentlichen Objekterkennung auf das Auffinden ei-
nes oder mehrerer zuverlassiger Suchausschnitte ver-
wendet, so dalk die Erkennung des Objektes aufgrund
der geringen Datenmenge des Suchausschnittes au-
Rerst schnell erfolgen kann. Aufgrund des reduzierten
Rechenaufwands fiir die Objekterkennung kann insbe-
sondere die Echtzeitfahigkeit des erfindungsgemafRen
Verfahrens gewahrleistet werden.

[0021] Zur Reduzierung des Rechenaufwandes bei
der Auswertung einer das zu erkennende Objekt mdgli-
cherweise enthaltenden Darstellung wird in einem ersten
Schritt innerhalb der zu erlernenden Darstellung des zu
erkennenden Objektes oder eines Ausschnittes hiervon
ein verkleinertes, charakteristisches Suchfenster ermit-
telt. Mit dieser Ermittlung des charakteristischen Such-
fensters geht eine erste Reduzierung der fiir die Ob-
jekterkennung auszuwertenden Datenmenge einher. In
einem zweiten Schritt wird dieses Suchfenster auf einen
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Suchausschnitt mit einer bestimmten geometrischen
Struktur wie beispielsweise ein Kreuz, ein Ring oder eine
Gerade verkleinert.

[0022] Das Verkleinern des Suchfensters auf den
Suchausschnitt geschieht hier derart, da nur bestimmte
Bereiche innerhalb des Suchfensters als Suchausschnitt
herangezogen werden. Der Suchausschnitt weist damit
vorteilhafterweise eine gegeniber dem Suchfenster
nochmals reduzierte Datenmenge auf.

[0023] Zursicheren Erkennung, ob das zu erfassende
Objekt in einer auszuwertenden Darstellung enthalten
ist, braucht geman einer Ausfihrungsform der Erfindung
daher nur noch festgestellt werden, ob der anhand der
zu erlernenden Darstellung ermittelte Suchausschnitt als
Muster innerhalb der auszuwertenden Darstellung ent-
halten ist oder nicht. Aufgrund der geringen Datenmenge
des Suchausschnittes und dessen hohen MaRes an Cha-
rakteristizitat fir das zu erfassende Objekt kann die Er-
kennung schnell und mit groRer Sicherheit erfolgen.
[0024] Innerhalb des Suchfensters kénnen einer oder
mehrere Suchausschnitte ausgewahlt werden. Die Po-
sition jedes Suchausschnittes innerhalb des Suchfen-
sters und die geometrische Gestalt jedes Suchausschnit-
tes kdnnen unabhangig vom Inhalt des Suchfensters fest
vorgegeben werden oder aber dynamisch in Abhangig-
keit vom Inhalt des Suchfensters festgelegt werden. Eine
dynamische Auswahl der Position eines Suchausschnit-
tes oder der geometrischen Gestalt des Suchausschnit-
tes kann bei vorgegebenem Inhalt des Suchfensters bei-
spielsweise derart erfolgen, da® der Suchausschnitt eine
bestimmte, vorgegebene Markanz aufweisen mul}.
[0025] Erfindungsgemal istdie Markanz beispielswei-
se eines Suchfensters oder eines Suchausschnittes
durch die Anzahl vorhandener unterschiedlicher Pixelin-
halte und deren Haufigkeitsverteilung charakterisiert. Ei-
ne hohe Markanzist dann gegeben, wenn méglichst viele
unterschiedliche Pixelinhalte vorhanden sind und die un-
terschiedlichen Pixelinhalte mit ungefahr jeweils dersel-
ben Haufigkeit auftreten. Eine Binardarstellung bei-
spielsweise, welche lediglich schwarze und weil3e Pixel
umfaldt, ist dann optimal markant, wenn die eine Halfte
der Pixel schwarz und die andere Halfte der Pixel weil}
ist. Bei einer dynamischen Auswahl beispielsweise der
Position des Suchausschnittes wird dieser folglich derart
innerhalb des Suchfensters plaziert, daR der Suchaus-
schnitt méglichst viele unterschiedliche Pixelinhalte um-
faldt, welche jeweils mit ungefahr der gleichen Haufigkeit
auftreten.

[0026] Die geometrische Gestalt des Suchfensters
und des Suchausschnittes sind frei wahlbar. So kénnen
das Suchfenster als Rechteck und der Suchausschnitt
als Gerade oder als Ring ausgebildet sein. Vorzugsweise
weist der Suchausschnitt eine lineare Gestalt auf, da die
Ermittlung eines derartigen Suchausschnittes innerhalb
der zu erlernenden Darstellung bzw. eines korrespon-
dierenden Musters innerhalb der auszuwertenden Dar-
stellung den geringsten Rechenaufwand erfordert. So
koénnen beispielsweise zwei Suchausschnitte verwendet
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werden, welche als senkrecht zueinander verlaufende
Geraden ausgebildet sind und deren Position innerhalb
des Suchfensters dynamisch festgelegt wird.

[0027] Gemal einer bevorzugten Ausfiihrungsform
wird innerhalb der zu erlernenden, digitalen Darstellung
des Objektes zunachst ein im voraus festgelegter Ver-
gleichsausschnitt ausgewahlt und innerhalb dieses Ver-
gleichsausschnittes ein charakteristisches Suchfenster
ermittelt. Nach der Auswahl eines Suchausschnittes in-
nerhalb des Suchfensters werden die Inhalte des Such-
ausschnittes und des Vergleichsausschnittes der zu er-
lernenden Darstellung, innerhalb dessen der Suchaus-
schnitt ermittelt wurde, sowie die relative Lage des Such-
ausschnittes oder des Suchfensters innerhalb dieses
Vergleichsausschnittes abgespeichert. Nachfolgend
kann innerhalb einer auszuwertenden Darstellung nach
einem dem Suchausschnitt am ehesten entsprechenden
Muster gesucht werden.

[0028] Aufder Grundlage des dem Suchausschnittam
ehesten entsprechenden Musters kann dann innerhalb
der auszuwertenden Darstellung ein Vergleichsaus-
schnitt ermittelt werden, dessen Lage relativ zum gefun-
denen Muster mit der Lage des Vergleichsausschnittes
der zu erlernenden Darstellung relativ zum erlernten
Suchausschnitt Gbereinstimmt. Im AnschluR daran wird
derInhalt des Vergleichsausschnittes der zu erlernenden
Darstellung mit dem Inhalt des Vergleichsausschnittes
der auszuwertenden Darstellung verglichen. Sollten die
beiden Vergleichsausschnitte bis auf eine einstellbare
Abweichung tbereinstimmen, steht als Ergebnis der Ob-
jekterkennung fest, dall das zu erkennende Objekt in-
nerhalb der auszuwertenden Darstellung aufgefunden
wurde.

[0029] Die Zuverlassigkeit der Objekterkennung wird
folglich dadurch gesteigert, da im Falle des Auffindens
eines dem erlernten Suchausschnitt entsprechenden
Musters innerhalb der auszuwertenden Darstellung
Uberprift wird, ob an den erlernten Suchausschnitt und
das aufgefundene Muster angrenzende Bereiche in Ge-
stalt von Vergleichsausschnitten Gbereinstimmen. Ge-
maf der beschriebenen Ausfiihrungsform bestimmt folg-
lich nicht die Ubereinstimmung des erlernten Suchaus-
schnittes mit dem oftmals verrauschten Muster das Er-
gebnis der Objekterkennung, sondern die Ubereinstim-
mung der beiden korrespondierenden Vergleichsaus-
schnitte. Durch diese MaRnahme wird gewahrleistet, dal
ein Objekt auch dann noch sicher in einer auszuwerten-
den Darstellung erkannt wird, wenn es im Vergleich zur
erlernten Darstellung etwas verdreht ist. Bei herkdmmli-
chen Objekterkennungsverfahren hingegen ist die Er-
kennung von gegenuber einer erlernten Darstellung ver-
drehten Objekten nicht oder nur mit sehr gro3em, eine
Echtzeiterkennung ausschlielenden Rechenaufwand
maoglich.

[0030] Vorzugsweise wird die zu erlernende Darstel-
lung des zu erkennenden Objektes vor der Auswahl ei-
nes Suchfensters einer Aufbereitung unterzogen. Auch
die auszuwertende Darstellung, innerhalb welcher nach
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dem zu erkennenden Objekt gesucht wird, kann einer
entsprechenden Aufbereitung unterzogen werden. Ins-
besondere bei solchen digitalen Darstellungen, welche
beispielsweise aus digitalisierten Videoaufnahmen ge-
neriert wurden, ist eine Aufbereitung in der Regel zweck-
magig.

[0031] Die Aufbereitung der Darstellung kann unter-
schiedliche MaRnahmen beinhalten. So kann beispiels-
weise im Falle einer monochromen Darstellung dieser
einer Grauwertmanipulation unterzogen werden. Im Fal-
le geringer Kontraste kann so z.B. durch eine Grauwerts-
preizung, welche die zur Verfligung stehende Anzahl un-
terschiedlicher Grauwerte voll ausnutzt, eine deutliche
Verbesserung der Erkennungswahrscheinlichkeit erzielt
werden.

[0032] Die Zuverlassigkeit des erfindungsgemaflen
Erkennungsverfahrens kann durch eine Glattung der di-
gitalen Darstellung weiter verbessert werden. So laRt
sich beispielsweise durch eine Binominalfilterung das bei
digitalisierten Videoaufnahmen vorhandene Zeilen- und
Quantisierungsrauschen deutlich abschwachen.

[0033] Vorteilhafterweise wird die zu erlernende oder
die auszuwertende digitale Darstellung einer Kantenex-
traktion unterzogen, durch welche in homogenen Bildern
enthaltene Farb- oder Grauwertiibergénge als Kanten
erfalt werden. Vorzugsweise erfolgt eine derartige Auf-
bereitung der digitalen Darstellung mit Hilfe eines modi-
fizierten Kantenoperators nach Prewitt.

[0034] Eine weitere Steigerung der Erkennungssi-
cherheit 1Bt sich durch Binarisieren der digitalen Dar-
stellung erreichen. Bei der Binarisierung wird mit Hilfe
eines vorab festgelegten Schwellenwertes aus der bei-
spielsweise eine Vielzahl von Grauténen umfassenden
digitalen Darstellung eine Schwarz-Weil3-Darstellung
generiert.

[0035] Die vorstehend beschriebenen Schritte zur Auf-
bereitung der zu erlernenden oder auszuwertenden di-
gitalen Darstellung kénnen in beliebiger Weise kombi-
niert werden.

[0036] Gemal einer bevorzugten Ausfiihrungsform
werden von der auszuwertenden und von der erlernen-
den Darstellung Histogramme erstellt, welche die Hau-
figkeit der auftretenden Pixelinhalte wiedergeben. Sollte
es einmal nicht mdglich sein, einen Suchausschnitt aus-
zuwahlen, kénnen diese Histogramme zur Objekterken-
nung herangezogen werden.

[0037] Weitere Einzelheiten und Vorteile der Erfindung
ergeben sich aus der Beschreibung eines bevorzugten
Ausflihrungsbeispieles und den Figuren. Es zeigen:

Fig. 1 bis 5: Schematische Fluldiagramme des
erfindungsgemaflen Verfahrens zur
Erkennung von Objekten;

Fig. 6 bis 10: die Aufbereitung einer zu erlernen-

den, digitalen Darstellung des zu er-
kennenden Objektes;
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die Auswahl eines Suchfensters in-
nerhalb der zu erlernenden Darstel-
lung und die Auswahl eines Suchaus-
schnittes innerhalb des Suchfen-
sters; und

Fig. 11 bis 13:

Fig. 14 und 15:  die Erkennung eines Objektes inner-
halb einer auszuwertenden Darstel-
lung.

Fig. 16 das Gehause einer erfindungsgema-
Ren Digitalkamera;

Fig. 17 eine Schnittdarszellung des Gehau-
ses von Fig. 1 mit eingebauten Kom-
ponenten; und

Fig. 18 eine schematische Darstellung einer
Lichtquelle.

[0038] In den Figuren 1 bis 5 ist in Form von FluRdia-
grammen ein schematisches Ausfiihrungsbeispiel eines
erfindungsgeméafien Verfahrens zur Erkennung von Ob-
jekten dargestellt. Die Figuren 1 bis 4 zeigen die Auswahl
eines Suchfensters und eines Suchausschnittes auf der
Grundlage einer zu erlernenden, digitalen Darstellung
des Objektes und in der Figur 5 ist der Vorgang des Su-
chens nach dem zu erkennenden Objekt innerhalb einer
auszuwertenden Darstellung skizziert.

[0039] In Fig. 1 ist der Vorgang 100 der Auswertung
einer zu erlernenden Darstellung im Hinblick auf die Fra-
gestellung, ob innerhalb der zu erlernenden Darstellung
ein markanter, rauschfreier Suchausschnitt vorhanden
ist, dargestellt.

[0040] In einem ersten Schritt 102 wird von einer Auf-
nahmevorrichtung in Gestalt einer Kamera eine analoge
Darstellung eines Ausschnittes des zu erkennenden Ob-
jektes aufgenommen. Ein Framegrabber eines digitalen
Signalprozessors stellt diese analoge Aufnahme danniin
Gestalt einer monochromen digitalen Darstellung einer
Weiterverarbeitung mit Hilfe einer Datenverarbeitungs-
anlage zur Verfugung. Anstelle einer analogen Kamera
und eines Framegrabbers kdnnte auch eine Digitalka-
mera verwendet werden, welche unmittelbar eine digitale
Darstellung erstellt.

[0041] In einem nachfolgenden Schritt 104 wird diese
monochrome Darstellung eines Ausschnittes des zu er-
kennenden Objektes einer Grauwertmanipulation unter-
zogen. Dabei werden zunachst der minimale und der ma-
ximale Grauwert ermittelt, welche in der zu erlernenden,
monochromen Darstellung auftreten. Im Anschlufl daran
wird zur Verbesserung des Kontrastes der zu erlernen-
den Darstellung eine lineare Grauwertspreizung durch-
gefihrt. Kommen innerhalb der zu erlernenden Darstel-
lung beispielsweise auf einer Grauwertskala von 0 bis
255 nur Grauwerte von 7 bis 54 vor, so werden ausge-
hend von dieser urspriinglichen Grauwertdarstellung
drei weitere Grauwertdarstellungen mit linearen Grau-
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wertspreizungen von beispielsweise 0 bis 63, 0 bis 127
und 0 bis 255 generiert. AnschlieRend wird eine Tabelle
(Look-up-Table) angelegt, in welcher fur jedes Pixel der
zu erlernenden Darstellung der urspringliche und die
drei gespreizten Grauwerte enthalten sind. Diese Tabelle
umfaftfolglich verschiedene Grauwertdarstellungen der
von der Digitalkamera aufgenommenen Aufnahme.
[0042] AnschlieRend wird in Schritt 106 die aktuell zu
bearbeitende Grauwertdarstellung geladen.

[0043] In Schritt 108 erfolgt daraufhin eine Klassifika-
tion der Grauwertdarstellungen dahingehend, ob sie ei-
nen Suchausschnitt von ausreichender Markanz enthal-
ten. Dazu erfolgt in einem ersten Schritt eine Aufberei-
tung der geladenen Grauwertdarstellung, um die Suche
nach einem charakteristischen Suchfenster und einem
markanten Suchausschnitt zu erleichtern.

[0044] In Schritt 108 wird in mehreren Durchlaufen und
bei verschiedenen Aufbereitungsparametern nach ei-
nem charakteristischen Suchfenster und einem darin
enthaltenen, markanten Suchausschnitt gesucht. Sollte
sich herausstellen, daf} die aktuell geladene Grauwert-
darstellung nicht markant genug ist, um ein Suchfenster
oder einen Suchausschnitt ermitteln zu kénnen, so wird
die Grauwertdarstellung als uniform Helligkeit aufwei-
send klassifiziert. Sofern jedoch sowohl ein charakteri-
stisches Suchfenster als auch ein darin enthaltener, mar-
kanter Suchausschnitt gefunden werden kénnen, erfolgt
eine Uberpriifung der aktuellen Grauwertdarstellung auf
Rauschen. Dazu wird bei den zuletzt eingestellten Auf-
bereitungsparametern in der aktuellen Grauwertdarstel-
lung mehrmals der Inhalt des Suchausschnittes an iden-
tischen Positionen ermittelt. Sofern die jeweils ermittel-
ten Suchausschnittsinhalte starkere Abweichungen auf-
weisen, wird die Grauwertdarstellung als verrauscht
klassifiziert.

[0045] Im Anschluf3 daran erfolgt in Schritt 110 eine
Uberpriifung der aktuellen Grauwertdarstellung dahin-
gehend, ob sie als monochrom oder verrauscht klassifi-
ziert wurde. Sollte dies der Fall sein, so werden in Schritt
112 entweder die Aufbereitungsparameter geandert
oder es wird, falls alle Aufbereitungsparameter bereits
durchlaufen sind, die ndchste Grauwertdarstellung aus
der in Schritt 104 angelegten Tabelle festgelegt. Darauf-
hin wird wieder bei Schritt 106 fortgefahren, sofern nicht
in Schritt 114 festgestellt wird, da® alle Aufbereitungs-
parameter und alle Grauwertdarstellungen bereits durch-
laufen sind.

[0046] Sollte sich in Schritt 110 herausstellen, daf die
aktuelle Grauwertdarstellung weder monochrom noch
verrauscht ist, oder sollte sich in Schritt 114 herausstel-
len, dall bereits alle Grauwertdarstellungen und alle
moglichen Aufbereitungsparameter abgearbeitet wur-
den, so wird in Schritt 116 Gberprift, ob flir die zu erler-
nende Darstellung ein markanter Suchausschnitt festge-
legt werden konnte. Sollte dies nicht der Fall sein, so wird
in Schritt 118 ein zentraler Bereich der zu erlernenden
Darstellung als Vergleichsausschnitts festgelegt und die-
ser mit Hilfe eines Grauwert-Histogrammes bewertet.
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Dieses Grauwert-Histogramm wird abgespeichert und
bildet nachfolgend die Grundlage fiir die Objekterken-
nung in einer auszuwertenden Darstellung. Die Objekter-
kennung unter Zuhilfenahme von Grauwert-Histogram-
men wird weiter unten unter Bezugnahme auf Fig. 5 na-
her beschrieben.

[0047] Sollte sich jedoch in Schritt 116 herausstellen,
daR die zu erlernende Darstellung die Ermittlung eines
markanten Suchausschnittes ermdglicht, so werden in
Schritt 120 die Koordinaten und der Inhalt des Suchaus-
schnittes sowie der Inhalt eines den Suchausschnitt ent-
haltenden Vergleichsausschnittes, der innerhalb der zu
erlernenden Darstellung festgelegt wird, abgespeichert.
Auflerdem werden die Tabelle mit den Grauwertdarstel-
lungen und sowie die verwendeten Aufbereitungspara-
meter wie Kantendivisor und Binarisierungschwelle ab-
gespeichert.

[0048] Im Anschlufd anden Schritt 118 oder den Schritt
120 ist der Vorgang 100 der Auswertung der zu erler-
nenden Darstellung hinsichtlich der Frage, ob ein mar-
kanter, rauschfreier Suchausschnitt innerhalb der zu er-
lernenden Darstellung enthalten ist, beendet. Auszuwer-
tende Darstellungen kdnnen jetzt unter Zuhilfenahme
entweder des abgespeicherten Suchausschnittes oder
des abgespeicherten Histogrammes im Hinblick darauf
untersucht werden, ob sie das zu erkennende Objekt ent-
halten oder nicht. Dieser Vorgang wird weiter unten unter
Bezugnahme auf Fig. 5 beschrieben. Zunachst wird je-
doch anhand von Fig. 2 der Vorgang 130 des Klassifi-
zierens der auszuwertenden Darstellung naher erlautert.
Dies Vorgang 130 entsprichtim wesentlichen den Schrit-
ten 106 bis 120 von Fig. 1.

[0049] Zun&chst wird in Schritt 132 die aktuell aus der
Tabelle zu ladende Grauwertdarstellung der zu erlernen-
den Darstellung festgelegt. Daraufhin wird eine Schwelle
fur die Binarisierung der auszuwertenden Darstellung auf
einen Anfangswert gesetzt.

[0050] AnschlieRend wird in Schritt 134 ein Kantendi-
visor fur die Kantenextrahierung auf einen Anfangswert
gesetzt. Der Kantendivisor gibt an, bei welchem Grau-
wert im Bereich eines Grauwert-lUberganges eine Kante
festgelegt wird. Je nach Wert des Kantendivisors ver-
schiebt sich die Kante in Richtung auf hellere oder dunk-
lere Grautone. Bei der Kantenextrahierung wird auf den
modifizierten Kantenoperator nach Prewitt zurlickgegrif-
fen.

[0051] In einem sich anschlieRenden Schritt 136 wird
zunachst die aktuelle Grauwertdarstellung geladen. Dar-
aufhin wird die aktuelle Grauwertdarstellung einer Glat-
tung durch Binominalfilterung unterzogen. Dann wird in
der auszuwertenden Grauwertdarstellung ein zentraler
Vergleichsausschnitt festgelegt, innerhalb dessen spa-
ter das Suchfenster ermittelt wird.

[0052] In Schritt 136 wird weiterhin von diesem Ver-
gleichsausschnitt, welcher eine geringere Abmessung
und folglich auch eine geringere Datenmenge als die ak-
tuelle Grauwertdarstellung aufweist, ein Histogramm er-
stellt, welches die Grauwertverteilung des Vergleichs-
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ausschnittes angibt.

[0053] Daraufhin wird in Schritt 136 der aktuelle Wert
des Kantendivisors halbiert und der Vergleichsausschnitt
einer Kantenextrahierung unterzogen. Im Anschlu® an
die Kantenextrahierung wird der Vergleichsausschnitt
auf der Basis der aktuellen Binarisierungsschwelle in ei-
ne Binardarstellung gewandelt. In dieser Binardarstel-
lung nimmt jedes der Pixel des Vergleichsausschnittes
in Abhangigkeit vom Wert der Binarisierungsschwelle ei-
nen von zwei moglichen Werten an. Nachfolgend werden
diese beiden Werte zur Veranschaulichung als "schwarz"
und "weilR" bezeichnet. Abschlielend wird in Schritt 136
das Verhaltnis von schwarzen zu wei3en Pixeln inner-
halb des Vergleichsausschnittes berechnet.

[0054] In Schritt 138 wird Uberpriift, ob der aktuelle
Vergleichsausschnitt eine ausreichend hohe Markanz
aufweist. Bei dieser Uberpriifung wird festgestellt, ob das
in Schritt 136 ermittelte Verhaltnis von schwarzen zu wei-
Ren Pixeln innerhalb eines einstellbaren Toleranzberei-
ches um den Optimalwert 0,5 liegt. Sollte die Markanz
des aktuellen Vergleichsausschnittes ausreichend hoch
sein, sowird in Schritt 140 nach einem charakteristischen
Suchfenster innerhalb des aktuellen Vergleichsaus-
schnittes und nach einem markanten Suchausschnitt in-
nerhalb des ermittelten Suchfensters gesucht. Andern-
falls erfolgt in Schritt 142 eine Klassifizierung des Ver-
gleichsausschnittes als monochrom.

[0055] Im Anschlufd an die Suche nach einem markan-
ten Suchausschnitt in Schritt 140 oder an die Klassifizie-
rung des Vergleichsausschnittes als monochrom in
Schritt 142 wird in Schritt 144 Gberprift, ob ein markanter
Suchausschnitt gefunden wurde oder ob der Kantendi-
visor seinen niedrigstmoéglichen Wert annimmt. Sollte
diese Uberpriifung negativ verlaufen, so wird ab Schritt
136 nochmals eine Schleife mit halbiertem Kantendivisor
aber sonst unveranderten Einstellungen durchlaufen.
[0056] Sollte hingegen in Schritt 144 festgestellt wer-
den, dal ein markanter Suchausschnitt gefunden wurde
oder dal} der Kantendivisor seinen niedrigstmdglichen
Wert annimmt, so wird in Schritt 146 Uberprift, ob in
Schritt 140 ein markanter Suchausschnitt gefunden wur-
de. Sollte dies der Fall sein, so wird in Schritt 148 dieser
Suchausschnitt auf Rauschen getestet. Zu diesem
Zweck wird bei den aktuellen Aufbereitungsparametern
(Binarisierungsschwelle und Kantendivisor) in der aktu-
ellen Grauwertdarstellung mehrmals der Inhalt eines an
identischen Positionen angeordneten Suchausschnittes
untersucht. Sofern die Inhalte der an identischen Posi-
tionen angeordneten Suchausschnitte keine groReren
Abweichungen aufweisen, wird der gefundene Suchaus-
schnitt als rauschfrei klassifiziert, andernfalls als ver-
rauscht.

[0057] Wenn in Schritt 146 festgestellt wird, dal kein
markanter Suchausschnitt gefunden wurde, oder wenn
in Schritt 146 festgestellt wird, daf3 ein markanter Such-
ausschnitt gefunden wurde und dieser Suchausschnitt
in Schritt 148 auf Rauschen getestet wurde, wird an-
schlieBend in Schritt 150 die Binarisierungsschwelle er-
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hoht.

[0058] Im Anschlu an die Erhéhung der Binarisie-
rungsschwelle in Schritt 150 wird in Schritt 152 Gberprift,
ob ein markanter und rauschfreier Suchausschnitt ge-
funden wurde oder ob die Binarisierungsschwelle ihren
héchstmoglichen Wert angenommen hat. Falls diese
Uberpriifung negativ ausfallt, wird eine erneute Schleife
ab Schritt 134, in welchem der Kantendivisor wieder auf
seinen Anfangswert gesetzt wird, durchlaufen. Andern-
falls wird in Schritt 154 der Zahler fur die aktuelle Grau-
wertdarstellung erhéht.

[0059] Im AnschluB® an die Erhéhung des Zahlers fiir
die aktuelle Grauwertdarstellung in Schritt 154 wird in
Schritt 156 Uberpriift, ob ein markanter und rauschfreier
Suchabschnitt gefunden wurde oder ob die aktuelle
Grauwertdarstellung die letzte, in der in Schritt 104 an-
gefertigten Tabelle enthaltene Grauwertdarstellung ist.
Falls diese Uberpriifung negativ ausfallt, wird eine er-
neute Schleife ab Schritt 132, in welchem die Binarisie-
rungsschwelle wieder auf ihren Anfangswert gesetzt und
die nachste Grauwertdarstellung geladen wird, durchlau-
fen.

[0060] Sollte sich in Schritt 156 dagegen herausstel-
len, daf® ein markanter und rauschfreier Suchausschnitt
gefunden wurde oder daR die letzte, in der in Schritt 104
angefertigten Tabelle enthaltene Grauwertdarstellung
erreicht ist, so erfolgt in Schritt 158 eine Klassifizierung
der zu erlernenden Darstellung. Die zu erlernende Dar-
stellung wird als binar klassifiziert, wenn ein rauschfreier
und markanter Suchausschnitt gefunden wurde. Wurde
der Suchausschnitt in Schritt 142 als monochrom einge-
stuft, so wird die zu erlernende Darstellung ebenfalls als
monochrom klassifiziert. Wurde in Schritt 148 der Such-
ausschnitt als verrauscht eingestuft, so wird die zu erler-
nende Darstellung in Schritt 158 ebenfalls als verrauscht
klassifiziert. Nach Abarbeiten des Schrittes 158 ist der
Vorgang 130 des Klassifizierens beendet.

[0061] InFig. 3istder Vorgang 170 des Suchens nach
einem charakteristischen Suchfenster innerhalb des in
Schritt 136 von Fig. 2 generierten Vergleichsausschnit-
tes und nach einem Suchausschnitt innerhalb eines auf-
gefundenen Suchfensters detaillierter dargestellt. Der in
Fig. 3 dargestellte Vorgang 170 entspricht im wesentli-
chen dem Schritt 140 von Fig. 2.

[0062] Zur Suche nach einem charakteristischen
Suchfenster innerhalb des Vergleichsausschnittes wer-
den in Schritt 172 zunéachst alle innerhalb dieses Ver-
gleichsausschnittes enthaltenen Suchfenster im Hinblick
auf deren Markanz untersucht. Je naher das Verhaltnis
von schwarzen zu weilRen Pixeln eines Suchfensters da-
bei an dem Optimalwert 0,5 liegt, desto héher ist die Mar-
kanz des entsprechenden Suchfensters. Die ermittelte
Markanz eines jeden Suchfensters wird abgespeichert.
[0063] AnschlieRend werden in Schritt 174 alle Such-
fenster, welche eine gewisse Ahnlichkeit aufweisen, aus-
gefiltert, um ein fiir den Vergleichsausschnitt charakteri-
stisches Suchfenster zu ermitteln. Dabei werden alle
Suchfenster als ahnlich eingestuft, bei welchen eine Gber

10

15

20

25

30

35

40

45

50

55

einem vorbestimmten Schwellwert liegende Anzahl von
Pixeln identisch ist.

[0064] Daraufhin wird in Schritt 176 von den verblie-
benen charakteristischen Suchfenstern das Suchfenster
mit der hdchsten Markanz ausgewahlt. Sollten mehrere
charakteristische Suchfenster mit gleich hoher Markanz
gefunden werden, so wird innerhalb der zu erlernenden
Darstellung das erste dieser Suchfenster ausgewahlt. In
der Praxis hat sich ndmlich herausgestellt, daB sich die
Erkennungsquote des erfindungsgemafRen Erkennungs-
verfahrens nicht wesentlich erhéht, wenn ein anderes
Suchfenster mit gleich hoher Markanz ausgewahlt wird.
Weiterhin werden in Schritt 176 die Koordinaten des aus-
gewahlten charakteristischen Suchfensters abgespei-
chert.

[0065] In Schritt 178 wird Gberprift, ob das in Schritt
176 ausgewahlte Suchfenster vorgegebenen Markanz-
kriterien entspricht. Sollte dies nicht der Fall sein, wird
das Suchfenster in Schritt 180 als nicht markant klassi-
fiziert. Sollte dagegen in Schritt 178 festgestellt werden,
daR das Suchfenster den vorgegebenen Markanzkrite-
rien entspricht, so wird in Schritt 182 fiir zwei Suchaus-
schnitte in Gestalt von senkrecht zueinander verlaufen-
den Geraden und fir alle mdglichen Positionen dieser
beiden Geraden innerhalb des Suchfensters die jeweili-
ge Markanz ermittelt.

[0066] Daraufhin werden in Schritt 184 die beiden
Suchausschnitte ausgewanhlt, welche die hdchste Mar-
kanz aufweisen. Auflerdem werden die Anfangskoordi-
naten der beiden ausgewahlten Suchausschnitte inner-
halb des Suchfensters abgespeichert. AnschlieRend
wird in Schritt 186 Gberprift, ob das ausgewahlte Such-
fenster und die ausgewahlten Suchabschnitte jeweils ei-
ne Markanz aufweisen, welche liber einem voreingestell-
ten Wert liegen. Sollte dies nicht der Fall sein, so wird
die auszuwertende Darstellung in Schritt 188 als mono-
chrom klassifiziert. Andernfalls werden in Schritt 190 die
Inhalte der beiden Suchausschnitte abgespeichert. Ne-
ben dem Inhalt dieser beiden Suchabschnitte, deren Po-
sition innerhalb des Suchfensters dynamisch festgelegt
wird, wird noch der Inhalt eines dritten, ortsfesten Such-
ausschnittes in Gestalt einer Geraden abgespeichert,
welche das Suchfenster diagonal durchsetzt. Weiterhin
wird in Schritt 190 die auszuwertende Darstellung als
Binardarstellung klassifiziert.

[0067] In Fig. 4 ist der Vorgang 200 des Ausfilterns
von ahnlichen Suchfenstern detaillierter dargestellt. Die-
ser Vorgang entspricht dem in Fig. 3 dargestellten Schritt
174.

[0068] Zunachst wird in Schritt 202 der Inhalt eines
aktuellen Suchfensters fir einen Vergleich gespeichert.
Anschlielend wird in Schritt 204 der Inhalt dieses Such-
fenster mit den Inhalten von allen anderen mdglichen
Suchfenstern innerhalb des Vergleichsausschnittes ver-
glichen. Sofern ahnliche Suchfenster erkannt werden,
werden diese ausmaskiert. Sofern eine Uberpriifung im
Schritt 206 ergibt, dal® mindestens ein zu dem aktuellen
Suchfenster ahnliches Suchfenster gefunden wurde,



13 EP 1 156 445 B9 14

wird das aktuelle Suchfenster in Schritt 208 ebenfalls
ausmarkiert. Der Vorgang 200 des Auffindens eines fir
den jeweiligen Vergleichsausschnitt charakteristischen
Suchfensters wird so lange fortgeflihrt, bis alle méglichen
Suchfenster innerhalb des Vergleichsausschnittes auf
Ahnlichkeit mit anderen Suchfenstern innerhalb des Ver-
gleichsausschnittes untersucht wurden.

[0069] Gemal den in den Fig. 1 bis 4 beschriebenen
Verfahrensschritten wird eine zu erlernende Darstellung
entweder als Binardarstellung klassifiziert oder aber als
verrauscht oder monochrom. Wird die zu erlernende Dar-
stellung als verrauscht oder monochrom klassifiziert, so
wird zur Objekterkennung in einer auszuwertenden Dar-
stellung ein abgespeichertes Grauwert-Histogramm der
zu erlernenden Darstellung herangezogen. Im Falle ei-
ner Binardarstellung hingegen erfolgt die Objekterken-
nung in einer auszuwertenden Darstellung unter Zuhil-
fenahme der abgespeicherten Suchausschnitte. In Fig.
5 ist die erfindungsgemafe Objekterkennung 220 inner-
halb einer auszuwertenden Darstellung detaillierter dar-
gestellt.

[0070] In einem ersten Schritt 220 wird von einer Ka-
mera eine analoge Aufnahme erzeugt, welche auf das
Vorhandensein des zu erkennenden Objektes Uberpriift
werden soll. Diese analoge Aufnahme wird von einem
Framegrabber eines digitalen Signalprozessors in Form
einer auszuwertenden monochromen Darstellung der
Weiterverarbeitung zur Verfiigung gestellt.

[0071] In Schritt 224 wird die auszuwertende Darstel-
lung unter Zuhilfenahme von Binominalkoeffizienten ge-
glattet. Weiterhin wird ein Grauwert-Histogramm der
auszuwertenden Darstellung generiert.

[0072] InSchritt226 wird tiberprift, ob die erlernte Dar-
stellung als Binardarstellung klassifiziert wurde. Sofern
dies nicht der Fall ist, d.h. sofern das gelernte Bild als
verrauscht und monochrom klassifiziert wurde, wird in
Schritt 228 das Histogramm der auszuwertenden Dar-
stellung mit dem abgespeicherten Histogramm eines
Vergleichsausschnittes der gelernten Darstellung vergli-
chen. In Schritt 230 wird das erhaltene Vergleichsergeb-
nis ausgegeben. Sofern das Grauwert-Diagramm der
auszuwertenden Darstellung und das Grauwert-Histo-
gramm des Vergleichsausschnittes der gelernten Dar-
stellung eine einstellbare Ahnlichkeit nicht unterschrei-
ten, ist das Vergleichsergebnis positiv, andernfalls ne-
gativ.

[0073] Sollte hingegen in Schritt 226 gefunden wer-
den, daB die gelernte Darstellung eine Binardarstellung
ist, so wird in Schritt 232 diese Binardarstellung einer
Kantenextrahierung sowie einer Binéarisierung unterzo-
gen. Dabei wird der Kantendivisor und die Binarisie-
rungsschwelle verwendet, bei welchen in der zu lernen-
den Darstellung die Inhalte der Suchausschnitte abge-
speichert wurden.

[0074] Daraufhin wird ein Schritt 234 nach demjenigen
Muster innerhalb der auszuwertenden Darstellung ge-
sucht, welches die gréRte Ubereinstimmung mit der
durch die drei gelernten Suchausschnitte definierten
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Suchstruktur aufweist. Die Koordinaten dieses Musters
werden abgespeichert.

[0075] Anschlielend wird in Schritt 236 ein Vergleichs-
ausschnitt innerhalb der auszuwertenden Darstellung
derart festgelegt, daR die Position dieses Vergleichsaus-
schnittes der auszuwertenden Darstellung relativ zu dem
aufgefunden Muster mit der Position des Vergleichsfen-
sters der zu erlernenden Darstellung relativ zu den er-
lernten Suchausschnitten Ubereinstimmt. Beide Ver-
gleichsausschnitte weisen dieselbe Grofie auf.

[0076] Daraufhin wird in Schritt 238 der Inhalt des Ver-
gleichsausschnittes der auszuwertenden Darstellung mit
dem abgespeicherten Inhalt des Vergleichsausschnittes
der erlernten Darstellung verglichen.

[0077] Das Vergleichsergebnis wird in Schritt 230 aus-
gegeben. Dabei ist von einer Erkennung des Objektes
innerhalb der auszuwertenden Darstellung auszugehen,
wenn zwischen dem Vergleichsausschnitt der auszuwer-
tenden Darstellung und dem korrespondierenden Ver-
gleichsausschnitt der erlernten Darstellung lediglich Ab-
weichungen im Hinblick auf eine vorgegebene Anzahl
von Pixeln bestehen.

[0078] In den Fig. 6 bis 13 ist die Auswahl eines cha-
rakteristischen Suchfensters und von markanten Such-
ausschnitten innerhalb des charakteristisch Suchfen-
sters beispielhaft dargestellt. Die Fig. 6 bis 10 zeigen
dabei zunachst den Vorgang der Aufbereitung einer Di-
gitalkamera-Aufnahme 300.

[0079] In Fig. 6 ist die Aufnahme 300 einer Digitalka-
mera dargestellt. Die Aufnahme 300 wurde von einer Di-
gitalkamera mit einem herkémmlichen Videomodul er-
stellt. Die Auflésung der Aufnahme 300 betragt 580 Pixel
x 380 Bildzeilen. Die Digitalkamera stellt ein monochro-
mes Bild des aufgenommenen Objektes zur Verfiigung.
Bei dem in Fig. 6 dargestellten Objekt handelt es sich
um einen Ausschnitt aus einer Fotografie, welche als zu
erlernende Darstellung herangezogen werden soll.
[0080] Dadiein Fig. 6 dargestellte, zu erlernende Dar-
stellung einen vergleichsweise geringen Kontrast auf-
weist, wird diese Aufnahme zunéachst einer Grauwert-
Manipulation unterzogen.

[0081] In Fig. 7 ist die einer Grauwert-Spreizung un-
terzogene, auszuwertende Darstellung 302, welche aus
der in Fig. 6 dargestellten Aufnahme 300 hervorgegan-
gen ist, dargestellt. Deutlich zu erkennen ist der verbes-
serte Kontrast.

[0082] Im Anschlu andie Grauwert-Manipulation wird
die auszuwertende Darstellung mit Hilfe von Binominal-
koeffizienten geglattet. Die geglattete Darstellung 304 ist
in Fig. 8 dargestellt.

[0083] AnschlieRend wird die geglattete Darstellung
einer Kantenextrahierung unterzogen. Unter Zuhilfenah-
me eines modifizierten Kantenoperators nach Prewitt
entsteht aus der in Fig. 8 dargestellten geglatteten Dar-
stellung 304 die in Fig. 9 dargestellte Kantendarstellung
306. Die Kantendarstellung 306 enthalt im wesentlichen
lediglich noch sehr charakteristische Bildinformationen.
[0084] Als letzter Schritt der Aufbereitung der von der
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Digitalkamera erstellten Aufnahme wird unter Zuhilfe-
nahme einer geeigneten Binarisierungsschwelle aus der
in Fig. 9 dargestellten Kantendarstellung 306 die in Fig.
10 gezeigte und zu erlernende Binardarstellung 308 er-
zeugt. Diese Binardarstellung 308 bildet die Grundlage
fur die Ermittlung eines charakteristischen Suchfensters
und von markanten Suchausschnitten.

[0085] Die zu erlernende Darstellung 308 von Fig. 10
besitzt eine GroRRe von 104 x 104 Pixel. In der Mitte der
Darstellung 308 wird zunéachst ein Vergleichsausschnitt
310 von 56 x 56 Pixeln festgelegt. Innerhalb dieses Ver-
gleichsausschnittes 310 wird nachfolgend ein fiir den
Vergleichsausschnitt 310 charakteristisches Suchfen-
ster ermittelt. Da der seitliche sowie der obere und der
untere Abstand des Vergleichsausschnittes 310 von den
Seiten der Darstellung 308 einen Abstand von jeweils 24
Pixeln aufweisen, 1413t sich der in Fig. 10 dargestellte
Vergleichsausschnitt 310 und somit auch ein in diesem
Vergleichsausschnitt 310 angeordnetes Suchfenster
selbst dann noch sicher innerhalb einer auszuwertenden
Darstellung auffinden, wenn das auszuwertende Objekt
im Vergleich zu der Darstellung 308 gemaf Fig. 10 um
hochstens 24 Pixel nach oben, unten, links oder rechts
verschoben ist.

[0086] Wie in Fig. 11 dargestellt, wird im Anschluf an
das Festlegen eines Vergleichsausschnittes 310 inner-
halb der Darstellung 308 ein Suchfenster ermittelt, wel-
ches innerhalb des Vergleichsausschnittes 310 lediglich
einmal vorkommt und welches daher fir den Vergleichs-
ausschnitt charakteristisch ist. Die beiden in Fig. 11 bei-
spielhaft dargestellte Suchfenster 312, 312’ besitzen ei-
ne GréRRe von 14 x 14 Pixel. Innerhalb des Vergleichs-
ausschnittes 310, welcher eine GroRRe von 42 x 42 Pixel
besitzt, sind daher 1764 mégliche Suchfenster enthalten.
Wie in Zusammenhang mit den Figuren 3 und 4 erlautert,
wird nun jedes der 1764 mdglichen Suchfenster auf Mar-
kanz und Ungleichheit mit den anderen Suchfenstern
Uberprft.

[0087] In Fig. 12 ist ein Suchfenster 312" abgebildet,
welches eine hohe Markanz aufweist und auRerdem nur
einmal innerhalb des Vergleichsausschnittes 310 vor-
kommt. Innerhalb dieses Suchfensters 312" werden nun-
mehr, wie unter Bezugnahme auf Fig. 3 erlautert, drei
markante Suchausschnitte ermittelt.

[0088] Fig. 13 entspricht Fig. 12, wobei jedoch inner-
halb des Suchfensters 312" drei Suchausschnitte 314,
316, 318 in Gestalt von Geraden plaziert sind. Ein dia-
gonal innerhalb des Suchfensters 312" verlaufender
Suchausschnitt 316 ist stets starr im Suchfenster
312" verankert. Seine Anfangskoordinaten liegen bei 0,
0 innerhalb des Suchfensters 312". Die Positionen eines
zweiten, horizontalen Suchausschnittes 314 und eines
dritten, vertikalen Suchausschnittes 318 werden dage-
gen dynamisch innerhalb des Suchfensters 312 derart
gewahlt, dal sie eine moglichst hohe Markanz aufwei-
sen. In dem in Fig. 13 dargestellten Beispiel weisen alle
drei linienférmigen Suchausschnitte 314, 316, 318 eine
anndhernd optimale Markanz auf. Dies bedeutet, da®

10

15

20

25

30

35

40

45

50

55

jeder Suchausschnitt 314, 316, 318 jeweils ungeféahr zur
Halfte weile und schwarze Pixel umfaft.

[0089] Sowohl die Anfangskoordinaten der drei Such-
ausschnitte 314, 316, 318 als auch deren Inhalte werden
abgespeichert. Der Inhalt des Vergleichsausschnittes
310 sowie die ermittelten Aufbereitungsparameter wer-
den ebenfalls abgespeichert. Damit ist der Vorgang des
Auswertens der zu erlernenden Darstellung abgeschlos-
sen.

[0090] In den Fig. 14 und 15 ist die Objekterkennung
unter Zuhilfenahme der wie vorstehend erlautert erlern-
ten Suchausschnitte dargestellt. Fig. 14 zeigt eine Dar-
stellung 408 desselben Objektes, welches z.B. auch in
Figur 308 (Fig. 13) dargestellt ist. In der Darstellung 408
gemal Fig. 14 ist dieses Objekt jedoch geringfligig nach
oben verschoben.

[0091] Die von einer Digitalkamera aufgenommene
und im Hinblick auf die Anwesenheit des Objektes zu
untersuchende Darstellung 408 wurde wie die zu erler-
nende Darstellung ebenfalls einer Grauwert-Manipulati-
on, einer Glattung, einer Kantenextrahierung und einer
Binarisierung unterzogen. Dabei wurden diejenigen Auf-
bereitungsparameter herangezogen, welche bereits bei
der Aufbereitung des auszuwertenden Bildes verwendet
wurden.

[0092] Die auszuwertende Darstellung 408 wird mit
Hilfe der erlernten Suchausschnitte daraufhin unter-
sucht, ob sie ein Muster enthalt, welches beztglich Inhalt
und Gestalt den drei erlernten Suchausschnitten ent-
spricht. Da die auszuwertende Darstellung 408 tatsach-
lich ein Muster 414, 416, 418 enthalt, welches mit einer
Suchstruktur in Gestalt der drei erlernten Suchausschnit-
te Ubereinstimmt, wird als nachstes die Position dieses
Musters 414, 416, 418 innerhalb der auszuwertenden
Darstellung 408 ermittelt. Die Position des Musters 414,
416, 418 gestattet die Ermittlung eines Vergleichsaus-
schnittes 410, dessen relative Lage zum Muster 414,
416, 418 mit der Lage des abgespeicherten Suchaus-
schnittes relativ zu den erlernten Suchausschnitten tiber-
einstimmt.

[0093] Nach dem Laden des Vergleichsausschnittes
410 aus der auszuwertenden Darstellung 408 wird der
Inhalt dieses Vergleichsausschnittes 410 der auszuwer-
tenden Darstellung 408 mit dem abgespeicherten Inhalt
des Vergleichsausschnittes 310 der zu erlernenden Dar-
stellung 308 (Fig. 13) verglichen. Da die beiden Ver-
gleichsausschnitte 410 und 310 einen Ubereinstimmen-
den Inhalt aufweisen, wird das zu erkennende Objekt in
der auszuwertenden Darstellung 408 erkannt.

[0094] Das zu erkennende Objekt kann in der auszu-
wertenden Darstellung 408 auch dann noch sicher er-
kannt werden, wenn die Lage des zu erkennenden Ob-
jektes in der auszuwertenden Darstellung 408 von der
Lage des Objektes in der gelernten Darstellung 308 (Fig.
10bis 13) lediglich soweit abweicht, da einden erlernten
Suchausschnitten korrespondierendes Muster noch in-
nerhalb der auszuwertenden Darstellung 408 gefunden
werden kann.
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[0095] In Fig. 15 ist die Situation dargestellt, daB in-
nerhalb der auszuwertenden Darstellung 508 mit Hilfe
der drei abgespeicherten Suchausschnitte zwar ein kor-
respondierendes Muster 514, 516, 518 gefunden werden
kann, der Inhalt des innerhalb der auszuwertenden Dar-
stellung 508 angeordneten Vergleichsausschnittes 510
jedoch nicht mit dem gelernten Vergleichsausschnitt 310
(Fig. 13) Uibereinstimmt. Das zu erkennende Objekt wird
folglich in der auszuwertenden Darstellung 508 nicht er-
kannt.

[0096] Das vorstehend beschriebene Verfahren eig-
net sich insbesondere zur Erkennung von Objekten, wel-
che beispielsweise kontinuierlich an einer Aufnahmevor-
richtung zur Erstellung einer Aufnahme der Objekte vor-
beibewegt werden. Die zu erkennenden Objekte fiihren
in diesem Fall eine Relativbewegung zur Aufnahmevor-
richtung aus. Vorzugsweise wird das erfindungsgemale
Verfahren zur Erkennung von Druckbdgen, welche im
Bereich einer Sammel- oder Zusammentraglinie ange-
ordnet sind, eingesetzt.

[0097] InFig.16 ist das Gehduse 10 einer erfindungs-
gemalen Digitalkamera dargestellt. Das Gehause 10
dient zur Aufnahme samtlicher optischer und elektroni-
scher Baugruppen der Digitalkamera.

[0098] Um die Verwendung der Digitalkamera in ei-
nem rauhen industriellen Umfeld zu ermdglichen, ist das
Gehause 10 aus Maschinenbau-Aluminium gefrast und
staubdicht ausgefihrt.

[0099] Das Gehause 10 weist eine als Auflage 12 aus-
gefuhrte Aufnahme flr eine in Fig. 1 nicht dargestellte
Leiterplatte, welche wesentliche elektronische Kompo-
nenten der Digitalkamera tragt, auf. Im Bereich dieser
Auflage 12 fiir die Leiterplatte ist eine Aufnahme 14 fir
eine digitale Aufnahmeeinheit vorgesehen. Im Grund
dieser Aufnahme 14 fiir die digitale Aufnahmeeinheit be-
findet sich eine hohlzylindrische Offnung 16. Diese hohl-
zylindrische Offnung 16 ist mit einem Innengewinde ver-
sehen und dient zur Aufnahme der Abbildungsoptik der
Digitalkamera.

[0100] In Fig. 14 ist die das in Fig. 1 abgebildete Ge-
hause 10 umfassende Digitalkamera 20 in einer Schnit-
tansicht dargestellt.

[0101] Auf der Auflage 12 des Gehauses 10 ist eine
Leiterplatte 22 mittels Silikonkleber fixiert. Die Leiterplat-
te 22 tragt einen digitalen Signalprozessor 24, eine digi-
tale Aufnahmeeinheit 26 in Gestalt eines CMOS-Bildsen-
sors, eine clockserielle digitale RS422-Schnittstelle 28
sowie diverse andere Komponenten wie beispielsweise
ein Spannungsversorgungs-IC. Seitlich am Gehause 10
ist ein Anschluf’ 30 fur die auf der Leiterplatte 22 ange-
ordnete digitale Schnittstelle 28 vorgesehen. Mit Hilfe
des Anschlusses 30 kann die Digitalkamera 20 mit einer
Bildverarbeitungseinheit 64 verbunden werden.

[0102] Das Gehause 10 wird aufeiner Oberseite durch
einen Gehausedekkel 32 abgeschlossen. Auf einer Un-
terseite des Gehauses 10 ermdglicht ein Abdeckglas 34
die Erfassung eines Objektes 58 durch den CMOS-Bild-
sensor 26. Gleichzeitig schlieRt das Abdeckglas 34 das
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Gehause 10 staubdicht ab. Das Objekt 58 ist innerhalb
eines Aufnahmebereiches 62 der Digitalkamera 20 auf
einer Férdervorrichtung 60 angeordnet.

[0103] Der digitale Signalprozessor 24 der Digitalka-
mera 20 besitzt eine Rechenleistung von mindestens 20
MIPS und ermdglicht die Auswertung von Aufnahmeaus-
schnitten im Bereich von typischerweise 11 x 11 mm (104
Pixel). Durch eine Steigerung der Rechenleistung des
digitalen Signalprozessors 24 lassen sich auch gréfiere
Aufnahmeausschnitte mit einer erhéhten Anzahl von Pi-
xeln auswerten. Der digitale Signalprozessor 24 dient
u.a. der Steuerung der Belichtungszeiten des CMOS-
Bildsensors 26 und einer LED-Beleuchtung 36, der Um-
setzung der parallelen Bilddaten des CMOS-Bildsensors
26 in ein clockserielles, stérunempfindliches Format, der
Bildvorbearbeitung, der Histogrammer-stellung sowie
der Farb- oder Grauwertmanipulation.

[0104] Der in der Aufnahme 14 des Gehauses 10 an-
geordnete CMOS-Bildsensor 26 ist fir die Bereitstellung
von Bildsignalen vorgesehen. Der CMOS-Bildsensor 26
nimmt das Objekt 58 in verschiedenen Auflésungen auf
und kann sowohl monochrome Bildsignale als auch Farb-
bildsignale zur Verfligung stellen.

[0105] In der am Grund der Aufnahme 14 fiir den
CMOS-Bildsensor 26 ausgebildeten, kreiszylindrischen
Offnung 16 ist eine Abbildungsoptik 38 in Gestalt einer
Linse angeordnet. Die Linse ist innerhalb eines Rohres
40 befestigt, welches iber ein AuRengewinde mit einem
komplementaren Innengewinde der Offnung 16 zusam-
menwirkt. Uber das Gewinde 1Rt sich zur Fokussierung
der Abstand zwischen dem CMOS-Bildsensor 26 bzw.
dem Objekt 58 und der Linse 38 einstellen.

[0106] Bei dem Rohr 40 handelt es sich um ein M 10
x 0,5 Gewinderohr. Zur Einstellung des Aufnahmeaus-
schnittes wird eine Mehrzahl von derartigen Rohren 40
mit verschiedenen Linsen 38 unterschiedlicher Brenn-
weite bereitgehalten und je nach Anwendung in die Off-
nung 16 des Gehauses 10 eingesetzt.

[0107] Eine wesentliche Komponente der Digitalka-
mera 20 ist die in das Gehause integrierte diffuse griine
LED-Beleuchtung 36 zur Beleuchtung des aufzuneh-
menden Objektes. Die griine LED-Beleuchtung 36 ist
nicht streng monochrom wie beispielsweise ein griiner
Laser, aber der geringe Rotlichtanteil im Spektrum der
grinen LED-Beleuchtung 36 ergdnzt sich in synergisti-
scher Weise mit der hohen Rotlichtempfindlichkeit des
CMOS-Bildsensors 26. In der Praxis hat sich daher die
Kombination von diffuser LED-Beleuchtung 36 und
CMOS-Bildsensor 26 als optimal herausgestellt.

[0108] Die LED-Beleuchtung 36 umfallt eine Leiter-
platte 42 sowie eine Mehrzahl von Lichtquellen 44, 46,
48, 50 in Gestalt von 5 mm LEDs. Die Leiterplatte 42 ist
mit Hilfe eines Silikonklebers 52, 54 im Gehause 10 fi-
xiert.

[0109] Die Leiterplatte 42 mit den darauf angeordne-
ten LEDs 44, 46, 48, 50 schlieRt mit der Aufnahmeebene
einen Winkel von ungeféahr 45° ein. Diese geneigte Aus-
richtung der LED-Beleuchtung 36 relativ zur Aufnahmee-
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bene schlieRt ungewollte Reflexionen aus und ist optimal
in Bezug auf das mit der angestrebten Miniaturisierung
der Digitalkamera 20 einhergehende geringe Platzange-
bot innerhalb des Gehauses 10.

[0110] InFig. 18 istder schematische Aufbau der LED-
Beleuchtung 36 von Fig. 17 dargestellt. Die LED-Be-
leuchtung 36 umfaltinsgesamt neun griine diffuse 5 mm
LEDs, von denen jeweils drei parallel geschaltet sind.
Die drei Aste aus jeweils drei parallel geschalteten LEDs
sind ebenfalls parallel geschaltet. Uber einen Kontakt 56
wird eine elektrische Verbindung zu der in Figur 2 dar-
gestellten Leiterplatte 22 hergestellt. Die geometrische
Anordnung der neun LEDs aufderin Figur 2 dargestellten
Leiterplatte 42 entspricht im wesentlichen der in Figur 3
dargestellten schaltungstechnischen Anordnung. Dies
bedeutet, dal die Gesamtheit der neun in Figur 3 dar-
gestellten Leuchtdioden im wesentlichen ein Rechteck
definieren.

[0111] Die in den Figuren 16 bis 18 skizzierte erfin-
dungsgemale Digitalkamera 20 eignet sich aufgrund ih-
rer geringen Abmessungen von lediglich 70,0 mm x 32,0
mm x 38,0 mm flir eine Vielzahl industrieller Anwendun-
gen. Alle empfindlichen Komponenten der Digitalkamera
sind innerhalb des robusten Gehauses 10 vor mechani-
schen Beschadigungen geschiitzt, so daf sich die in den
Figuren 1 bis 3 skizzierte Digitalkamera insbesondere
zur Anwendung im Bereich von beispielsweise Sammel-
oder Zusammentraglinien von Druckbdgen mit einer
Vielzahl von rotierenden Teilen eignet. Im Bereich dieser
Sammel- oder Zusammentraglinien herrschen extrem
eingeschrénkte Platzverhaltnisse. So betragt der typi-
sche Abstand der Unterseite des in Figur 2 dargestellten
Abdeckglases 34 von den Druckbdgen in der Regel nur
25 bis 27 mm.

Patentanspriiche

1. Automatisiertes Verfahren zur Erkennung von ru-
henden oder bewegten Objekten wie Bildern, Texten
oder Gegenstanden, enthaltend die Schritte:

- Bereitstellen (102) einer zu erlernenden, digi-
talen Darstellung (308) des Objektes oder eines
Teiles des Objektes;

- Auswahlen eines Suchfensters (312) innerhalb
der zu erlernenden Darstellung (308) oder in-
nerhalb eines Ausschnittes (310) der zu erler-
nenden Darstellung (308),

dadurch gekennzeichnet ,

dass ein Suchfenster ausgewahlt wird, welches in-
nerhalb der zu erlernenden Darstellung (308) oder
innerhalb des Ausschnittes (310) markant ist; und
dass innerhalb des Suchfensters mindestens ein fir
die Objekterkennung heranzuziehender Suchaus-
schnitt (314, 316, 318) ausgewahlt wird, welcher als
Gerade, als zwei senkrecht zueinander verlaufende
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Geraden oder als Ring ausgebildet ist,

wobei innerhalb einer auszuwertenden, digitalen
Darstellung (408) nach einem dem mindestens ei-
nen Suchausschnitt (314,316, 318) entsprechenden
Muster (414, 416, 418) gesucht wird,

wobei die Position des Suchausschnittes (314, 316,
318) innerhalb des Suchfensters (312) und/oder die
geometrische Gestalt des Suchausschnittes (314,
316, 318) fest vorgegeben oder dynamisch in Ab-
héangigkeit vom Inhalt des Suchfensters (312) fest-
gelegt werden.

Verfahren nach Anspruch 1,

dadurch gekennzeichnet , dass

ein Suchfenster (312) innerhalb der zu erlernenden
Darstellung (308) oder innerhalb eines Ausschnittes
(310) der zu erlernenden Darstellung (308) ausge-
wahlt wird, welches innerhalb der zu erlernenden
Darstellung (308) oder innerhalb des Ausschnittes
(310) nur einmal vorkommt.

Verfahren nach Anspruch 1 und/oder 2,

dadurch gekennzeichnet , dass

die Position und/oder die geometrische Gestalt des
Suchausschnittes (314, 316, 318) im Hinblick auf ei-
ne hohe Markanz des Suchausschnittes (314, 316,
318) innerhalb des Suchfensters (312) festgelegt
werden.

Verfahren nach einem der Anspriiche 1 bis 3,
dadurch gekennzeichnet , dass

die Position des Suchausschnittes (316) innerhalb
des Suchfensters (312) und/oder die geometrische
Gestalt des Suchausschnittes (316) unabhéangig
vom Inhalt des Suchfensters (312) fest vorgegeben
werden.

Verfahren nach einem der Anspriiche 1 bis 4,
dadurch gekennzeichnet , dass

innerhalb des Suchfensters (312) zwei senkrecht zu-
einander verlaufende Suchausschnitte (314, 318) in
Gestalt von jeweils einer Geraden vorgesehen wer-
den und deren Positionen innerhalb des Suchfen-
sters (312) dynamisch im Hinblick auf eine hohe Mar-
kanz der beiden Suchausschnitte (314, 318) festge-
legt werden.

Verfahren nach einem der Anspriiche 1 bis 5,
dadurch gekennzeichnet , dass ein das Suchfen-
ster (312) umgebender und innerhalb der zu erler-
nenden Darstellung (308) angeordneter Vergleichs-
ausschnitt (310) abgespeichert wird.

Verfahren nach Anspruch 6,

dadurch gekennzeichnet , dass innerhalb

der auszuwertenden Darstellung (408) ein Ver-
gleichsausschnitt (410) ermittelt wird, dessen Posi-
tion relativ zu dem aufgefundenen Muster (414, 416,
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418) mit der Position des abgespeicherten Ver-
gleichsausschnitts (310) relativ zu dem mindestens
einen Suchausschnitt (314, 316, 318) Uberein-
stimmt.

Verfahren nach Anspruch 7,

dadurch gekennzeichnet , dass

der Inhalt des Vergleichsausschnitts (410) der aus-
zuwertenden Darstellung (408) mit dem Inhalt des
Vergleichsausschnitts (310) der zu erlernenden Dar-
stellung (308) verglichen wird.

Verfahren nach einem der Anspriiche 1 bis 8,
dadurch gekennzeichnet , dass

die zu erlernende Darstellung (308) und/oder die
auszuwertende Darstellung (408) einer Bildaufbe-
reitung unterzogen werden.

Verfahren nach Anspruch 9,

dadurch gekennzeichnet , dass

bei der Bildaufbereitung eine Kantenextrahierung
(136, 232) durchgefihrt wird.

Verfahren nach Anspruch 9 oder 10,

dadurch gekennzeichnet , dass

bei der Bildaufbereitung eine Binarisierung (136,
232) durchgefihrt wird.

Verfahren nach einem der Anspriiche 9 bis 11,
dadurch gekennzeichnet , dass beider Bildaufbe-
reitung eine Grauwert-Manipulation (104) und/oder
eine Glattung (136, 224) durchgefiihrt wird.

Verfahren nach einem der Ansprliche 1 bis 12,
dadurch gekennzeichnet , dass

ein Histogramm der zu erlernenden Darstellung
(308) angefertigt wird (120, 136), welches fiir den
Fall, dass kein Suchausschnitt zur Verfligung steht,
zur Objekterkennung herangezogen wird.

Verfahren nach einem der Anspriiche 1 bis 13,
dadurch gekennzeichnet , dass

die zu erkennenden Objekte eine Relativbewegung
zu einer Aufnahmevorrichtung flr die zu erkennen-
den Objekte ausfiihren.

Verfahren nach Anspruch 14,

dadurch gekennzeichnet , dass

das Verfahren zur Erkennung von Druckbdgen, wel-
che im Bereich einer Sammel- oder Zusammentrag-
linie angeordnet sind, eingesetzt wird.

Digitalkamera (20) mit Muster-Erkennungsmitteln
zur Durchfiihrung eines Verfahrens gemaR einem
oder mehreren der Anspruche 1 bis 16 mit einem
Gehause (10) innerhalb dessen ein digitales Aufnah-
mesystem (24, 26, 40, 38) angeordnet ist, und einer
im grinen Wellenldngenbereich emittierenden
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Lichtquelle (36), die zumindest einen Teil eines Auf-
nahmebereiches (62) der Digitalkamera (20) aus-
leuchtet und die innerhalb des Gehauses (10) oder
auRen am Gehause (10) befestigt ist.

Digitalkamera nach Anspruch 16,

dadurch gekennzeichnet , dass

die Lichtquelle (36) innerhalb des Gehauses (10) an-
geordnet ist.

Digitalkamera nach Anspruch 16 oder 17,
dadurch gekennzeichnet, dass die Lichtquelle
(36) eine diffuse Lichtquelle ist.

Digitalkamera nach einem der Ansprtiche 16 bis 18,
dadurch gekennzeichnet, dass die Lichtquelle
(36) eine ringférmige oder eine rechteckige Ausdeh-
nung aufweist.

Digitalkamera nach einem der Ansprtiche 16 bis 19,
dadurch gekennzeichnet, dass die Lichtquelle
(36) eine LED oder ein LED-array (44, 46, 48, 50)
umfasst.

Digitalkamera nach einem der Ansprtiche 16 bis 20,
dadurch gekennzeichnet, dass die Lichtquelle
(36) relativ zur Aufnahmeebene geneigt ist.

Digitalkamera nach einem der Anspriiche 16 bis 21,
dadurch gekennzeichnet , dass das digitale Auf-
nahmesystem eine digitale Aufnahmeeinheit (26)
umfasst.

Digitalkamera nach Anspruch 22,

dadurch gekennzeichnet , dass

die digitale Aufnahmeeinheit (26) einen CMOS-Bild-
sensor oder einen CCD-Bildsensor umfasst.

Digitalkamera nach einem der Ansprtiche 16 bis 23,
dadurch gekennzeichnet , dass

das digitale Aufnahmesystem einen digitalen Signal-
prozessor (24) umfasst.

Digitalkamera nach einem der Ansprtiche 16 bis 24,
dadurch gekennzeichnet , dass

das digitale Aufnahmesystem eine Abbildungsoptik
(38) umfasst.

Digitalkamera nach Anspruch 25,

dadurch gekennzeichnet , dass

die Abbildungsoptik (36) innerhalb eines mit einem
AuRengewinde versehenen Rohres (40) angeordnet
ist und das Rohr (40) durch das Auflengewinde mit
einem korrespondierenden Innengewinde des Ge-
hauses (10) zur Fokussierung zusammenwirkt.

System zur Erkennung bewegter Objekte (58) wie
Bilder, Texte oder Gegenstande mit mindestens ei-
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ner Digitalkamera (20) gemaR einem der Anspriiche
17 bis 27 und einer Bildverarbeitungseinheit (64).

System nach Anspruch 27,

dadurch gekennzeichnet , dass

eine Fordervorrichtung (60) zum Férdern der Objek-
te (58) relativ zu der mindestens einen Digitalkamera
(20) vorhanden ist.

System nach Anspruch 28,

dadurch gekennzeichnet , dass

die Foérdervorrichtung (60) zum Férdern von Druck-
bdgen ausgestaltet ist.

System nach einem der Anspriiche 27 bis 29,
dadurch gekennzeichnet , dass zwei oder mehr
Digitalkameras (20) vorhanden sind.

31. System nach Anspruch 30,
dadurch gekennzeichnet , dass
die Kameras (20) auf unterschiedliche Bereiche des-
selben Objektes (58) oder auf unterschiedliche Ob-
jekte (58) ausgerichtet sind.

32. System nach einem der Anspriiche 27 bis 31,
dadurch gekennzeichnet , dass
der Abstand zwischen der Kamera (20) und dem Ob-
jekt (58) weniger als 5 cm betragt.

Claims

1. An automated method for the identification of sta-

tionary or moving objects such as images, texts or
items, comprising the steps:

- preparation (102) of a digital representation
(308) to be learned of the object or part of the
object;

- selection of a search window (312) within the
representation (308) to be learned or within a
section (310) of the representation (308) to be
learned,

characterised

in that a search window is selected which is prom-
inent within the representation (308) to be learned
or within the section (310); and

in that within the search window at least one search
section (314, 316, 318) to be used for the objectiden-
tification is selected which is in the form of a straight
line, two straight lines running at right angles to one
another or a ring,

a search being carried out within a digital represen-
tation (408) to be evaluated for a pattern (414, 416,
418) corresponding to the atleast one search section
(314, 316, 318),

the position of the search section (314, 316, 318)
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within the search window (312) and/or the geometric
shape of the search section (314, 316, 318) being
fixedly predetermined or defined dynamically in de-
pendence on the content of the search window (312).

A method according to Claim 1,

characterised in that a search window (312) within
the representation (308) to be learned or within a
section (310) of the representation (308) to be
learned is selected which occurs only once within
the representation (308) to be learned or within the
section (310).

A method according to Claim 1 and/or 2,
characterised in that the position and/or the geo-
metric shape of the search section (314, 316, 318)
are defined with respect to a high prominence of the
search section (314, 316, 318) within the search win-
dow (312).

A method according to one of Claims 1 to 3,
characterised in that the position of the search sec-
tion (316) within the search window (312) and/or the
geometric shape of the search section (316) are fix-
edly predetermined irrespective of the content of the
search window (312).

A method according to one of Claims 1 to 4,
characterised in that two search sections (314,
318) running at right angles to one another, each in
the shape of a straight line, are provided within the
search window (312), and their positions within the
search window (312) are defined dynamically with
respect to a high prominence of the two search sec-
tions (314, 318).

A method according to one of Claims 1 to 5,
characterised in that a comparison section (310)
surrounding the search window (312) and disposed
within the representation (308) to be learned is
stored.

A method according to Claim 6,

characterised in that, within the representation
(408) to be evaluated, a comparison section (410)
is ascertained, the position of which relative to the
found pattern (414, 416, 418) matches the position
of the stored comparison section (310) relative to the
at least one search section (314, 316, 318).

A method according to Claim 7,

characterised in that the content of the comparison
section (410) of the representation (408) to be eval-
uated is compared with the content of the compari-
son section (310) of the representation (308) to be
learned.

A method according to one of Claims 1 to 8,
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characterised in that the representation (308) to
be learned and/or the representation (408) to be
evaluated are subjected to image processing.

A method according to Claim 9,
characterised in that edge extraction (136, 232) is
carried out during the image processing.

A method according to Claim 9 or 10,
characterised in that binarisation (136, 232) is car-
ried out during the image processing.

A method according to one of Claims 9 to 11,
characterised in that grey scale value manipulation
(104) and/or smoothing (136, 224) is carried out dur-
ing the image processing.

A method according to one of Claims 1 to 12,
characterised in that a histogram of the represen-
tation (308) to be learned is produced (120, 136),
which is used for the object identification in the event
that no search section is available.

A method according to one of Claims 1 to 13,
characterised in that the objects to be identified
perform a relative movement with respect to a re-
cording device for the objects to be identified.

A method according to Claim 14,

characterised in that the method is used to identify
printed sheets which are arranged in the region of a
collecting or collating line.

A digital camera (20) with pattern-identifying means
for implementing a method according to one or more
of Claims 1 to 16 [sic], comprising a housing (10),
within which a digital recording system (24, 26, 40,
38) is arranged, and a light source (36) emitting in
the green wavelength range, which illuminates at
least a part of a recording area (62) of the digital
camera (20) and is fixed within the housing (10) or
externally on the housing (10).

A digital camera according to Claim 16,
characterised in that the light source (36) is ar-
ranged within the housing (10).

A digital camera according to Claim 16 or 17,
characterised in that the light source (36) is a dif-
fuse light source.

A digital camera according to one of Claims 16 to 18,
characterised in that the light source (36) has an
annular or rectangular extent.

A digital camera according to one of Claims 16 to 19,
characterised in that the light source (36) compris-
es an LED or an LED array (44, 46, 48, 50).
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A digital camera according to one of Claims 16 to 20,
characterised in that the light source (36) is in-
clined relative to the recording plane.

A digital camera according to one of Claims 16 to 21,
characterised in that the digital recording system
comprises a digital recording unit (26).

A digital camera according to Claim 22,
characterised in that the digital recording unit (26)
comprises a CMOS image sensor or a CCD image
sensor.

A digital camera according to one of Claims 16 to 23,
characterised in that the digital recording system
comprises a digital signal processor (24).

A digital camera according to one of Claims 16 to 24,
characterised in that the digital recording system
comprises an imaging optical system (38).

A digital camera according to Claim 25,
characterised in that the imaging optical system
(36) [sic, recte (38)] is arranged within a tube (40)
provided with an external thread, and the tube (40)
cooperates by means of the external thread with a
corresponding internal thread of the housing (10) for
focusing.

A system for the identification of moving objects (58)
such as images, texts or items, comprising at least
one digital camera (20) according to one of Claims
17 to 27 [sic] and an image processing unit (64).

A system according to Claim 27,

characterised in that there is a conveyor device
(60) for conveying the objects (58) relative to the at
least one digital camera (20).

A system according to Claim 28,
characterised in that the conveyor device (60) is
designed for conveying printed sheets.

A system according to one of Claims 27 to 29,
characterised in that two or more digital cameras
(20) are present.

A system according to Claim 30,

characterised in that the cameras (20) are aligned
with different areas of the same object (58) or with
different objects (58).

A system according to one of Claims 27 to 31,
characterised in that the distance between the
camera (20) and the object (58) is less than 5 cm.
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Revendications

Procédé automatisé pour la reconnaissance d’élé-
ments immobiles ou déplacés tels que des images,
des textes ou des objets, comprenant les étapes
suivantes :

- fourniture (102) d’'une représentation numeéri-
que (308) a apprendre de I'élément ou d’'une
partie de I'élément ;

- sélection d’une fenétre de recherche (312) a
lintérieur de lareprésentation a apprendre (308)
ou a l'intérieur d’'un extrait (310) de la représen-
tation a apprendre (308),

caractérisé en ce qu’une fenétre de recherche est
sélectionnée, qui est caractéristique a l'intérieur de
la représentation a apprendre (308) ou a l'intérieur
de I'extrait (3 10) ; et en ce que, a l'intérieur de la
fenétre de recherche, au moins un extrait de recher-
che (314, 316, 318) a consulter pour la reconnais-
sance de I'élément est sélectionné, qui est réalisé
en tant que droite, en tant que deux droites s’éten-
dant perpendiculairement 'une a l'autre ou en tant
que cercle ;

ou un modele (414, 416, 418) correspondant a I'ex-
trait de recherche au moins au nombre d’'un (314,
316, 318) estrecherché a l'intérieur d’'une représen-
tation numérique a examiner ;

la position de I'extrait de recherche (314, 316, 318)
a l'intérieur de la fenétre de recherche (312) et/ou la
forme géométrique de I'extrait de recherche (314,
316, 318) étant prédéterminées de fagon fixe ou
étant définies de fagcon dynamique en fonction du
contenu de la fenétre de recherche (312).

Procédé selon la revendication 1, caractérisé en
ce qu’une fenétre de recherche (312) est sélection-
née a l'intérieur de la représentation a apprendre
(308) ou a l'intérieur d'un extrait (310) de la repré-
sentation a apprendre (308), qui ne se présente
qu’une seule fois a l'intérieur de la représentation a
apprendre (3 0 8) ou a l'intérieur de I'extrait (310).

Procédé selon I'une quelconque des revendications
1 et/ou 2, caractérisé en ce que la position et/ou la
forme géométrique de I'extrait de recherche (314,
316, 318) sont définies sur la base d’une propriété
caractéristique élevée de I'extrait de recherche (314,
316, 318) a lintérieur de la fenétre de recherche
(312).

Procédé selon I'une quelconque des revendications
1 a 3, caractérisé en ce que la position de I'extrait
de recherche (316) a l'intérieur de la fenétre de re-
cherche (312) et/ou la forme géométrique de I'extrait
de recherche (316) sont prédéterminées de fagon
fixe indépendamment du contenu de la fenétre de

10

15

20

25

30

35

40

45

50

55

15

EP 1 156 445 B9

10.

11.

12.

13.

28
recherche (312).

Procédé selon 'une quelconque des revendications
1 a 4, caractérisé en ce que deux extraits de re-
cherche (314, 418) s’étendant perpendiculairement
'un a l'autre respectivement sous la forme d'une
droite sont prévus a l'intérieur de la fenétre de re-
cherche (312) et leurs positions a l'intérieur de la
fenétre de recherche (312) sont définies de fagon
dynamique sur la base d’'une propriété caractéristi-
que élevée des deux extraits de recherche (314,
318).

Procédé selon 'une quelconque des revendications
1 a5, caractérisé en ce qu’un extrait de comparai-
son (310) entourant la fenétre de recherche (312) et
agenceé al'intérieur de la représentation a apprendre
(308) est mémorisé.

Procédé selon la revendication 6, caractérisé en
ce qu’un extrait de comparaison (410) est déterminé
a l'intérieur de la représentation a examiner (408),
dont la position par rapport au modeéle identifié (414,
416, 418) correspond a la position de I'extrait de
comparaison mémorisé (310) par rapport a I'extrait
de recherche au moins au nombre d'un (314, 316,
318).

Procédé selon la revendication 7, caractérisé en
ce que le contenu de I'extrait de comparaison (410)
de la représentation a examiner (408) est comparé
avec le contenu de I'extrait de comparaison (310) de
la représentation a apprendre (308).

Procédé selon 'une quelconque des revendications
1 a 8, caractérisé en ce que la représentation a
apprendre (308) et/ou la représentation a examiner
(408) sont soumises a une préparation d’'image.

Procédé selon la revendication 9, caractérisé en
ce qu’une extraction de contours (136, 232) est exé-
cutée lors de la préparation de I'image.

Procédé selon I'une quelconque des revendications
9 ou 10, caractérisé en ce qu’une numérisation
(136, 232) est exécutée lors de la préparation de
image.

Procédé selon I'une quelconque des revendications
9 a 11, caractérisé en ce qu’une manipulation des
valeurs de gris (104) et/ou un lissage (136, 224) sont
exécutés lors de la préparation de I'image.

Procédé selon 'une quelconque des revendications
1412, caractérisé en ce qu’un histogramme de la
représentation a apprendre (308) est produit (120,
136), lequel est consulté aux fins de la reconnais-
sance de I'élément dans le cas ou aucun extrait de
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recherche n’est disponible.

Procédé selon I'une quelconque des revendications
1 a 13, caractérisé en ce que les éléments a re-
connaitre exécutent un mouvement relatif en direc-
tion d’un dispositif de saisie pour les éléments a re-
connaitre.

Procédé selon la revendication 14, caractérisé en
ce que le procéde est utilisé pour la reconnaissance
de feuilles imprimées qui sont agencées dans la zo-
ne d’une ligne de collecte ou d’assemblage.

Appareil photographique numérique (20) ayant des
moyens de reconnaissance de modéle aux fins de
la mise en oeuvre d’'un procédé selon 'une ou plu-
sieurs des revendications 1 a 16, ayant un boitier
(10) a lintérieur duquel est agencé un systéme de
saisie numérique (24, 26, 40, 38) et une source lu-
mineuse (36) émettant dans la zone de longueur
d’onde verte qui éclaire au moins une partie d’'une
zone de saisie (62) de I'appareil photographique nu-
mérique (20) et qui est fixée a l'intérieur du boitier
(10) ou a I'extérieur sur le boitier (10).

Appareil photographique numérique selon la reven-
dication 16, caractérisé en ce que la source lumi-
neuse (36) est agencée a l'intérieur du boitier (10).

Appareil photographique numérique selon l'une
quelconque des revendications 16 ou 17, caracté-
risé en ce que la source lumineuse (36) est une
source lumineuse diffuse.

Appareil photographique numérique selon l'une
quelconque des revendications 16 a 18, caractérisé
en ce que la source lumineuse (36) présente une
étendue circulaire ou rectangulaire.

Appareil photographique numérique selon l'une
quelconque des revendications 16 a 19, caractérisé
en ce que la source lumineuse (36) comprend une
DEL ou un réseau de DEL (44, 46, 48, 50).

Appareil photographique numérique selon Il'une
quelconque des revendications 16 a 20, caractérisé
en ce que la source lumineuse (36) est inclinée par
rapport au plan de prise.

Appareil photographique numérique selon Il'une
quelconque des revendications 16 a 21, caractérisé
en ce que le systéme de prise numérique comprend
une unité de prise numérique (26).

Appareil photographique numérique selon la reven-
dication 22, caractérisé en ce que I'unité de prise
numérique (26) comprend un détecteur d'image
CMOS ou un détecteur d'image CCD.
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Appareil photographique numérique selon l'une
quelconque des revendications 16 a 23, caractérisé
en ce que le systéme de prise numérique comprend
un processeur de signal numérique (24).

Appareil photographique numérique selon l'une
quelconque des revendications 16 a 24, caractérisé
en ce que le systéme de prise numérique comprend
une optique de reproduction (38).

Appareil photographique numérique selon la reven-
dication 25, caractérisé en ce que I'optique de re-
production (36) est agencée a l'intérieur d’un tube
(40) muni d’'un filetage extérieur et en ce que le tube
(40) coopere par le biais du filetage extérieur avec
un filetage intérieur correspondant du boitier (10)
aux fins de la focalisation.

Systéme de reconnaissance d’éléments déplacés
(58) tels que des images, des textes ou des objets
ayant au moins un appareil photographique numé-
rique (20) selon I'une des revendications 17 a 27 et
une unité de traitement d’'image (64).

Systéme selon la revendication 27, caractérisé en
ce qu’un dispositif de transport (60) est présent pour
le transport des éléments (58) par rapport al'appareil
photographique numérique (20) au moins au nom-
bre d'un.

Systéme selon la revendication 28, caractérisé en
ce que le dispositif de transport (60) est congu pour
le transport de feuilles imprimées.

Systéme selon I'une quelconque des revendications
27 a 29, caractérisé en ce que deux appareils pho-
tographiques numériques (20) ou davantage sont
présents.

Systéme selon la revendication 30, caractérisé en
ce que les appareils photographiques (20) sont di-
rigés vers des zones différentes du méme élément
(58) ou vers des éléments (58) différents.

Systéme selon I'une quelconque des revendications
27 a 31, caractérisé en ce que la distance entre
I'appareil photographique (20) et I'élément (58) est
inférieure a 5 cm.
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