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Description
Technical Field:

[0001] The present invention relates to data commu-
nication over a network, more particularly to a segmen-
tation method used for transmission of large data pack-
ets.

Background:

[0002] Recentadvancesinhardware and communica-
tion technologies have introduced the era of mobile com-
puting over wired and wireless links. The proliferation of
powerful notebook computers and wireless communica-
tions promises to provide users with network access at
any time and in any location over the Internet. This con-
tinuous connectivity will allow users to be quickly notified
of changing events and provide them with the resources
necessary to respond to them even when in transit.
[0003] In mobile networks, such as that proposed by
Internet Engineering Task Force (IETF), a mobile host is
allowed to roam freely on the Internet while still maintain-
ing the same IP address. In such systems, data transfer
delay requirements are critical and transmissions must
support efficient transport. These requirements are even
more critical for real-time applications, such as voice or
video. The Internet community has a well-developed and
mature set of layered transport and network protocols,
which are quite successful in offering to end-users both
connection-oriented transport protocols, such as Trans-
port Control Protocol (TCP), and connectionless trans-
port protocols, such as User Datagram Protocol (UDP),
over connectionless network services, such as Internet
Protocol (IP). Many popular network applications have
been built directly on top of the TCP and UDP over the
past decade. These have helped these Internet services
and protocols to become widely-spread de facto stand-
ards.

[0004] Interconnection layer protocols and interfaces
there between are defined to provide specifications for
communication between a process or program being ex-
ecuted on one host computer’s operating system and
another process or program running on another compu-
ter. Transmission control protocol/internet protocol
(TCP/IP) are two protocols that are part of a protocol suite
or family of protocols layered and designed to connect
computer systems that use different operating systems
and network technologies.

[0005] FIG. 1(a) illustrates conceptual layers for
TCP/IP as well as the format of objects passed between
adjacent protocol layers. TCP/IP is a four layer protocol
suite (the hardware layer is not counted) which facilitates
interconnection on the same or different networks, and
in certain networks such as the Internet, is a requirement
for interoperability. TCP, which is a transport layer pro-
tocol, is used to access applications on other hosts, and
IP permits identification of source and destination ad-
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dresses for communication between hosts on the same
or different networks. The fundamental internetwork
service consists of a packet delivery system, and the in-
ternetwork protocol (IP) defines that delivery mechanism,
i.e., the basic unit of data transfer.

[0006] The basic data transfer unit is often called a
"datagram "as is well known in the art and is divided into
header and data areas, as shown in FIG. 1(b). The head-
er contains source and destination addresses and a type
field that identifies the contents of the datagram. For ex-
ample, a UDP header consists of a UDP source port and
UDP destination port. A UDP message length field indi-
cates the number of octets in a UDP datagram, and a
UDP check sum provides an optional checksum of UDP
and some parts of the IP header. The IP protocol only
specifies the header formatincluding the source and des-
tination IP addresses; it does not specify the format of
the data area.

[0007] The IP protocol also performs a routing function
by choosing a path over which data will be sent. Using
special procedure called routing protocols, routers ex-
change information among themselves and the hosts to
which they are connected. This allows them to build ta-
bles, called routing tables, which are used to select a
path for any given packet from a source to a destination.
Although there can be more than one router along the
path, each router makes only an individual forwarding
decision as to which is the next host or router, i.e., the
next network hop. This method is called hop-by-hop rout-
ing and is distinguished from end-to-end protocol that is
implemented at transport through application layers.
[0008] Forwarding decisions at each node are based
on fields within the IP header and based on entries in the
nodes’s IP routing table. FIG. 1(c) illustrates a standard
IP headerwhich consists of a number of predefinedfields.
Some of the fields in IP header remain constant through-
out the path between the source and destination. For
example, fields SOURCE IP ADDRESS and DESTINA-
TION IP ADDRESS, which, in IPv4, contain the thirty-
two bitIP addresses of the datagram sender and intended
recipient, remain unchanged throughout the path. As
each node makes its forwarding decision, other IP header
fields, may change according to a constant parameter,
for example, sequentially, or they may change in a more
unpredictable way.

[0009] In order to carry data that has real-time proper-
ties, a protocol known as Real-time Transport Protocol
(RTP) is defined for providing end-to-end delivery serv-
ices, such as interactive audio and video, with a growing
interest in using RTP as one step to achieve interopera-
bility among different implementations of network audio/
video applications. The delivery services include payload
type identification, sequence numbering, time stamping
and delivery monitoring. Although RTP may be used with
a number of suitable underlying network or transport pro-
tocols, such as TCP, applications typically run RTP on
top of UDP to make use of its multiplexing and checksum
services, with both RTP and UDP protocols contributing
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parts of the transport protocol functionality. For Internet
environment, of course, the underlying network service
or layer for such session and transport layers is the IP.

[0010] As stated above, over end-to-end connections,
each of the RTP, UDP. or IP has an overhead associated
with corresponding headers, with header overhead for
RTP, UDP, and IPv4 being 12 bytes, 8 bytes and 20
bytes, respectively, for a total of 40 bytes of combined
header overhead. Occasionally, this 40-byte combined
overhead is larger than the actual payload itself. Because
a large transmission bandwidth is required to accommo-
date such a large overhead, especially over low speed
lines, such as dial-up modems at 14.4 or 28.8 kb/s, a
header compression technique has been proposed as
an IETF Standard Protocol by Casener et al. titled "Com-
pressing IP/UDP/RTP Headers for Low-Speed Serial
Links," February 1999. This document is identified by
IETF as Request for Comment 2508 (hereinafter referred
to as RFC 2508) . Similar to TCP header compression,
the proposed IP/UDP/RTP header compression in RFC
2508 relies partly on the assumption that some of the
bytes in headers remain constant over the life of the con-
nection. Moreover, differential coding on changing head-
er fields is used to reduce their size and to eliminate the
changing fields entirely for common cases by calculating
the changes from a previous packet length, as indicated
by the underlying link-level protocol.

[0011] The header compression of RFC 2508 offers a
reduction in the combined compression of IP, UDP and
RTP headers to two bytes for packets when UDP check-
sums is not sent, or four bytes when UDP checksums is
sent. Although the proposed compression may be ap-
plied to the RTP header alone on an end-to-end basis,
the compression of the combination of IP, UDP and RTP
headers on a link-by-link basis is preferred because the
resulting header overhead is approximately the same
(2-4 bytes) in either case, and because compressing on
a link-by-link basis provides better performance due to
lower delay and loss rate.

[0012] The use of IP/JUDP/RTP compression over a
particular link is a function of the link-layer protocol, which
defines negotiation rules for reliable transfer of data pack-
ets between two nodes. One known link layer protocol is
the Point-to-Point Protocol (PPP) which provides a stand-
ard method for transporting multi-protocol datagrams
over point-to-point links. PPP is comprised of three main
components: a method for encapsulating multi-protocol
datagrams, a Link Control Protocol (LCP) for establish-
ing, configuring, and testing the data-link connection, and
a family of Network Control Protocols (NCPs) for estab-
lishing and configuring different network-layer protocols.
[0013] InanIETF proposed protocol identified as RFC
1990 by Sklower et al., titled "The PPP Multilink Protocol
(MP)." August 1996 (hereinafter referred to as RFC
1990), a multilink protocol is disclosed that based on an
LCP option negotiation permits a system to indicate to
its peer that it is capable of combining multiple physical
links into a "bundle. The system offering the option is
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capable of combining multiple independent links be-
tween a fixed pair of systems, providing a virtual link with
greater bandwidth than any of the constituent members.
[0014] More specifically, the multilink operation dis-
closed in RFC 1990 is modeled as a virtual PPP link-
layer entity wherein packets received over different phys-
ical link-layer entities are identified as belonging to a sep-
arate PPP network protocol, the Multi-link Protocol. The
packets are recombined and sequenced according to in-
formation present in a Multilink header. Under the Multi-
link Protocol of RFC 1990, the PPP multilink fragments
are encapsulated using a protocol identifier. Following
the protocol identifier is a two or four byte header con-
taining a sequence number, and two one bit fields indi-
cating that the fragment begins a packet or terminates a
packet. Using the Multilink header, the system can then
receive upper layer protocol data units (PDU) in a frag-
mented form, reassemble the fragments back into the
original PDU for processing. All packets received over
the links identified as belonging to the Multilink arrange-
ment are presented to the same network-layer protocol
processing unit, whether they have the Multilink headers
or not.

[0015] InIP networks, a packet size may become quiet
large. According to RFC 2508, a segmentation scheme
over the link layer may be used in conjunction with the
proposed header compression to allow small, real-time
packets to interrupt large, presumably non-real-time
packets in order to reduce delay, particularly for providing
interactive services, for example, audio services, where
minimizing the end-to-end delay is critical. Without giving
specific details. RFC 2508 propose segmentation to be
handled by a separate layer. However, RFC 2508 re-
quires the implementation of segmentation and compres-
sion to be performed in such a way that the compression
could be used by itself in situations where segmentation
is necessary. Under this arrangement, the compression
scheme of RFC 2508 is to be applied locally on the two
ends of a link independent of any other mechanisms,
except for the requirements that the link layer provides
packet type codes, a packet length indication, and error
detection. However, supporting segmentation by a sep-
arate network layer adds to the complexity and overhead
of the system.

[0016] Conventionally, when IP headers are not com-
pressed, the data packets are forwarded without being
reassembled at each node. However, when compressed
header format is used, the data packets need to be re-
assembled at each node in order to retrieve destination
information for correctly forwarding the data packets
along to the next node. In some IP networks that have a
limited physical link bandwidth, for example, those in a
cellular access network that use radio frequency chan-
nels, the per hop delay imposed by large packets could
become significant, if data packets are reassembled at
each node. If the number of nodes (i.e., hops or routers)
within the network is also large, the aggregated delay
caused by large packets may become significantly large
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as well. With limited physical link bandwidth, the large
per-node delay may significantly degrade offering real-
time audio and video services. Therefore, there exists a
need for a segmentation scheme that reduces per-node
delay due to large packets without adding undue com-
plexity and system overhead.

Summary Of the Invention:

[0017] The present invention, as defined by the inde-
pendent claims, reduces per-node delay by assembling
datagram segments at the destination, as opposed to at
each intervening node along the path from the source to
the destination. As such, each node quickly forwards a
received datagram segments without reassembly. Once
at the destination, the datagram segments are reassem-
bled, instead of being reassembled multiple times at the
intervening nodes.

[0018] Briefly, according to the invention, a data packet
is communicated between a source node and a destina-
tion node having a destination address by being seg-
mented into a plurality of datagram segments such that
each datagram segment has a corresponding header.
The datagram segments are forwarded through the in-
tervening nodes between the source and destination
nodes, based on unique segmentation context identifi-
cation (CID) values inserted at headers of each of the
datagram segments as the datagram segments are for-
warded through the intervening nodes. Under the present
invention, an inserted CID value at an intervening node
correlates the destination address with a corresponding
output port address, until the datagram segments are
received at the destination node. The datagram seg-
ments are then reassembled at the destination node,
without being reassembled at each intervening node.
Preferably, sequence information are inserted into the
headers of each datagram segment at the source node
to be reassembled at the destination node based on the
sequence information.

[0019] Accordingtoanotheraspect, adata packethav-
ing a header and an associated data portion is segment-
ed into a plurality of datagram segments which are trans-
ferred in accordance with a header compression and link
layer switching technique of the invention. Each data-
gram segment has a corresponding header and data por-
tion. The header has one of two formats: a full header
and a compressed header. Both header formats include
aunique CID value. In addition to CID value, the full head-
erformat also including atleast one IP address. The com-
pressed header may also include information corre-
sponding to header fields that change according to a con-
stant parameter or those that change unpredictably.
[0020] Under the present invention, the link layer
switching is based on the CID value. Instead of forward-
ing datagram segments based on the IP address, they
are forwarded based on the CID value. In this way, the
segmentation technique of the present invention allows
the datagram segments to be communicated over the
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nodes without being reassembled at each node. As stat-
ed above, the datagram segments are reassembled at
the destination node.

[0021] Accordingto some of the more detailed features
of the invention, when a datagram segment is received,
a determination is made as to whether the received head-
er has a full or compressed format. If it has a full format,
a routing table is analyzed to identify an outgoing port
that corresponds to the IP address received with the full
header. The identified outgoing port number and the in-
coming CID value are stored in a CID table. The received
datagram segmentis then forwarded on the outgoing port
with a compressed header that has an outgoing CID val-
ue that replaces the incoming CID value. If the received
header is compressed, its incoming CID value is ana-
lyzed based on the CID table. The corresponding data-
gram segment is forwarded on an output port that corre-
sponds to the incoming CID value. Before being forward-
ed, the incoming CID value in the compressed header is
replaced by an outgoing CID value corresponding to the
output port.

Brief Description of the Drawings

[0022]

FIGs. 1(a), 1(b), 1(c) are diagrams showing Internet
model layers, a datagram, and an IPv4 header, re-
spectively.

FIGs. 2(a) and 2(b) are block diagrams of mobile
supporting inter-networks systems incorporating the
segmentation method of the present invention.

FIG.3 is a diagram showing a compressed header
format used for establishing connections in the sys-
tems of FIGs. 2(a) and 2(b).

FIG. 4 is a diagram showing compressed segmen-
tation header format according to an exemplary em-
bodiment of the invention.

FIG. 5is adiagram of exemplary datagram segments
according to an exemplary embodiment of the inven-

tion.

Detailed Description of the Invention

[0023] ReferringtoFIGs.2(a)and 2(b)diagrams show-
ing mobility-supporting inter-networks that advanta-
geously incorporates a segmentation technique accord-
ing to the present invention. It should be noted that al-
though the instant specification is described with refer-
ence to mobility supporting inter-networks, the present
invention may be utilized in a wide variety of wide area
and local area networks (WANS and LANS) that support
wired and wireless connection based or connection-less
environments.
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[0024] As stated above, the Internet Engineering Task
Force (IETF) is currently developing Mobile-IP stand-
ards, which defines special entities called the Home
Agent (HA) and Foreign Agent (FA) which cooperate to
allow a Mobile Host (MH) to move without changing its
IP address. These standards include Mobile-IP versions
4 and 6. Although the present invention is described in
terms of the IP version 4, one skilled in the art would
appreciate the applicability of the invention to all other
versions that may be developed at the present time and
in the future, including IP version 6. The term mobility
agent is used to refer to a computer acting as either a
Home Agent, Foreign Agent, or both. A network is de-
scribed as having mobility support if it is equipped with
a mobility agent.

[0025] Each MHis associated with a unique home net-
work as indicated by its permanent IP address. Normal
IP routing always delivers packets meant for the MH to
this network. When a MH is away, a specially designated
computer on this network, its Home Agent, is responsible
for intercepting and forwarding its packets. The MH uses
a special registration protocol to keep its HA informed
about its current location. Whenever a MH moves from
its home network to a foreign network, or from one foreign
network to another, it chooses a Foreign Agent on the
new network and uses it to forward a registration mes-
sage to its HA.

[0026] After a successful registration, packets arriving
for the MH on its home network are encapsulated by its
HA and senttoits FA. Encapsulation refers to the process
of enclosing the original datagram as data inside another
datagram with a new IP header. This is similar to the post
office affixing a new address label over an older label
when forwarding mail for a recipient who has moved. The
source and destination address fields in the outer header
correspond to the HA and FA, respectively. This mech-
anism is also called tunneling since intermediate routers
remain oblivious of the original inner IP header. In the
absence of this encapsulation, intermediate routers will
simply return packets back to the home network. On re-
ceiving the encapsulated datagram, the FA strips off the
outer header and delivers the newly exposed datagram
to the appropriate visiting MH on its local network.
[0027] The inter-networks include two mobility sup-
porting networks, Network A and Network B, which are
equipped with mobility agents MA1 and MA2, respective-
ly. A mobile host, MH1, is also shown, whose home net-
work is Network A. FIG. 2(a) shows MH1 being connected
toits home networks Network A. Whenever MH1 is away,
MA1 acts as its home agent. As shown in FIG. 2(b), when
MH1 visits Network B, MA2 acts as its foreign agent. It
is worth pointing out that changes introduced by Mobile-
IP are independent of the communication mediumin use.
Even though FIGs 2(a) and 2(b) show mobility support
in a wired internetwork, the Mobile-IP works just as ef-
fectively in a wireless environment.

[0028] In the exemplary embodiment of the invention,
a datagram is communicated over a connection that is
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established using the RTP/UDP/IP protocol, over a suit-
able link layer protocol, such as PPP. However, connec-
tions supporting various others networking protocols,
such as TCP/IP, may also utilize the segmentation meth-
od of the present invention. Preferably, the present in-
vention uses a header compression technique in which
the header overhead reduction comes from the observa-
tion that although several fields change in every packet,
the difference from packet to packet is often constantand
therefore the second-order difference is zero. By main-
taining both the uncompressed header and the first-order
differences in a session state shared between a com-
pressor and a decompressor, all that must be communi-
cated is an indication that the second-order difference is
zero. In that case, the decompressor can reconstruct the
original header without any loss of information simply by
adding the first-order differences to the saved uncom-
pressed header as each compressed packet is received.
[0029] For multiple simultaneous connections, the
IP/UDP/RTP compression technique disclosed in RFC
2508 maintains a corresponding state for each of the
multiple session contexts. In RFC 2508, a session con-
text is defined by the combination of the IP source and
destination addresses, the UDP source and destination
ports, and the RTP SSRC field. The compressed packet
carries a small integer, called the session context iden-
tifier or CID, to indicate in which session context that
packet should be interpreted. The decompressor can use
the CID to index its table of stored session contexts di-
rectly. Under this arrangement, the compression protocol
maintains a collection of shared information in a consist-
ent state between the compressor and decompressor.
[0030] Therefore, there is a separate session context
for each IP/UDP/RTP packet stream, as defined by a
particular combination of the IP source and destination
addresses. UDP source and destination ports, and the
RTP SSRC field. Both uncompressed and compressed
packets carry the CID and a sequence number used to
detect packet loss between the compressor and decom-
pressor. Each context has its own separate sequence
number space so that a single packet loss need only
invalidate one context.

[0031] In orderto communicate packets in the various
uncompressed and compressed forms, the protocol of
RFC 2508 depends upon the link layer being able to pro-
vide an indication of various packet types in addition to
the normal IPv4 and IPv6 packet formats. These packet
formatsinclude afullheader and two compressed header
formats. The full header format communicates the un-
compressed IP header plus any following headers and
data to establish the uncompressed header state in the
decompressor for a particular context. When a full header
packet is received, the complete set of headers is stored
into the context indicated by the CID. The sequence
number is also stored in the context, thereby resynchro-
nizing the decompressor to the compressor. FIG. 3
shows the diagram of a compressed header format iden-
tified as COMPRESSED_UDP format, with dotted lines
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indicating fields that are conditionally present.

[0032] As stated before, some applications may re-
quire the use of a segmentation layer to support segmen-
tation of packets when large packets of data are commu-
nicated from one node to another. According to the stand-
ard proposed in RFC 2508, the CID byte may be shared
with the segmentation layer, if such sharing is feasible
and has been negotiated. Since the compressor may as-
sign CID values arbitrarily, the value can be set to match
a context identifier from the segmentation layer. As dis-
cussed above, the arrangement proposed by RFC 2508
may complicate the network without reducing the per-
hop delay when a large datagram is segmented. The
present invention specifically reduces per-node delay by
avoiding reassembly of datagram segments at each
node, until all of the datagram segments are received at
the destination node.

[0033] According to the segmentation method of the
present invention, segmentation is supported on a link-
by-link basis, without using a segmentation layer as pro-
posed by RFC 2508. Under the present invention, a da-
tagram is segmented into a plurality of datagram seg-
ments, with each datagram segments having a header
and a corresponding data portion. The headers includes
CID values that uniquely identify an IP header. By adding
the CID value, which identify the destination IP address,
to each header, each datagram segment can be forward-
ed on the link layer, without assembly at each hop, there-
by reducing per-node delay.

[0034] Since some links may deliver datagram seg-
ments out of sequence, a segmentation sequence coun-
ter is also added to the header, along with position infor-
mation indicating the position of a datagram segment
within the segmented datagram. For example, the seg-
mentation header may include flags that correspond to
the beginning and end of the datagram segments . More
specifically, in the preferred embodiment of the invention,
the synchronization rules of Multilink protocol set forth in
the RFC 1990 are modified to provide the headers for
the datagram segments. Therefore, in one embodiment,
the segmentation protocol of the invention uses a seg-
mentation CID value that indicates the beginning, the
end, and a segmentation sequence number. The se-
quence number serves to provides information for reas-
sembling the datagram segments of the same or different
data packets at the destination.

[0035] FIG. 4 shows a diagram of an exemplary seg-
mentation header format according to the invention. As
shown, the (B)eginning fragment bit is a one bit field set
to 1 for the first datagram segment and set to O for all
other datagram segments. As shown in FIG. 5, the (E)
nding, fragment bit is a one bit field set to 1 on the last
datagram segment and set to O for all other datagram
segments. A segmentation header may have both the
(B)eginning and (E)nding fragment bits set to 1, when a
full datagram is contained within a segmentation packet.
In an exemplary embodiment, the segmentation se-
quence field is a 12 bit number that is incremented for
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every datagram segment transmitted on each link be-
longing to the same segmented datagram. Between the
(E)nding fragment bit and the sequence number is a re-
served field, whose use is not currently defined, and is
set to zero.

[0036] A node transmits the datagram segments with
strictly increased segmentation sequence numbers,
modulo the size of the sequence number field. In this
way, a receiving node compares the sequence numbers,
each of which uniquely identify a datagram segment for
detecting lost segments. Under this segmentation proto-
col, a single reassembly structure is associated with the
segmented datagram at the destination node.

[0037] According to the invention, the link layer switch-
ing is based on the CID value. Instead of forwarding a
datagram or a datagram segment based on the |P-ad-
dress, the technique of the invention forwards them
based on the CID value. Each link-layer node (e.g. router)
contains a number of output ports. The link-layer node
stores routing tables that are associated with each one
of the output ports. In one exemplary embodiment, the
link layer switch contains two routing tables per port. A
routing table that maps IP addresses to outport numbers,
and a CID table that maps incoming segmentation CID
values to outport numbers and outgoing CID values that
are placed in the CID field of outgoing headers.

[0038] When a datagram or datagram segment ar-
rives, a determination is made as to whether its header
has a full format or a compressed format. If the header
has a full format, the specified IP address is analyzed for
determining its corresponding outgoing port. Once de-
termined, the outgoing port and the corresponding seg-
mentation CID value contained in the segmentation
header are stored in the CID table. If a compressed head-
er, having a format as shown in FIG. 4 is received, the
incoming CID segmentation value is analyzed using the
CID table to determine the corresponding outgoing port
and outgoing segmentation CID value. Thereafter, the
incoming CID value is replaced by the outgoing segmen-
tation CID value and the datagram segment is then for-
warded to the outgoing port.

[0039] Based on foregoing description, the method for
communicating a data packet through intervening nodes
between a source node and a destination node in ac-
cordance with the present invention divides the data
packet into datagram segments and forward them
through the intervening nodes, based on CID values in-
serted at a header of each of the datagram segments as
the datagram segments are forwarded through the inter-
vening nodes. The inserted CID value at an intervening
node correlates the destination address with a corre-
sponding output port address of the intervening node,
until the datagram segments are received at the desti-
nation node. Finally, the datagram segments are reas-
sembled at the destination node, without reassembly at
each intervening node, preferably based on correspond-
ing sequence information inserted at the headers of the
datagram segments at the source node, when the data
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packet was segmented.

[0040] From the forgoing description it may be appre-
ciated that the per-hop delay for transfer of datagram
segments is reduced by the above described header
compression based segmentation and link layer switch-
ing technique.

Claims

1. A method for communicating datagram segments
between at least two nodes using a link layer proto-
col, in a data communications system where a data
packetis segmented into a plurality of datagram seg-
ments such that each datagram segment has a cor-
responding segmentation header, the method com-
prising:

receiving a datagram segment;

determining whether a header of the received
datagram segment has a compressed header
or a full header;

if full, analyzing an IP address received with the
full header to identify a corresponding output
port number and indexing the identified output
port number with a segmentation CID value re-
ceived with the full header;

if compressed, analyzing an incoming segmen-
tation CID value received with a compressed
header to determine a corresponding output port
number and replacing the incoming CID value
by an outgoing CID value that corresponds to
the determined output port number; and
forwarding the datagram segment on an output
port that corresponds to the determined output
port number.

2. The method of claim 1 further including the step of
reassembling the datagram segments at a destina-
tion node based on a segmentation sequence
number.

3. A method in a data communications system where
a datagram having headers and an associated data
portion is communicated between at least two nodes
using a link layer protocol, the method comprising:

segmenting the datagram into a plurality of da-
tagram segments such that each datagram seg-
ment has a corresponding header and data por-
tion;

inserting a unique segmentation context identi-
fication, CID, value in the segmentation header;
forwarding the datagram segments with the
unique CID value from one node to another us-
ing the link layer protocol without reassembling
the datagram segments at an intervening node
between source and destination nodes; and
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4.

5.

10.

reassembling the datagram segments at the
destination node based on a segmentation se-
quence number.

The method of claim 3 further including:

forwarding the first datagram segment of the
segmented datagram using a full header that
includes a corresponding CID value and an IP
address; and

forwarding subsequent datagram segments us-
ing a compressed header.

The method of claim 3 further including:

receiving a datagram segment at a node;
determining whether the header of the received
datagram segment is full or compressed;

if full, indexing an incoming segmentation CID
value with an outgoing port that corresponds to
the IP address and forwarding the received da-
tagram segment on the outgoing port with a
compressed segmentation header that has a
unique outgoing CID value;

if compressed, forwarding the received data-
gram segment on an output port that corre-
sponds to an incoming CID value; and
replacing the incoming CID value with an out-
going CID value that corresponds to the output
port in the segmentation header.

The method of claim 3, wherein the segmentation
CID includes position information indicating the po-
sition of a datagram segment within the segmented
datagram.

The method of claim 6, wherein the segmentation
CID indicates whether a datagram segment is at the
beginning of the segmented datagram.

The method of claim 6, wherein the segmentation
CID indicates whether a datagram segment is at the
end of the segmented datagram.

The method of claim 6, wherein the segmentation
CID indicates that a datagram segment is not at the
beginning or the end of the segmented datagram.

A data communications system wherein a data pack-
et is segmented into a plurality of datagram seg-
ments such that each datagram segment has a cor-
responding segmentation header, comprising
means for communicating the datagram segments
between at least two nodes using a link layer proto-
col, comprising:

means for receiving a datagram segment;
means for determining whether a header of the
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received datagram has a compressed header
or a full header;

means for, if the header of the received data-
gram is a full header, analyzing an IP address
received with the full header to identify a corre-
sponding output port number and indexing the
identified output port number with a segmenta-
tion CID value received with the full header;
means for, if the header of the received data-
gram is a compressed header, analyzing an in-
coming segmentation CID value received with
a compressed header to determine a corre-
sponding output port number and replacing the
incoming CID value by an outgoing CID value
that corresponds to the determined output port
number; and

means for forwarding the datagram segment on
an output port that corresponds to the deter-
mined output port number.

11. A data communications system wherein a datagram

having headers and an associated data portion is
communicated between at least two nodes using a
link layer protocol, the system comprising:

means for segmenting the datagram into a plu-
rality of datagram segments such that each da-
tagram segment has a corresponding header
and data portion;

means for inserting a unique segmentation con-
text identification (CID) value in the segmenta-
tion header;

means for forwarding the datagram segments
with the unique CID value from one node to an-
other using the link layer protocol without reas-
sembling the datagram segments at an interven-
ing node between source and destination
nodes; and

means for reassembling the datagram seg-
ments at the destination node based on a seg-
mentation sequence number.

Patentanspriiche

1.

Verfahren zum Kommunizieren von Datagramm-
segmenten zwischen wenigstens zwei Knoten unter
Verwendung eines Verbindungsschichtprotokolls, in
einem Datenkommunikationssystem, wobei ein Da-
tenpaketin eine Vielzahl von Datagrammsegmenten
segmentiert wird, so dass jedes Datagrammseg-
ment einen entsprechenden Segmentationskopf
aufweist, wobei das Verfahren umfasst:

Empfangen eines Datagrammsegments;
Bestimmen, ob ein Kopf des empfangenen Da-
tagrammsegments einen komprimierten Kopf
oder einen vollstandigen Kopf aufweist;
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wenn komplett, Analysieren einer mit dem voll-
standigen Kopf empfangenen IP-Adresse, um
eine entsprechende Ausgangsportnummer zu
identifizieren und Indizieren der identifizierten
Ausgangsportnummer mit einem mit dem voll-
stéandigen Kopf empfangenen Segmentations-
CID-Wert;

wenn komprimiert, Analysieren eines mit einem
komprimierten Kopf empfangenen Eingangs-
Segmentations-CID-Werts, um eine entspre-
chende Ausgangsportnummer zu bestimmen,
und Ersetzen des Eingangs-CID-Wertes mit ei-
nem Ausgangs-CID-Wert, der der bestimmten
Ausgangsportnummer entspricht; und
Weiterleiten des Datagrammsegments an einen
Ausgangsport, der der bestimmten Ausgangs-
portnummer entspricht.

Verfahren nach Anspruch 1, weiterhin beinhaltend
den Schritt: Wiederzusammensetzen des Daten-
segments beim ziel basierend auf einer Segmenta-
tionsfolgenummer.

Ein Verfahren in einem Datenkommunikationssy-
stem, wobei ein Datagramm mit K&pfen und einem
assoziierten Datenteil zwischen wenigstens zwei
Knoten unter Verwendung eines Verbindungs-
schichtprotokolls kommuniziert wird, wobei das Ver-
fahren umfasst:

Segmentieren des Datagramms in eine Vielzahl
von Datagrammsegmenten, so dass jedes Da-
tagrammsegment einen entsprechenden Kopf
und Datenteil aufweist;

Einfligen eines eindeutigen Segmentationskon-
text-ldentifikations-, CID, Wertes in den Seg-
mentationskopf;

Weiterleiten der Datagrammsegmente mit dem
eindeutigen CID-Wert von einem Knoten an ei-
nen anderen unter Verwendung des Verbin-
dungsschichtprotokolls ohne wiederzusam-
mensetzen der Datensegmente an einem zwi-
schenknoten zwischen Quell- und zielknoten;
und

Wiederzusammensetzen der Datagrammseg-
mente an dem Zielknoten basierend auf einer
Segmentationsfolgenummer.

4. Das Verfahren nach Anspruch 3, weiterhin beinhal-

tend:

Weiterleiten des ersten Datagrammsegments
des segmentierten Datagramms unter Verwen-
dung eines vollstandigen Kopfs, der einen ent-
sprechenden CID-Wertund eine IP-Adresse be-
inhaltet; und

Weiterleiten nachfolgender Datagrammseg-
mente unter Verwendung eines komprimierten
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Kopfs.

Das Verfahren nach Anspruch 3, weiterhin beinhal-
tend:

Empfangen eines Datagrammsegments an ei-
nen Knoten;

Bestimmen, ob der Kopf des empfangenen Da-
tagrammsegments vollstdndig oder komprimiert
ist;

wenn vollstédndig, Indizieren eines Eingangs-
Segmentations-CID-Wertes mit einem Aus-
gangsport, der der |IP-Adresse entspricht, und
Weiterleiten des empfangenen Datagrammseg-
mentes an den Ausgangsport mit einem kom-
primierten Segmentationskopf, das einen ein-
deutigen Ausgangs-CID-Wert aufweist;

wenn komprimiert, Weiterleiten des empfange-
nen Datagrammsegmentes an einen Aus-
gangsport, der einem Eingangs-CID-Wert ent-
spricht; und

Ersetzen des Eingangs-CID-Wertes mit einem
Ausgangs-CID-Wert, der dem Ausgangsport in
dem Segmentationskopf entspricht.

Das Verfahren nach Anspruch 3, wobei die Segmen-
tations-CID Positionsinformation beinhaltet, die die
Position eines Datagrammsegments innerhalb des
segmentierten Datagramms anzeigt.

Das Verfahren nach Anspruch 6, wobei die Segmen-
tations-CID anzeigt, ob ein Datagrammsegment sich
am Beginn des segmentierten Datagramms befin-
det.

Das verfahren nach Anspruch 6, wobei die Segmen-
tations-CID anzeigt, ob ein Datagrammsegment sich
am Ende des segmentierten Datagramms befindet.

Das verfahren nach Anspruch 6, wobei die Segmen-
tations-CID anzeigt, dass ein Datagrammsegment
sich nicht am Beginn oder am Ende des segmentier-
ten Datagramms befindet.

Ein Daten-Kommunikationssystem, worin ein Da-
tenpaketin eine Vielzahl von Datagrammsegmenten
segmentiert wird, so dass jedes Datagrammseg-
ment einen entsprechenden Segmentationskopf
aufweist, umfassend Mittel zum Kommunizieren der
Datagrammsegmente zwischen wenigstens zwei
Knoten unter Verwendung eines Verbindungs-
schichtprotokolls, umfassend:

Mittel zum Empfangen eines Datagrammseg-
ments;

Mittel zum Bestimmen, ob ein Kopf des empfan-
genen Datagramms einen komprimierten Kopf
oder einen vollstandigen Kopf aufweist;
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Mittel zum, wenn der Kopf des empfangenen
Datagramms ein vollstandiger Kopf ist, Analy-
sieren einer mit dem vollstandigen Kopf emp-
fangenen IP-Adresse, um eine entsprechende
Ausgangsportnummer zu identifizieren, und
Indizieren der identifizierten Ausgangsportnum-
mer mit einem mit dem vollstdndigen Kopf emp-
fangenen Segmentations-CID-Wert;

Mittel zum, wenn der Kopf des empfangenen Da-
tagramms ein komprimierter Kopf ist, Analysie-
ren eines mit einem komprimieren Kopf empfan-
genen Eingangs-Segmentations-CID-Werts, um
eine entsprechende Ausgangsportnummer zu
bestimmen, und Ersetzen des Eingangs-CID-
Wertes mit einem Ausgangs-CID-Wert, der der
bestimmten Ausgangsporthummer entspricht;
und Mittel zum Weiterleiten des Datagrammseg-
ments an einen Ausgangsport, der der bestimm-
ten Ausgangsportnummer entspricht.

11. Ein Datenkommunikationssystem, worin ein Data-

gramm mit Képfen und einem assoziierten Datenteil
zwischen wenigstens zwei Knoten unter Verwen-
dung eines Verbindungsschichtprotokolls kommuni-
ziert wird, wobei das System umfasst:

Mittel zum Segmentieren des Datagramms in
eine Vielzahl von Datagrammsegmenten, so
dass jedes Datagrammsegment einen entspre-
chenden Kopf und Datenteil aufweist;

Mittel zum Einfligen eines eindeutigen Segmen-
tationskontext-ldentifikations-(CID)-Wertes in
dem Segmentationskopf;

Mittel zum Weiterleiten der Datagrammseg-
mente mitdem eindeutigen CID-Wert von einem
Knoten an einen anderen unter Verwendung
des Verbindungsschichtprotokolls ohne Wie-
derzusammensetzen der Datagrammsegmente
an einem Zwischenknoten zwischen Quell- und
Zielknoten; und

Mittel zum Wiederzusammensetzen der Data-
grammsegmente an dem Zielknoten basierend
auf einer Segmentationsfolgenummer.

Revendications

Procédé pour communiquer des segments de data-
gramme entre au moins deux noeuds en utilisant un
protocole de couche de liaison, dans un systéme de
communication de données ou un paquet de don-
nées est segmenté en une pluralité de segments de
datagramme de sorte que chaque segment de da-
tagramme a un en-téte de segmentation correspon-
dant, le procédé comprenant :

la réception d’'un segment de datagramme ;
la détermination si un en-téte du segment de
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datagramme recgu est un en-téte comprimé ou
un en-téte plein ;

si plein, 'analyse d’une adresse IP regue avec
I'en-téte plein pour identifier un numéro de port
de sortie correspondant et I'indexation du nu-
méro de port de sortie identifié avec une valeur
CID de segmentation regue avecI'en-téte plein ;
si comprimé, I'analyse d'une valeur CID de seg-
mentation entrante regue avec un en-téte com-
primé pour déterminer un numéro de port de sor-
tie correspondant et le remplacement de la va-
leur CID entrante par une valeur CID sortante
qui correspond au numéro de port de sortie
déterminé ; et

le réacheminement du segment de datagramme
sur un port de sortie qui correspond au numéro
de port de sortie déterminé.

Procédé selon la revendication 1, incluant en outre
I'étape de réassemblage des segments de data-
gramme au niveau d’un noeud de destination en se
basant sur un numéro de séquence de segmenta-
tion.

Procédé dans un systéme de communication de
données ou un datagramme ayant des en-tétes et
une partie de données associée est communiqué
entre au moins deux noeuds en utilisant un protocole
de couche de liaison, le procédé comprenant :

la segmentation du datagramme en une pluralité
de segments de datagramme de sorte que cha-
que segment de datagramme a un en-téte cor-
respondant et une partie de données ;
l'insertion d’une valeur d’identification de con-
texte de segmentation unique, CID, dans I'en-
téte de segmentation ;

le réacheminement des segments de datagram-
me avec la valeur CID unique d’un noeud a un
autre en utilisant le protocole de couche de
liaison sans réassembler les segments de da-
tagramme au niveau d’'un noeud intercalaire en-
tre des noeuds de destination et de source ; et
le réassemblage des segments de datagramme
au niveau du noeud de destination en se basant
sur un numéro de séquence de segmentation.

4. Procédé selon la revendication 3, incluant en outre:

le réacheminement du premier segment de da-
tagramme du datagramme segmenté en utili-
sant un en-téte plein qui inclut une valeur CID
correspondante et une adresse IP ; et

le réacheminement de segments de datagram-
me suivants en utilisant un en-téte comprimé.

5. Procédé selon la revendication 3, incluant en outre :
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10

10.

la réception d’'un segment de datagramme au
niveau d’un noeud ;

la détermination si I'en-téte du segment de da-
tagramme regu est plein ou comprimé ;

si plein, I'indexation d’'une valeur CID de seg-
mentation entrante avec un port sortant qui cor-
respond a I'adresse IP et le réacheminement du
segment de datagramme regu sur le port sortant
avec un en-téte de segmentation comprimé qui
a une valeur CID sortante unique ;
sicomprimé, le réacheminement du segmentde
datagramme regu sur un port de sortie qui cor-
respond a une valeur CID entrante ; et

le remplacement de la valeur CID entrante avec
une valeur CID sortante qui correspond au port
de sortie dans I'en-téte de segmentation.

Procédé selon la revendication 3, dans lequel la CID
de segmentation inclut des informations de position
indiquant la position d’'un segment de datagramme
a lintérieur du datagramme segmenté.

Procédé selon la revendication 6, dans lequel la CID
de segmentation indique si un segment de data-
gramme est au début du datagramme segmenté.

Procédé selon la revendication 6, dans lequel la CID
de segmentation indique si un segment de data-
gramme est a la fin du datagramme segmenté.

Procédé selon la revendication 6, dans lequel la CID
de segmentation indique qu’'un segment de data-
gramme n’est pas au début ou a la fin du datagram-
me segmenté.

Systéme de communication de données dans lequel
un paquet de données est segmenté en une pluralité
de segments de datagramme de sorte que chaque
segment de datagramme a un en-téte de segmen-
tation correspondant, comprenant un moyen pour
communiquer les segments de datagramme entre
au moins deux noeuds en utilisant un protocole de
couche de liaison, comprenant :

un moyen pour recevoir un segment de
datagramme ;

un moyen pour déterminer si un en-téte du da-
tagramme regu a un en-téte comprimé ou un en-
téte plein ;

un moyen pour, si 'en-téte du datagramme regu
est un en-téte plein, analyser une adresse IP
regue avec I'en-téte plein pour identifier un nu-
méro de port de sortie correspondant et indexer
le numéro de port de sortie identifié avec une
valeur CID de segmentation recue avec I'en-téte
plein ;

un moyen pour, si 'en-téte du datagramme regu
est un en-téte comprimé, analyser une valeur
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CID de segmentation entrante regue avec un
en-téte comprimé pour déterminer un numéro
de port de sortie correspondant et remplacer la
valeur CID entrante par une valeur CID sortante
qui correspond au numéro de port de sortie
déterminé ; et

un moyen pour réacheminer le segment de da-
tagranme sur un port de sortie qui correspond
au numéro de port de sortie déterminé.

11. Systéme de communication de données dans lequel
un datagramme ayant des en-tétes et une partie de
données associée est communiqué entre au moins
deux noeuds en utilisant un protocole de couche de
liaison, le systeme comprenant :

un moyen pour segmenter le datagramme en une
pluralité de segments de datagramme de sorte
que chaque segment de datagramme a un en-
téte correspondant et une partie de données ;
un moyen pour insérer une valeur d’identifica-
tion de contexte de segmentation unique (CID)
dans I'en-téte de segmentation ;

un moyen pour réacheminer les segments de
datagramme avec la valeur CID unique d’'un
noeud a un autre en utilisantle protocole de cou-
che de liaison sans réassembler les segments
de datagramme au niveau d’un noeud interca-
laire entre des noeuds de destination et de
source ; et

un moyen pour réassembler les segments de
datagramme au niveau du noeud de destination
en se basant sur un numéro de séquence de
segmentation.
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