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(54) Ethernet device and method for extending ethernet fifo buffer

(57) A method and ethernet device is disclosed and
includes an extended FIFO buffer. The link partner with-
in the ethernet system is in communication with data ter-
minal equipment (DTE). The speed of the link partner

determined using a first packet received within the FIFO
buffer. Subsequent FIFO buffer reading is optimized
based on the determined speed of the link partner, thus
for enhancing the inter-packet gap space usage.
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Description

[0001] This invention relates to the field of ethernet
systems, and more particularly, this invention relates to
extended FIFO buffers used in ethernet systems and
devices.
[0002] Ethernet local area network (LAN) systems are
becoming increasingly popular because the open stand-
ards associated with ethernet systems make this net-
work available to almost everyone having a desire for
networked computer systems. An ethernet interface can
normally operate at 10 megabits per second (Mbps),
and at fast ethernet speeds the interface operates at 100
Mbps, making it suitable for a wide variety of applica-
tions. Different computers can be linked with vendor-
neutral network technology. The ethernet standard is
formalized as IEEE 802.3 Carrier Sense Multiple Ac-
cess with Collision Detection (CSMA/CD) access meth-
od of the physical layer specifications developed by the
Institute of Electrical and Electronic Engineers, and
adopted by the International Organization for Standard-
ization (ISO). The ethernet system includes a physical
medium to carry the ethernet packet signals between
computers, a set of medium access control rules em-
bedded in each ethernet interface, and an ethernet
frame or packet that is a standardized set of bits to carry
data over the system.
[0003] An ethernet system includes a number of Data
Terminal Equipment (DTE), typically computers, which
are connected in the network. Each Data Terminal
Equipment includes a port having a physical layer and
a Media Access Control (MAC) typically connected by
an n-pin connector (e.g., a 40-pin connector), via a me-
dia independent interface (MII), to a physical layer de-
vice (PHY), such as a transceiver, as known to those
skilled in the art. This ethernet device includes a First-
In, First-Out (FIFO) buffer that is also operable with a
Medium Dependent Interface (MDI), such as a twisted-
pair connector or fiberoptic connector. A typical connec-
tor includes an RJ-45 connector connected to the phys-
ical medium that carries the ethernet signals. Other op-
tical connectors can also be used, depending on the de-
sign.
[0004] As known to those skilled in the art, an inter-
packet gap (IPG) space is required as the FIFO buffer
receives and empties data from packets. A physically-
large FIFO buffer cannot he used in ethernet applica-
tions because a larger FIFO buffer violates the smallest
possible inter-packet gap (IPG) space as the buffer re-
ceives the packets. The FIFO buffers are necessary
when used with a media independent interface (MII), in-
cluding a serial mode independent interface (SMII) and
reduced media independent interface (RMII). The
standard system clock is driven from the media access
control (MAC), which implements two clock domains.
Thus, data is buffered through the FIFO buffer. Because
the time separation between clock domains is small, the
FIFO buffers used in the ethernet systems are not large

and can be about 64 bits.
[0005] In prior art devices, the FIFO buffer was always
receiving data until it was half-full and configured to work
with a half-full pointer. Thus, a good portion of the FIFO
buffer remained unused and the inter-packet gap (IGP)
space size was not efficiently configured.
[0006] The present invention advantageously ex-
tends the ethernet FIFO buffer such that it can be oper-
ated in an extended mode where it appears to be larger
while avoiding the limitations that are associated with
larger FIFO designs used in typical ethernet applica-
tions. A large FIFO buffer has greater tolerance for han-
dling link partner and local device frequency variances
without violating the smallest possible inter-packet gap
space. Thus, the present invention provides an advan-
tageous improvement over standard, prior art ethernet
FIFO buffers that waited until the FIFO buffer was half
full until it began to empty out. In the past previous prior
art systems, this was required because it was unknown
whether the link partner was faster or slower. In the ex-
tended mode operation of the present invention, the
FIFO buffer uses the first packet transfer to determine
the speed of a link partner and dynamically reconfigures
itself to optimize read controls based on the speed of
the link partner. For example, if the link partner is oper-
ating faster, then subsequent FIFO buffer reading could
begin, as an example, after only the first nibble, i.e., 4
bits, have been written. Thus, the FIFO buffer can use
much of its full size to buffer data and increase the ability
of physically smaller FIFO buffers to obtain greater tol-
erance ratings and enhance the inter-packet gap space
usage.
[0007] In accordance with the present invention, the
method extends the ethernet FIFO buffer in a physical
layer device of an ethernet system having data terminal
equipment (DTE) and a media access control (MAC)
and connected by a media independent interface (MII)
to the physical layer device. The speed of a link partner
in communication with data terminal equipment (DTE)
is determined, using a first packet received within the
FIFO buffer. Subsequent reading of the FIFO buffer is
optimized based on the determined speed of the link
partner, thus enhancing the inter-packet gap space us-
age.
[0008] In one aspect of the present invention, the step
of optimizing any subsequent reading of the FIFO buffer
comprises the step of reconfiguring a half-full pointer
used with the FIFO buffer. Any reading of the FIFO buffer
can occur at the next succeeding packet received after
the first packet. The FIFO buffer can be read after only
a first nibble of 4 bits has been written therein when the
link partner has been determined to be running faster.
[0009] In yet another aspect of the present invention,
the media independent interface (MII) comprises one of
a serial media independent interface (SMII) or reduced
media independent interface (RMII). Toggle bits associ-
ated with the packets and media independent interface
data can be used as control bits to identify whether the
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slots within the FIFO buffer are valid. For example, a
control bit can be used to identify an incoming packet
as a valid packet. In this type of ethernet application, the
media access control (MAC) is operated with a refer-
ence clock, and media independent interface (MII) is op-
erated with a recovered clock. An n-pin connector, such
as a 40-pin or other connector, could connect the media
independent interface (MII) to the media access control
(MAC) as is known to those skilled in the art.
[0010] In yet another aspect of the present invention,
the FIFO buffer is filled to a half-full position with the first
packet received within the FIFO buffer. This can occur
by evaluating toggle bits of a first packet received within
the FIFO buffer. The number of slots that remain to be
read before the FIFO buffer is empty can be determined.
This allows the speed of the link partner in communica-
tion therewith to be determined. Based upon the deter-
mined speed of this link partner, in one aspect of the
present invention, the half-full point is reconfigured for
optimizing subsequent reading of the FIFO buffer.
[0011] In yet another aspect of the present invention,
an ethernet device includes a physical layer device hav-
ing a FIFO buffer and media independent interface (MII)
connection to a media access control (MAC). A FIFO
read/write mechanism reads and writes data to the FIFO
buffer, such that the FIFO buffer is read based upon the
determined speed of the link partner in communication
therewith, thus enhancing inter packet gap space us-
age. In one aspect, the FIFO buffer is read at the begin-
ning of a received packet when the link partner speed
is determined to be faster. The FIFO buffer also includes
a half-full pointer that is reconfigured based on the de-
termined speed of a link partner for enhanced inter-
packet gap space usage.
[0012] Other objects, features and advantages of the
present invention will become apparent from the de-
tailed description of the invention which follows, when
considered in light of the accompanying drawings in
which:

FIG. 1 is a block diagram of a portion of an ethernet
system showing the port of a data terminal equip-
ment (DTE) and an ethernet interface having a
physical layer device (PHY) such as a transceiver,
and also showing a media independent interface
(MII) and associated components.
FIG. 2 is a high level flow chart showing an example
of the method of the present invention.
FIG. 3 is a fragmentary, "start read" diagram for an
extended serial media independent interface (SMII)
FIFO, as a non-limiting example.
FIG. 4 is a timing diagram illustrating how one ex-
ample of an extended FIFO buffer control mecha-
nism works.

[0013] The present invention will now be described
more fully hereinafter with reference to the accompany-
ing drawings, in which preferred embodiments of the in-

vention are shown. This invention may, however, be em-
bodied in many different forms and should not be con-
strued as limited to the embodiments set forth herein.
Rather, these embodiments are provided so that this
disclosure will be thorough and complete, and will fully
convey the scope of the invention to those skilled in the
art. Like numbers refer to like elements throughout.
[0014] The present invention advantageously ex-
tends the ethernet FIFO buffer such as used in a phys-
ical layer device (PHY) of an ethernet system having da-
ta terminal equipment (DTE) and a media access control
(MAC) and connected by a media independent interface
(MII) to the physical layer device. The present invention
enhances the inter-packet gap space usage. The speed
of the link partner in communication with the data termi-
nal equipment (DTE) is determined using a first packet
received within the FIFO buffer. Based upon this speed
determination, an optimized reading of the FIFO buffer
is implemented, allowing enhanced inter-packet gap
space usage.
[0015] FIG. 1 illustrates at 10 a high level block dia-
gram of an ethernet system, showing physical device
hardware in block format as data terminal equipment
(DTE) 12 (shown in dashed lines), such as a personal
computer, which is connected to the ethernet system via
an ethernet interface 14. The data terminal equipment
12 includes a port 16 (shown in dashed lines) having a
physical layer 18 and media access control (MAC) 20,
as known to those skilled in the art. A buffer 22 can be
connected to the MAC as part of the terminal equipment
as known to those skilled in the art.
[0016] A media independent interface 24 forms a type
of data bus between associated ethernet components.
It could be connected to the data terminal equipment
(DTE) 12 by different connector devices, including an n-
pin connector 26 (shown by dotted lines), e.g., a 40-pin
connector, as used by many skilled in the art. The media
independent interface (MII) is connected to the ethernet
interface, which includes a physical layer device (PHY)
28 such as normally part of a transceiver as known to
those skilled in the art, and having a transmit and receive
First-In, First-Out (FIFO) buffer 30, including a Transmit
FIFO 30a and Receive FIFO 30b. A read/write control
circuit 36 provides control over the reading and writing
of data into and out from the FIFO buffer 30. This phys-
ical layer device 28 is operable with a medium depend-
ent interface (MDI) 32, which could be formed as a twist-
ed-pair connector, fiberoptic connector, or other connec-
tor, as known to those skilled in the art. One connector
example used by many skilled in the art is an RJ-45 con-
nector used as a medium dependent interface. The
physical medium 34 carries the ethernet data and is op-
erable with the medium dependent interface 32. The
medium independent interface (MMI), on the other
hand, could be a serial media independent interface
(SMII) or a reduced media independent interface (RMII).
[0017] The medium independent interface (MII) 24 in-
cludes the electronics that provide a means to link the
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ethernet media access control functions in a network de-
vice with the physical layer device (PHY), to transmit
ethernet packet signals onto the network physical me-
dium. The medium independent interface 24 can option-
ally support both 10-Mbps and 100-Mbps operation.
Signaling differences are transparent because of the de-
sign of the medium independent interface 24. Line sig-
nals are translated into digital signals that are transmit-
ted to ethernet chips used in various ethernet network
devices.
[0018] As known to those skilled in the art, the serial
media independent interface (SMII) and reduced inde-
pendent interface (RMII) are both reduced interfaces
from the standard media independent interface. There
are many FIFO buffer devices that support media inde-
pendent interfaces. At this time, a fewer number of de-
vices support the reduced media independent interfac-
es, while the serial media independent interface is rela-
tively new. The reduced media independent interface
and serial media independent interface are advanta-
geous because they achieve a reduced number of con-
nector pins by increasing the clock frequency.
[0019] It is known that these interfaces are operable
on a standard system clock driven from the media ac-
cess control (MAC) 20. For example, in the reduced me-
dia independent interface (RMII), the clock speed can
be doubled. In a serial media independent interface
(SMII), the clock speed can be quadrupled, and this al-
lows time slicing of the media independent interface da-
ta that enter an ethernet network device. In one exam-
ple, the reduced media independent interface has half
the system speed, while in another example, a serial
media independent interface has one fifth the clock
speed. Data is time sliced out from, for example, four
pins onto two pins, or even one pin in some examples,
reducing the number of pins.
[0020] As the interface is implemented and reduced,
two clock domains are introduced, as known to those
skilled in the art. The media independent interface (MII)
can operate on a recovered 20 megahertz clock, as a
non-limiting example. It is recovered from the data
stream from the link partner in communication therewith.
A network device can bridge data over to a reduced me-
dia interface protocol that is on a standard reference
clock from the media access control (MAC), while run-
ning at a faster frequency. Thus, there are two clocks
that are not synchronized. Although the media inde-
pendent interface is supposed to be at about 25 mega-
hertz in one example, it is probably slightly slower or
slightly faster, and as a result, it is not possible to per-
form a straight latching up and transmission over to the
device. Thus, the data has to be buffered through a FIFO
buffer.
[0021] It has been conventional in a FIFO buffer in this
type of system to allow the FIFO buffer to become half-
full. It is at this point in time that the device begins read-
ing from the FIFO buffer through means of an appropri-
ate FIFO read/write control circuit. In this example, the

entire portion of the packet is not buffered to the FIFO
buffer. There is a minimal amount of clock timing differ-
ence between the two clock domains. It is evident, then,
that the FIFO buffer only has to be large enough to buffer
the amount of variation between the clocks. As a result,
because the variation is small, the FIFO buffers can typ-
ically be about 64 bits, as a non-limiting example.
[0022] As noted before, prior art FIFO buffers are nor-
mally allowed to become half-full before the network eth-
ernet devices begin reading the FIFO buffer. In the prior
art devices, a FIFO read/write control circuit does not
know if the link partner in communication therewith is
running either a little faster or a little slower. By allowing
the FIFO buffer to become half full, it is possible to fill it
up more, or it can become less full by the time the end
of packet (EOP) is reached. Thus, the full size of the
FIFO buffer is not used and only half the FIFO buffer is
realistically used.
[0023] The present invention extends the FIFO buffer
30 operating in an extended mode. The FIFO buffer 30
appears larger, while avoiding the limitations of any larg-
er FIFO buffer designs. The larger FIFO buffer 30 has
a greater tolerance for handling the link partner and local
device frequency variances. A physically large FIFO
buffer, however, cannot be used in ethernet applications
because it will violate the smallest possible inter-packet
gap (IPG) space as it buffers the received packets. In
the present invention, a software register can be set to
0 x 10 bit, as a non-limiting example, to enable this mode
of operation to be valid for both serial media independ-
ent interface or reduced media independent interface
modes of operation.
[0024] At the outset, the FIFO buffer 30 uses the first
packet transfer to determine a link partner speed. It then
dynamically reconfigures itself to optimize the control
over reading the FIFO buffer 36 as based upon the link
partner speed. For example, if the link partner is deter-
mined to be running faster, then FIFO buffer reading
would begin after the first data nibble, i.e., the 4 bits has
been written, as a non-limiting example. Thus, the FIFO
buffer uses nearly the full buffer size to buffer the data
and dramatically increase the ability of a physically
smaller FIFO buffer to obtain greater tolerance ratings.
[0025] As shown in the simplified flow chart of FIG. 2,
a method of the present invention is operable and re-
ceives a first packet within the FIFO buffer 22 (block
100), and based on that first packet determines the
speed of the link partner in communication therewith
(Block 102). It is only after determining the speed of the
link partner using this first packet, that the FIFO buffer
is reconfigured (Block 104). It is evident that the FIFO
buffer 22 starts off in the initial mode where the buffer is
half filled with the first packet. The FIFO buffer then dy-
namically reconfigures itself. For example, if the link
partner is determined to be faster, then the FIFO read/
write control circuit 36 can begin reading the FIFO buffer
when the second or subsequent packet initially arrives,
such as after the first nibble of 4 bits has been written
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therein.
[0026] This optimization of the subsequent read op-
eration of the FIFO buffer can occur, for example, by
reconfiguring a half-full pointer used with the FIFO buff-
er, by techniques known to those skilled in the art. It is
well known that the size of the FIFO buffer determines
how large an inter-packet gap space can be handled at
the ethernet interface. This is valid because at the end-
of-packet (EOP), no matter how full the FIFO buffer is,
there are many cycles that are required to empty out the
FIFO buffer and prepare it for the next packet. Thus, the
FIFO buffer is emptying out data into this inter-packet
gap space within the ethernet environment between the
frames (i.e., between the packets.) Thus, if there is a
smaller FIFO buffer, it will empty out fewer bytes and as
a result, it can empty out in a smaller inter-packet gap
space to handle a more congested environment. Thus,
more information can be placed on the ethernet envi-
ronment even when there is greater traffic.
[0027] FIG. 3 illustrates an extended serial medial in-
dependent interface FIFO "start read" diagram where
the link partner has been found to be faster. This frag-
mentary diagram gives an example of two clock do-
mains, such as the SCLK domain, i.e., the Synchronous
with Clock Domain, which corresponds to the system
clock (or reference clock) with the media access control
20. The RXC domain is the recovered clock domain that
is associated with the media independent interface (MII)
clock. The diagram illustrates how the FIFO buffer 30
can reconfigure itself after it has detected that the link
partner is either slow or fast.
[0028] The read and write toggle (wr_tggl_in;
rd_tggl_in) is specific to one type of design, as a non-
limiting example, and illustrates how toggle bits are used
as control bits to identify each slot as being valid or not.
The continuous stream of small frames or slots can be
available for use by various devices and nodes in which
access to a transmission medium may be organized.
Typically, slots are known as a few tens or hundreds of
bits long and can be marked full or empty. The device
can receive an empty slot and fill it with data, set source
and destination addresses, and mark it full. The elastic-
ity buffer is also illustrated as part of the read and write
with a write and read pointer. A horizontal line beginning
with WO and ending with R2 illustrates the address com-
ponents, including Write (W), Buffer (B) and Read (R),
as known to those skilled in the art.
[0029] FIG. 4 illustrates a timing diagram showing on
the top horizontal line the Synchronous with Clock Do-
main (SCLK) followed vertically down by the various tim-
ing lines extending horizontally across, including the
second line for the rx-dv (valid), which is basically the
control bit that identifies an incoming packet as being a
valid packet.
[0030] Lines 3 and 4 illustrate the write and read tog-
gle buffer (wr_tggl_buff; rd_tggle_buff). Line 5 is the fast
rxd that is the control signal indicating that the link part-
ner has been detected as faster in this particular exam-

ple. A half full pointer (half_full_ptr [3:0]) is then illustrat-
ed.
[0031] It is evident that the present invention now al-
lows the FIFO buffer in a physical layer device of an eth-
ernet system having data terminal equipment (DTE) and
a media access control (MAC) to be expanded when op-
erable with a media independent interface (MII) to the
physical layer device. In one aspect, the speed of the
link partner is determined and subsequent reading of the
FIFO buffer is optimized based on the determined speed
of the link partner for enhancing the inter-packet gap
space which can occur by reconfiguring a half-full point-
er used the FIFO buffer.
[0032] Many modifications and other embodiments of
the invention will come to the mind of one skilled in the
art having the benefit of the teachings presented in the
foregoing descriptions and the associated drawings.
Therefore, it is to be understood that the invention is not
to be limited to the specific embodiments disclosed, and
that the modifications and embodiments are intended to
be included within the scope of the dependent claims.

Claims

1. A method of extending the FIFO buffer in a physical
layer device of an Ethernet system having data ter-
minal equipment (DTE) and a media access control
(MAC) and connected by a media independent in-
terface (MII) to the physical layer device comprising
the steps of:

determining the speed of a link partner within
the Ethernet system in communication with da-
ta terminal equipment (DTE) using a first packet
received within the FIFO buffer; and
optimizing subsequent reading of the FIFO
buffer based on the determined speed of the
link partner for enhancing the inter-packet gap
space usage.

2. A method of extending the FIFO buffer in a physical
layer device of an Ethernet system having data ter-
minal equipment (DTE) and a media access control
(MAC) and connected by a media independent in-
terface (MII) to the physical layer device comprising
the steps of:

determining the speed of a link partner within
the Ethernet system in communication with da-
ta terminal equipment (DTE) after filling the
FIFO buffer to a half-full position with a first
packet received within the FIFO buffer; and
optimizing subsequent reading of the FIFO
buffer based on the determined speed of the
link partner for enhancing the inter-packet gap
space usage.
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3. A method according to Claim 1 or 2 wherein the step
of optimizing subsequent reading of the FIFO buffer
comprises the step of reconfiguring a half-full point-
er used with the FIFO buffer.

4. A method according to Claim 1 or 2 and further com-
prising the step of optimizing any reading of the
FIFO buffer at the next succeeding packet received
after the first packet.

5. A method of extending the FIFO buffer in a physical
layer device of an Ethernet system having data ter-
minal equipment (DTE) and a media access control
(MAC) and connected by a media independent in-
terface (MII) to the physical layer device comprising
the steps of:

evaluating toggle bits of a first packet received
within the FIFO buffer;
determining the number of slots that remain to
be read before the FIFO buffer is empty;
determining the speed of a link partner in com-
munication therewith; and
reconfiguring a half-full pointer used with the
FIFO buffer for optimizing subsequent reading
of the FIFO buffer based on the determined
speed of the link partner and enhancing the in-
ter-packet gap space usage.

6. A method according to Claim 5 and further compris-
ing the step of optimizing subsequent reading of the
FIFO buffer at the next succeeding packet received
after the first packet.

7. A method according to Claim 1, 2 or 5 and further
comprising the step of reading the FIFO buffer after
only a first nibble of four bits has been written there-
in when the link partner has been determined to be
running faster.

8. A method according to Claim 1, 2 or 5 wherein the
media independent interface (MII) comprises one
of a serial media independent interface (SMII) or re-
duced media independent interface (MII).

9. A method according to Claim 1, 2 or 5 and further
comprising the step of using toggle bits as control
bits to identify whether slots within the FIFO buffer
are valid.

10. A method according to Claim 1, 2 or 5 and further
comprising the step of using a control bit to identify
an incoming packet as a valid packet.

11. A method according to Claim 1, 2 or 5 and further
comprising the step of operating the media access
control (MAC) with a reference clock and operating
the media independent interface (MII) with a recov-

ered clock.

12. A method according to Claim 1, 2 or 5 and further
comprising the step of connecting the media inde-
pendent interface (MII) to the media access control
(MAC) with an n-pin connector.

13. An ethernet device comprising:

a physical layer device having a FIFO buffer
and media independent interface (MII) connec-
tion to a media access control (MAC); and
a FIFO read/write control circuit for reading and
writing data to the FIFO buffer such that the
FIFO buffer is read based on the determined
speed of a link partner in communication there-
with for enhancing inter-packet gap space us-
age.

14. An ethernet device according to Claim 13 wherein
the FIFO buffer is read at the beginning of a re-
ceived packet when the link partner speed is deter-
mined to be faster.

15. An ethernet device according to Claim 13 wherein
said FIFO buffer further comprises a half-full pointer
that is reconfigured based on the determined speed
of a link partner for enhanced inter-packet gap
space usage.

16. An ethernet device according to Claim 13 wherein
said media independent interface (MII) comprises
one of a serial media independent interface (SMII)
or reduced media independent interface (RMII).

17. An ethernet device according to Claim 13 and fur-
ther comprising a recovered clock for the media in-
dependent interface (MII) based on a system clock
associated with the media access control (MAC).
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