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Description

Technical Field

[0001] This invention relates to a method and an apparatus for processing data, a method and an apparatus for
learning and a recording medium. More particularly, it relates to a method and an apparatus for processing data, a
method and an apparatus for learning and a recording medium according to which the speech coded in accordance with
the CELP (code excited linear prediction coding) system can be decoded to the speech of high sound quality.

Background Art

[0002] First, an instance of a conventional portable telephone set is explained with reference to Figs.1 and 2.
[0003] This portable telephone set is adapted for performing transmission processing of coding the speech into a
preset code in accordance with the CELP system and transmitting the resulting code, and for performing the receipt
processing of receiving the code transmitted from other portable telephone sets and decoding the received code into
speech. Figs.1 and 2 show a transmitter for performing transmission processing and a receiver for performing receipt
processing, respectively.
[0004] In the transmitter, shown in Fig.1, the speech uttered by a user is input to a microphone 1 where the speech
is transformed into speech signals as electrical signals, which are routed to an A/D (analog/digital) converter 2. The A/D
converter 2 samples the analog speech signals from the microphone 1 with, for example, the sampling frequency of 8
kHz, for A/D conversion to digital speech signals, and further quantizes the resulting digital signals with a preset number
of bits to route the resulting quantized signals to an operating unit 3 and to an LPC (linear prediction coding) unit 4.
[0005] The LPC unit 4 performs LPC analysis of speech signals from the A/D converter 2, in terms of a frame corre-
sponding to e.g., 160 samples as a unit, to find p-dimensional linear prediction coefficients α1, α2, ..., αP. The LPC
analysis unit 4 sends a vector, having these P-dimensional linear prediction coefficients αP, where P = 1, 2, ..., P, as
components, to a vector quantizer 5, as a feature vector α of the speech.
[0006] The vector quantizer 5 holds a codebook, associating the code vector, having the linear prediction coefficients
as components, with the code, and quantizes the feature vector α from the LPC analysis unit 4, based on this codebook,
to send the code resulting from the vector quantization, sometimes referred to below as A code (A_code), to a code
decision unit 15.
[0007] The vector quantizer 5 sends the linear prediction coefficients α1, α2, ···, αP’, as components forming the code
vector α’ corresponding to the A code, to a speech synthesis filter 6.
[0008] The speech synthesis filter 6 is e.g., a digital filter of the IIR (infinite impulse response) type, and executes
speech synthesis, with the linear prediction coefficients αP’, where p = 1, 2, ..., P, from the vector quantizer 5 as tap
coefficients of the IIR filter and with the residual signals e from an operating unit 14 as an input signal.
[0009] That is, in the LPC analysis, executed by the LPC unit 4, it is assumed that a one-dimensional linear combination
represented by the equation (1): 

holds, where sn is the (sampled value of) the speech signal at the current time n and sn-1, sn-2, ..., sn-p are past P sample
values neighboring thereto, and the linear prediction coefficients αp, which will minimize the square error between the
actual sample value sn and a value of linear prediction sn

’ thereof in case the predicted value (linear prediction value)
sn

’ of the sampled value of the speech signal sn at the current time is linear-predicted from the n past sample values
sn-1, sn-2, ..., sn-p in accordance with the following equation (2): 

is found.
[0010] In the above equation (1), {en} (eee, en-1, en, en+1, eee) are reciprocally non-correlated probability variables with
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an average value equal to 0 and with a variance equal to a preset value of 62.
[0011] From the equation (1), the sample value sn may be represented by the following equation (3): 

This may be Z-transformed to give the following equation (4): 

where S and E denote Z-transforms of sn and en in the equation (3), respectively.
[0012] From the equations (1) and (2), en can be represented by the following equation (5): 

and is termed a residual signal between the real sample value sn and linear predicted value sn’ thereof.
[0013] Thus, the speech signal sn may be found from the equation (4), using the linear prediction coefficients αp as
tap coefficients of the IIR filter and also using the residual signal en as an input signal to the IIR filter.
[0014] The speech synthesis filter 6 calculates the equation (4), using the linear prediction coefficients αp

’ from the
vector quantizer 5 as tap coefficients and also using the residual signal e from the operating unit 14 as an input signal,
as described above, to find speech signals (synthesized speech signals) ss.
[0015] Meanwhile, since the speech synthesis filter 6 uses not the linear prediction coefficients αp, obtained as the
result of the LPC by the LPC unit 4, but the linear prediction coefficients αp

’ as a code vector corresponding to the code
obtained by its vector quantization. So, the synthesized speech signal output by the speech synthesis filter 6 is not the
same as the speech signal output by the A/D converter 2.
[0016] The synthesized sound signal ss, output by the speech synthesis filter 6, is sent to the operating unit 3, which
subtracts the speech signal s, output from the A/D converter 2, from the synthesized speech signal ss from the speech
synthesis filter 6, to send the resulting difference value to a square error operating unit 7. The square error operating
unit 7 finds the square sum of the difference values from the operating unit 3 (square sum of the sample values of the
k’th frame) to send the resulting square sum to a minimum square sum decision unit 8.
[0017] The minimum square sum decision unit 8 holds an L-code (L_code) as a code representing the lag, a G-code
(G_code) as a code representing the gain and an I-code (I_code) as the code representing the codeword, in association
with the square error output by the square error operating unit 7, and outputs the I-code, G-code and the L-code
corresponding to the square error output from the square error operating unit 7. The L-code, G-code and the I-code are
sent to an adaptive codebook storage unit 9, a gain decoder 10 and to an excitation codebook storage unit 11, respectively.
The L-code, G-code and the I-code are also sent to a code decision unit 15.
[0018] The adaptive codebook storage unit 9 holds an adaptive codebook, which associates e.g., a 7-bit L-code with
a preset delay time (lag), and delays the residual signal e supplied from the operating unit 14 by a delay time associated
with the L-code supplied from the minimum square error decision unit 8 to output the resulting delayed signal to an
operating unit 12.
[0019] Since the adaptive codebook storage unit 9 outputs the residual signal e with a delay corresponding to the L-
code, the output signal may be said to be a signal close to a periodic signal having the delay time as a period. This signal
mainly becomes a driving signal for generating a synthesized sound of the voiced sound in the speech synthesis employing
linear prediction coefficients.
[0020] The gain decoder 10 holds a table which associates the G-code with the preset gains β and γ, and outputs gain
values β and γ associated with the G-code supplied from the minimum square error decision unit 8. The gain values β
and γ are supplied to the operating units 12 and 13.
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[0021] An excitation codebook storage unit 11 holds an excitation codebook, which associates e.g., a 9-bit I-code with
a preset excitation signal, and outputs the excitation signal, associated with the I-code output from the minimum square
error decision unit 8, to the operating unit 13.
[0022] The excitation signal stored in the excitation codebook is a signal close e.g., to the white noise and becomes
a driving signal mainly used for generating the synthesized sound of the unvoiced sound in the speech synthesis
employing linear prediction coefficients.
[0023] The operating unit 12 multiplies an output signal of the adaptive codebook storage unit 9 with the gain value
β output by the gain decoder 10 and routes a product value 1 to the operating unit 14. The operating unit 13 multiplies
the output signal of the excitation codebook storage unit 11 with the gain value γ output by the gain decoder 10 to send
the resulting product n to the operating unit 14. The operating unit 14 sums the product value 1 from the operating unit
12 with the product value n from the operating unit 13 to send the resulting sum as the residual signal e to the speech
synthesis filter 6.
[0024] In the speech synthesis filter 6, the input signal, which is the residual signal e, supplied from the operating unit
14, is filtered by the IIR filter, having the linear prediction coefficients αp

’ supplied from the vector quantizer 5 as tap
coefficients, and the resulting synthesized signal is sent to the operating unit 3. In the operating unit 3 and the square
error operating unit 7, operations similar to those described above are carried out and the resulting square errors are
sent to the minimum square error decision unit 8.
[0025] The minimum square error decision unit 8 verifies whether or not the square error from the square error operating
unit 7 has becomes smallest (locally minimum). If it is verified that the square error is not locally minimum, the minimum
square error decision unit 8 outputs the L code, G code and the I code, corresponding to the square error, and subsequently
repeats a similar sequence of operations.
[0026] If it is found that the square error has become smallest, the minimum square error decision unit 8 outputs a
definite signal to the code decision unit 15. The code decision unit 15 is adapted for latching the A code, supplied from
the vector quantizer 5, and for sequentially latching the L code, G code and the I code, sent from the minimum square
error decision unit 8. On receipt of the definite signal from the minimum square error decision unit 8, the code decision
unit 15 sends the A code, L code, G code and the I code, then latched, to a channel encoder 16. The channel encoder
16 then multiplexes the A code, L code, G code and the I code, sent from the code decision unit 15, to output the resulting
multiplexed data as code data, which code data is transmitted over a transmission channel.
[0027] For simplicity in explanation, the A code, L code, G code and the I code are assumed to be found from frame
to frame. It is however possible to divide e.g., one frame into four sub-frames and to find the L code, G code and the I
code on the subframe basis.
[0028] It should be noted that, in Fig.1, as in Figs.2, 11 and 12, explained later on, an array variable [k] is formed by
affixing [k] to each variable. In the present specification, explanation on this k, representing the number of frames, is
sometimes omitted.
[0029] The code data, sent from a transmitter of another portable telephone set, is received by a channel decoder 21
of a receiver shown in Fig.2. The channel decoder 21 decodes the L code, G code, I code and the A code from the cod
data to send the so separated respective codes to an adaptive codebook storage unit 22, a gain decoder 23, an excitation
codebook storage unit 24 and to a filter coefficient decoder 25.
[0030] The adaptive codebook storage unit 22, gain decoder 23, excitation codebook storage unit 24 and the operating
units 26 to 28 are configured similarly to the adaptive codebook storage unit 9, gain decoder 10, excitation codebook
storage unit 11 and the operating units 12 to 14, respectively, and perform the processing similar to that explained with
reference to Fig.1 to decode the L code, G code and the I code into the residual signal e. This residual signal e is sent
as an input signal to a speech synthesis filter 29.
[0031] A filter coefficient decoder 25 holds the same codebook as that stored in the vector quantizer 5 of Fig.1 and
decodes the A code to the linear prediction coefficient αp’ which is then routed to the speech synthesis filter 29.
[0032] The speech synthesis filter 29 is configured similarly to the speech synthesis filter 6 of Fig.1, and solves the
equation (4), with the linear prediction coefficient αp

, from the filter coefficient decoder 25 as a tap coefficient and with
the residual signal e from the operating unit 28 as an input signal, to generate a synthesized speech signal when the
square error has been found to be minimum by the minimum square error decision unit 8 of Fig.1. This synthesized
speech signal is sent to a D/A (digital/analog) converter 30. The D/A converter 30 D/A converts the synthesized speech
signal from the speech synthesis filter 29 to send the resulting analog signal to a loudspeaker 31 as output.
[0033] The transmitter of the portable telephone set transmits an encoded version of the residual signal and the linear
prediction coefficients, as filter data supplied to the speech synthesis filter 29 of the receiver, as described above. Thus,
the receiver decodes the codes into the residual signal and the linear prediction coefficients. The so decoded residual
signal and linear prediction coefficients are corrupted with errors, such as quantization errors. Thus, the so decoded
residual signals and so decoded linear prediction coefficients, sometimes referred to below as decoded residual signals
and decoded linear prediction coefficients, respectively, are not the same as the residual signal and linear prediction
coefficients obtained on LPC analysis of the speech, so that the synthesized speech signals, output by the receiver’s
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speech synthesis filter 29, are distorted and therefore are deteriorated in sound quality.
[0034] To improve the quality of audio signals, the prior art document US-5,978,759 describes a method involving the
extraction and conversion by mapping a spectral envelope represented by a series of linear prediction coefficients. The
mapping between narrow band LPC coefficients and wideband LPC coefficients is obtained by data learning.
[0035] Another document JP-10-313251 discloses a method for obtaining a set of prediction coefficients by classifying
an audio signal.

Disclosure of the Invention

[0036] In view of the above-described status of the art, it is an object of the present invention to provide a method and
an apparatus for processing data, a method and an apparatus for learning and a recording medium, whereby th syn-
thesized sound of high sound quality may be achieved.
[0037] The invention is defined in the appended claims.
[0038] For accomplishing the above object, the present invention provides a speech processing device including a
class tap unit for extracting from code data used for classifying target speech to one of a plurality of classes, a classification
unit for finding the class of the target speech based on the extracted data, an acquisition unit for acquiring preset
coefficients associated with the class of the target speech from among preset coefficients as found on learning from
class to class, and a prediction unit for finding the prediction values of the target speech by applying the preset coefficients
associated with the class of the target speechto predicition data. With the speech of high sound quality, the prediction
values of which are to be found as the target speech, the prediction data used for predicting the target speech is extracted
from the synthesized sound. The data used for sorting the target speech into one of plural classes is extracted from the
code, and the preset coefficients, associated with the class of the target speech, are acquired from class-based coeffi-
cients as found on learning. The prediction values of the target speech are found using the prediction data and the preset
coefficients associated with the class of the target speech.
[0039] The learning device according to the present invention includes a class.tap unit for extracting data from the
code, the extracted data being used for classifying the speech of high sound quality, a classification unit for finding a
class of the speech based on the extracted data, and a learning unit for carrying out learning so that the prediction errors
of the prediction values of the speech of high sound quality obtained by performing predictive calculations using preset
coefficients and the synthesized sound will be statistically minimum in order to determine preset coefficients for different
classes.With the speech of high sound quality, the prediction values of which are to be found, the data used for sorting
the target speech to one of plural classes is extracted from the code, and the class of the speech is found based on the
extracted data. The learning then is carried out so that the prediction errors of the prediction values of the speech of
high sound quality, as obtained in carrying out predictive calculations using the preset coefficients and the synthesized
sound, will be statistically smallest to find the class-based preset coefficients.
[0040] Other objects, features and advantages of the present invention will become more apparent from reading the
embodiments of the present invention as shown in the drawings.

Brief Description of the Drawings

[0041]

Fig.1 is a block diagram showing a typical transmitter forming a conventional portable telephone receiver.
Fig.2 is a block diagram showing a typical receiver.
Fig.3 is a block diagram showing a speech synthesis device embodying the present invention.
Fig.4 is a block diagram showing a speech synthesis filter forming the speech synthesis device.
Fig.5 is a flowchart for illustrating the processing of a speech synthesis device shown in Fig.3.
Fig.6 is a block diagram showing a learning device embodying the present invention
Fig.7 is a block diagram showing a prediction filter forming the learning device according to the present invention.
Fig.8 is a flowchart for illustrating the processing by the learning device of Fig.6.
Fig.9 is a block diagram showing a transmission system embodying the present invention.
Fig.10 is a block diagram showing a portable telephone set embodying the present invention.
Fig.11 is a block diagram showing a receiver forming the portable telephone set.
Fig.12 is a block diagram showing a modification of the learning device embodying the present invention.
Fig. 13 is a block diagram showing a typical structure of a computer embodying the present invention.
Fig. 14 is a block diagram showing another typical structure of a speech synthesis device embodying the present
invention.
Fig.15 is a block diagram showing a speech synthesis filter forming the speech synthesis device.
Fig.16 is a flowchart for illustrating the processing of the speech synthesis device shown in Fig.14.
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Fig.17 is a block diagram showing another modification of the learning device embodying the present invention.
Fig.18 is a block diagram showing a prediction filter forming the learning device according to the present invention.
Fig.19 is a flowchart for illustrating the processing of the learning device shown in Fig. 17.
Fig.20 is a block diagram showing a transmission system embodying the present invention.
Fig.21 is a block diagram for illustrating the portable telephone set embodying the present invention.
Fig.22 is a block diagram showing the receiver forming the portable telephone set.
Fig.23 is a block diagram showing still another modification of the learning device embodying the present invention.
Fig.24 is a block diagram showing still another typical structure of a speech synthesis device embodying the present
invention.
Fig.25 is a block diagram showing a speech synthesis filter forming the speech synthesis device.
Fig.26 is a flowchart for illustrating the processing of the speech synthesis device shown in Fig.24.
Fig.27 is a block diagram showing a further modification of the learning device embodying the present invention.
Fig.28 is a block diagram showing a prediction filter forming the learning device according to the present invention.
Fig.29 is a flowchart for illustrating the processing of the learning device shown in Fig.27.
Fig.30 is a block diagram showing a transmission system embodying the present invention.
Fig.31 is a block diagram showing a portable telephone set embodying the present invention.
Fig.32 is a block diagram showing a receiver forming the portable telephone set.
Fig.33 is a block diagram showing a further modification of the learning device embodying the present invention.
Fig.34 shows teacher and pupil data.

Best Mode for Carrying out the Invention

[0042] Referring to the drawings, certain preferred embodiments of the present invention will be explained in detail.
[0043] The speech synthesis device, embodying the present invention, is configured as shown in Fig.3, and is fed
with code data obtained on multiplexing the residual code and the A code obtained in turn respectively on coding residual
signals and linear prediction coefficients, to be supplied to a speech synthesis filter 44, by vector quantization. From the
residual code and the A code, the residual signals and linear prediction coefficients are decoded, respectively, and fed
to the speech synthesis filter 44, to generate the synthesized sound. The speech synthesis device executes predictive
calculations, using the synthesized sound produced by the speech synthesis filter 44 and also using tap coefficients as
found on learning, to find the high quality synthesized speech, that is the synthesized sound with improved sound quality.
[0044] With the speech synthesis device of the present invention, shown in Fig.3, classification adaptive processing
is used to decode the synthesized speech to high quality true speech, more precisely predicted values thereof.
[0045] The classification adaptive processing is comprised of classification and adaptive and processing. By the
classification, the data is classified depending on its characteristics and subjected to class-based adaptive processing.
The adaptive processing uses the following technique:
[0046] That is, the adaptive processing finds predicted values of the true speech of high sound quality by, for example,
the linear combination of the synthesized speech and preset tap coefficients.
[0047] Specifically, it is now contemplated to find predicted values E[y] of the high quality speech as teacher data,
using, as teacher data, the speech of the true speech of high quality, more precisely the samples values thereof, and
also using, as pupil data, the synthesized speech obtained on coding the true speech of high quality into the L code, G
code, I code and the A code, in accordance with the CELP system, and subsequently on decoding these codes by the
receiver shown in Fig.2, by a model of one-dimensional linear combination defined by a set of synthesized sounds, more
precisely sample values thereof, that is x1, x2, ···, and a linear combination of preset tap coefficients w1, w2, ···. It is noted
that the prediction value E[y] may be represented by the following equation:

[0048] If, for generalizing the equation (6), a matrix W formed by a set of tap coefficients wj, a matrix X formed by a
set of pupil data xij and a matrix Y’ formed by a set of prediction values E[yi] are defined as: 
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the following observation equation: 

holds.
[0049] It is noted that the component xij of the matrix X denotes the column number j of pupil data in the set of the
number i row of pupil data (set of pupil data used in predicting teacher data yi of the number i row of teacher data) and
that the component wj of the matrix W denotes the tap coefficient a product of which with the number j column of pupil
data in the set of pupil data is to be found. It is also noted that yi denotes the number i row of teacher data and hence
E[yi] denotes the predicted value of the number i row of teacher data. It is also noted that a suffix i of the component yi
of the matrix Y is omitted from y on the left side of the equation (6) and that a suffix i is similarly omitted from the
component xij of the matrix X.
[0050] It is now contemplated to apply the least square method to this observation equation to find a predicted value
E[y] close to the true sound y of high quality. If the matrix Y formed by a set of speech y of high sound quality as teacher
data and the matrix E formed by a set of residual signals e of the prediction values E[y] for the speech y of high sound
quality are defined by: 

the following residual equation: 

holds from the equation (7).
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[0051] In this case, the tap coefficients wj for finding the prediction value E[y] close to the true speech of high sound
quality y may be found by minimizing the square error 

[0052] The tap coefficients for the case when the above square error, differentiated with the tap coefficient wj, is equal
to zero, that is the tap coefficient wj satisfying the following equation: 

represents an optimum value for finding the predicted value E[y] close to the true speech y of high sound quality.
[0053] First, the equation (8) is differentiated with respect to the tap coefficient wj to obtain the following equation: 

[0054] From the equations (9) and (10), the following equation (11):

is obtained.
[0055] Taking into account the relationships among pupil data xij, tap coefficients wj, teacher data yi and errors ei, in
the residual equation (8), the following normal equations: 
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is obtained.
[0056] If the matrix (co-variance matrix) A and the vector v are defined by: 

and the vector W is defined as shown in the equation 1, the normal equation shown by the equation (12) may be expressed
as: 
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[0057] A number the normal equations equal to the number J of the tap coefficients wj to be found may be established
as the normal equations of (12) by providing a certain number of sets of the pupil data xij and teacher data yi. Consequently,
optimum tap coefficients, herein the tap coefficients that minimize the square error, may be found by solving the equation
(13) with respect to the vector W. However, it is noted that, for solving the equation (13), the matrix A in the equation
(13) needs to be regular, and that e.g., a sweep-out method (Gauss-Jordan’s erasure method) may be used in the
process for the solution.
[0058] It is the adaptive processing that finds the optimum tap coefficients wj and uses the so found optimum tap
coefficients wj to find the prediction value E[y] close to the true speech of the high quality y using the equation (6).
[0059] If the speech signal sampled at a high sampling frequency, or speech signals employing a larger number of
allocated bits, are used as teacher data, while the synthesized sound, obtained on decoding an encoded version by the
CELP system of speech signals, obtained in turn on decimation or re-quantization employing a smaller number of bits
of speech signals as the teacher data, is used as pupil data, such tap coefficients are used which will give the speech
of high sound quality which statistically minimizes the prediction error in generating the speech signals sampled at a
high sampling frequency, or speech signals employing a larger number of allocated bits. In this case, the synthesized
speech of high sound quality may be produced.
[0060] In the speech synthesis device, shown in Fig.3, code data, comprised of the A code and the residual code,
may be decoded to the high sound quality speech by the above-described classification adaptive processing.
[0061] That is, a demultiplexer (DEMUX) 41, supplied with code data, separates frame-based A code and the residual
code from code data supplied thereto. The demultiplexer 41 routes the A code to a filter coefficient decoder 42 and to
a tap generator 46, while supplying the residual code to a residual codebook storage unit 43 and to a tap generator 46.
[0062] It is noted that the A code and the residual code, contained in the code data in Fig.3, are the codes obtained
on vector quantization, with a preset codebook, of the linear prediction coefficients and the residual signals obtained on
LPC speech analysis.
[0063] The filter coefficient decoder 42 decodes the frame-based A code, supplied thereto from the demultiplexer 41,
into linear prediction coefficients, based on the same codebook as that used in obtaining the A code, to supply the so
decoded signals to a speech synthesis filter 44.
[0064] The residual codebook storage unit 43 decodes the frame-based residual code, supplied from the demultiplexer
41, into residual signals, based on the same codebook as that used in obtaining the residual code, to send the so decoded
signals to a speech synthesis filter 44.
[0065] Similarly to, for example, the speech synthesis filter 29 shown in Fig.1, the speech synthesis filter 44 is an IIR
type digital filter, and proceeds to filtering the residual signals from the residual codebook storage unit 43, as input
signals, using the linear prediction coefficients from the filter coefficient decoder 42 as tap coefficients of the IIR filter,
to generate the synthesized sound, which then is routed to a tap generator 45.
[0066] From sampled values of the synthesized speech, supplied from the speech synthesis filter 44, the tap generator
45 extracts what is to be prediction taps used in prediction calculations in a prediction unit 49 which will be explained
subsequently. That is, the tap generator 45 uses, as prediction taps, the totality of sampled values of the synthesized
sound of a frame of interest, that is the frame for which the prediction values of the high quality speech are being found.
The tap generator 45 routes the prediction taps to a prediction unit 49.
[0067] The tap generator 46 extracts what are to become class taps from the frame- or subframe-based A code and
residual code, supplied from the demultiplexer 41. That is, the tap generator 46 renders the totality of the A code and
the residual code the class taps, and routes the class taps to a classification unit 47.
[0068] The pattern for constituting the prediction tap or class tap is not limited to the aforementioned pattern.
[0069] Meanwhile, the tap generator 46 is able to extract the class taps not only from the A and residual codes, but
also from the linear prediction coefficients, output by the filter coefficient decoder 42, residual signals output by the
residual codebook storage unit 43 and from the synthesized sound output by the speech synthesis filter 44.
[0070] Based on the class taps from the tap generator 46, the classification unit 47 classifies the speech, more precisely
sampled values of the speech, of the frame of interest, and outputs the resulting class code corresponding to the so
obtained class to a coefficient memory 48.
[0071] It is possible for the classification unit 47 to output a bit string itself forming the A code and the residual code
of the frame of interest as the class tap.
[0072] The coefficient memory 48 holds class-based tap coefficients, obtained on carrying out the learning in the
learning device of Fig.6, which will be explained subsequently. The coefficient memory 48 outputs the tap coefficients
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stored in an address associated with the class code output by the classification unit 47 to the prediction unit 49.
[0073] If N samples of high sound quality are found for each frame, N sets of tap coefficients are required in order to
find N speech samples for the frame of interest by the predictive calculations of the equation (6). Thus, in the present
case, N sets of tap coefficients are stored in the coefficient memory 48 for the address associated with one class code.
[0074] The prediction unit 49 acquires the prediction taps output by the tap generator 45 and the tap coefficients output
by the coefficient memory 48 and, using the prediction taps and tap coefficients, performs linear predictive calculations
(sum of product calculations) shown in the equation (6) to find predicted values of the high sound quality speech of the
frame of interest to output the resulting values to a D/A converter 50.
[0075] The coefficient memory 48 outputs N sets of tap coefficients for finding N samples of the speech of the frame
of interest, as described above. Using the prediction taps of the respective samples and the set of tap coefficients
corresponding to the sampled values, the prediction unit 49 carries out the sum-of-product processing of the equation (6).
[0076] The D/A converter 50 D/A converts the speech, more precisely predicted values of the speech, from the
prediction unit 49, from digital signals into corresponding analog signals, to send the resulting signals to the loudspeaker
51 as output.
[0077] Fig.4 shows an illustrative structure of the speech synthesis filter 44 shown in Fig.3.
[0078] In Fig.4, the speech synthesis filter 44 uses p-dimensional linear prediction coefficients and is made up of a
sole adder 61, P delay circuits (D) 621 to 62p and P multipliers 631 to 63p.
[0079] In the multipliers 631 to 63p are set P-dimensional linear prediction coefficients α1, α2, ···, αp, sent from the
filter coefficient decoder 42, respectively, whereby the speech synthesis filter 44 carries out the calculations in accordance
with the equation (4) to generate the synthesized sound.
[0080] That is, the residual signals e, output by the residual codebook storage unit 43, are sent via adder 61 to the
delay circuit 62p, which delay circuit 62p delays the input signal thereto by one sample of the residual signals to output
the delayed signal to a downstream side delay circuit 62p+1 and to the multiplier 63p. This multiplier 63p multiplies the
output of the delay circuit 62p with the linear prediction coefficients αp stored therein to output the resulting product to
the adder 61.
[0081] The adder 61 adds all outputs of the multipliers 631 to 63p and the residual signals e and sums the result of
the addition to the delay circuit 621 while outputting it as being the result of speech synthesis (synthesized sound).
[0082] Referring to the flowchart of Fig.5, the speech synthesis of the speech synthesis device of Fig.3 is now explained.
[0083] The demultiplexer 41 sequentially separates frame-based A code and residual code to send the separated
codes to the filter coefficient decoder 42 and to the residual codebook storage unit 43. The demultiplexer 41sends the
A code and the residual code to the tap generator 46.
[0084] The filter coefficient decoder 42 sequentially decodes the frame-based A code, supplied thereto from the
demultiplexer 41, to send the resulting decoded coefficients to the speech synthesis filter 44. The residual codebook
storage unit 43 sequentially decodes the frame-based residual codes, supplied from the demultiplexer 41, into residual
signals, which are then sent to the speech synthesis filter 44.
[0085] Using the residual signal and the linear prediction coefficients, supplied thereto, the speech synthesis filter 44
carries out the processing in accordance with the equation (4) to generate the synthesized speech of the frame of interest.
This synthesized sound is sent to the tap generator 45.
[0086] The tap generator 45 sequentially renders the frame of the synthesized sound, sent thereto, a frame of interest
and, at step S1, generates prediction taps from sample values of the synthesized sound supplied from the speech
synthesis filter 44, to output the so generated prediction taps to the prediction unit 49. At step S1, the tap generator 46
generates the class taps from the A code and the class taps from the A code and the residual code supplied from the
demultiplexer 41 to output the so generated class taps to the classification unit 47.
[0087] At step S2, the classification unit 47 carries out the classification, based on the class taps, supplied from the
tap generator 46, to send the resulting class codes to the coefficient memory 48. The program the moves to step S3.
[0088] At step S3, the coefficient memory 48 reads out the tap coefficients, supplied from the address corresponding
to the class codes supplied from the classification unit 47, to send the resulting tap coefficients to the prediction unit 49.
[0089] The program then moves to step S4 where the prediction unit 49 acquires tap coefficients output by the coefficient
memory 48 and, using the tap coefficients and the prediction taps from the tap generator 45, carries out the sum-of-
product processing shown in the equation (6) to produce predicted values of the high sound quality speech of the frame
of interest. The high sound quality speech is sent to and output from the loudspeaker 51 via prediction unit 49 and D/A
converter 50.
[0090] If the speech of the high sound quality of the frame of interest has been acquired at the prediction unit 49, the
program moves to step S5 where it is verified whether or not there is any frame to be processed as the frame of interest.
If it is verified that there is still a frame to be processed as the frame of interest, the program reverts to step S1 and
repeats similar processing with the frame to be the next frame of interest as a new frame of interest. If it is verified at
step S5 that there is no frame to be processed as the frame of interest, the speech synthesis processing is terminated.
[0091] Referring to Fig.6, an instance of a learning device for effecting the learning processing of the tap coefficients
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to be stored in the coefficient memory 48 of Fig.3 is now explained.
[0092] The learning device shown in Fig.6 is supplied with digital speech signals for learning, from one preset frame
to another. These digital speech signals for learning are sent to an LPC analysis unit 71 and to a prediction filter 74. The
digital speech signals for learning are also supplied as teacher data to a normal equation addition circuit 81.
[0093] The LPC analysis unit 71 sequentially renders the frame of the speech signals, supplied thereto, a frame of
interest, and LPC-analyzes the speech signals of the frame of interest to find p-dimensional linear prediction coefficients
which are then sent to the prediction filter 74 and to a vector quantizer 72.
[0094] The vector quantizer 72 holds a codebook, associating the code vectors, having linear prediction coefficients
as components, with the codes Based on the codebook, the vector quantizer 72 vector-quantizes the feature vectors,
constituted by the linear prediction coefficients of the frame of interest from the LPC analysis unit 71, and sends the A
code, obtained as a result of the vector quantization, to a filter coefficient decoder 73 and to a tap generator 79.
[0095] The filter coefficient decoder 73 holds the same codebook as that held by the vector quantizer 72 and, based
on the codebook, decodes the A code from the vector quantizer 72 into linear prediction coefficients which are routed
to a speech synthesis filter 77. The filter coefficient decoder 42 of Fig.3 is constructed similarly to the filter coefficient
decoder 73 of Fig.6.
[0096] The prediction filter 74 carries out the processing, in accordance with the aforementioned equation (1), using
the speech signals of the frame of interest, supplied thereto, and the linear prediction coefficients from the LPC analysis
unit 71, to find the residual signals of the frame of interest, which then are sent to vector quantizer 75.
[0097] If the Z-transforms of sn and en in the equation (1) are expressed as S and E, respectively, the equation (1)
may be represented by the following equation: 

[0098] The prediction filter 74 for finding the residual signal e from the equation (14) may be constructed as a digital
filter of the FIR (finite impulse response) type.
[0099] Fig.7 shows an illustrative structure of the prediction filter 74.
[0100] The prediction filter 74 is fed with p-dimensional linear prediction coefficients from the LPC analysis unit 71,
so that the prediction filter 74 is made up of p delay circuits D 911 to 91p, p multipliers 921 to 92p and one adder 93.
[0101] In the multipliers 921 to 92p are set p-dimensional linear prediction coefficients α1, α2, ···, αp supplied from the
LPC analysis unit 71.
[0102] On the other hand, the speech signals s of the frame of interest are sent to a delay circuit 911 and to an adder
93. The delay circuit 91p delays the input signal thereto by one sample of the residual signals to output the delayed
signal to the downstream side delay circuit 91p+1 and to the operating unit 92p. The multiplier 92p multiplies the output
of the delay circuit 91p with the linear prediction coefficients, stored therein, to send the resulting product value to the
adder 93.
[0103] The adder 93 sums all of the outputs of the multipliers 921 to 92p to the speech signals s to send the results
of addition as the residual signals e.
[0104] Returning to Fig.6, the vector quantizer 75 holds a codebook, associating sample values of the residual signals
as components, with the codes Based on this codebook, residual vectors formed by the sample values of the residual
signals of the frame of interest, from the prediction filter 74, are vector quantized, and the residual codes, obtained as
a result of the vector quantization, are sent to a residual codebook storage unit 76 and to the tap generator 79.
[0105] The residual codebook storage unit 76 holds the same codebook as that held by the vector quantizer 75 and,
based on the codebook, decodes the residual code from the vector quantizer 75 into residual signals which are routed
to the speech synthesis filter 77. The residual codebook storage unit 43 of Fig.3 is constructed similarly to the residual
codebook storage unit 76 of Fig.6.
[0106] A speech synthesis filter 77 is an IIR filter constructed similarly to the speech synthesis filter 44 of Fig.3, and
filters the residual signal from the residual signal storage unit 75 as an input signal, with the linear prediction coefficients
from the filter coefficient decoder 73 as tap coefficients of the IIR filter, to generate the synthesized sound, which then
is routed to a tap generator 78.
[0107] Similarly to the tap generator 45 of Fig.3, the tap generator 78 forms prediction taps from the linear prediction
coefficients, supplied from the speech synthesis filter 77 to send the so formed prediction taps to the normal equation
addition circuit 81. Similarly to the tap generator 46 of Fig.3, the tap generator 79 forms class taps from the A code and
the residual code, sent from the vector quantizers 72 to 75, to send the class taps to a classification unit 80.
[0108] Similarly to the classification unit 47 of Fig.3, the classification unit 80 carries out the classification, based on
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the class taps, supplied thereto, to send the resulting class codes to the normal equation addition circuit 81.
[0109] The normal equation addition circuit 81 sums the speech for learning, which is the high sound quality speech
of the frame of interest, as teacher data, to an output of the synthesized sound from the speech synthesis filter 77 forming
the prediction taps as pupil data from the tap generator 78.
[0110] Using the prediction taps (pupil data), supplied from the classification unit 80, the normal equation addition
circuit 81 carries out the reciprocal multiplication of the pupil data, as components in a matrix A of the equation (13)
(xinxim), and operations equivalent to summation(Σ).
[0111] Using the pupil data, that is sampled values of the synthesized sound output from the speech synthesis filter
77, and teacher data, that is sampled values of the high sound quality speech of the frame of interest, the normal equation
addition circuit 81 carries out the processing equivalent to multiplication (xinyi), and summation (Σ) of the pupil data and
the teacher data, as components in the vector v of the equation (13), for each class corresponding to the class code
supplied from the classification unit 80.
[0112] The normal equation addition circuit 81 carries out the above summation, using all of the speech frames for
learning, supplied thereto, to establish the normal equation, shown in Fig.13, for each class.
[0113] A tap coefficient decision circuit 82 solves the normal equation, generated in the normal equation addition
circuit 81, from class to class, to find tap coefficients for the respective classes. The tap coefficients, thus found, are
sent to the address associated with each class of the memory 83.
[0114] Depending on the speech signals, provided as speech signals for learning, there are occasions wherein, in a
class or classes, a number of the normal equations required to find tap coefficients cannot be produced in the normal
equation addition circuit 81. For such class(es), the tap coefficient decision circuit 82 outputs default tap coefficients.
[0115] The coefficient memory 83 memorizes the class-based tap coefficients, supplied from the tap coefficient decision
circuit 82, in an address associated with the class.
[0116] Referring to the flowchart of Fig.8, the learning processing by the learning device of Fig.6 is now explained.
[0117] The learning device is fed with speech signals for learning, which are sent to both the LPC analysis unit 71
and to the prediction filter 74, while being sent as teacher data to the normal equation addition circuit 81. At step S11,
pupil data are generated from the speech signals for learning.
[0118] That is, the LPC analysis unit 71 sequentially renders the frames of the speech signals for learning the frames
of interest and LPC-analyzes the speech signals of the frames of interest to find p-dimensional linear prediction coefficients
which are sent to the vector quantizer 72. The vector quantizer 72 vector-quantizes the feature vectors formed by the
linear prediction coefficients of the frame of interest, from the LPC analysis unit 71, and sends the A code resulting from
the vector quantization to the filter coefficient decoder 73 and to the tap generator 79. The filter coefficient decoder 73
decodes the A code from the vector quantizer 72 into linear prediction coefficients which are sent to the speech synthesis
filter 77.
[0119] On the other hand, the prediction filter 74, which has received the linear prediction coefficients of the frame of
interest from the LPC analysis unit 71, carries out the processing of the equation (1), using the linear prediction coefficients
and the speech signals for learning of the frame of interest, to find the residual signals of the frame of interest to send
the so found residual signals to the vector quantizer 75. The vector quantizer 75 vector-quantizes the residual vector
formed by the sample values of the residual signals of the frame of interest from the prediction filter 74 to send the
residual code obtained on vector quantization to the residual codebook storage unit 76 and to the tap generator 79. The
residual codebook storage unit 76 decodes the A code from the vector quantizer 75 into linear prediction coefficients
which are then supplied to the speech synthesis filter 77.
[0120] On receipt of the linear prediction coefficients and the residual signals, the speech synthesis filter 77 performs
speech synthesis, using the linear prediction coefficients and the residual signals, to output the resulting synthesized
signals as pupil data to the tap generator 78.
[0121] The program then moves to step S12 where the tap generator 78 generates prediction taps from the synthesized
sound supplied from the speech synthesis filter 77, while the tap generator 79 generates class taps from the code A
from the vector quantizer 72 and from the residual code from the vector quantizer 75. The prediction taps are sent to
the normal equation addition circuit 81, whilst the class taps are routed to the classification unit 80.
[0122] At step S13, the classification unit 80 then performs classification based on the class taps from the tap generator
79 to route the resulting class code to the normal equation addition circuit 81.
[0123] The program then moves to step S14 where the normal equation addition circuit 81 carries out the aforemen-
tioned addition to the matrix A and the vector v of the equation (13), for the sample values of the speech of the high
sound quality of the frame of interest as teacher data supplied thereto, and the prediction taps, more precisely the
sampled values of the synthesized sound making up the prediction taps, as pupil data from the tap generator 78 for the
class supplied from the classification unit 80. The program then moves to step S15.
[0124] At step S15, it is verified whether or not there are any speech signals for learning to be processed as the frame
of interest. If it is verified at step S15 that there are any speech signals for learning to be processed as the frame of
interest, the program reverts to step S11 to repeat the similar processing, with the sequentially next frames as the new
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frame of interest.
[0125] If it is found at step S15 that there is no speech signal for learning of the frame to be processed as the frame
of interest, that is if a normal equation has been obtained for each class in the normal equation addition circuit 81, the
program moves to step S16 where the tap coefficient decision circuit 82 solves the normal equation generated from
class to class to find the tap coefficients for each class. The so found tap coefficients are sent to the address associated
with each class in a coefficient memory 83 for storage therein to terminate the processing.
[0126] The class-based tap coefficients, thus stored in the coefficient memory 83, are stored in this manner in the
coefficient memory 48 of Fig.3.
[0127] Thus, since the tap coefficients stored in the coefficient memory 48 of Fig.3 are found in this manner by carrying
out the learning in such a manner that the prediction error of the prediction values of the speech of the high sound quality,
that is the square error, will be statistically minimum, the speech output by the prediction unit 49 of Fig.3 is of high sound
quality in which the distortion of the synthesized sound output by the speech synthesis filter 44 has been reduced or
eliminated.
[0128] Meanwhile, if , in the speech synthesis device of Fig.3, the class taps are to be extracted by e.g., the tap
generator 46 from the linear prediction coefficients or the residual signals, it is necessary to have the tap generator 79
of Fig.6 extract the similar class taps from the linear prediction coefficients output by the filter coefficient decoder 73 and
from the residual signals output by the residual codebook storage unit 76. However, if class taps are extracted even
from e.g., the linear prediction coefficients, the number of the taps is increased. So, the classification preferably is to be
carried out by compressing the class taps by, for example, the vector quantization. Meanwhile, if the classification is to
be performed solely by the residual code and the A code, the load needed in classification processing may be relieved
because the array of bit strings of the residual code and the A code can directly be used as the class code.
[0129] An instance of the transmission system embodying the present invention is explained with reference to Fig.9.
The system herein means a set of logically arrayed plural devices, while it does not matter whether or not the respective
devices are in the same casing.
[0130] In the transmission system shown in Fig.9, the portable telephone sets 1011, 1012 perform radio transmission
and receipt with base stations 1021, 1022, respectively, while the base stations 1021,1022 perform transmission and
receipt with an exchange station 103 to enable speech transmission and receipt of speech between the portable telephone
sets 1011, 1012 with the aid of the base stations 1021, 1022 and the exchange station 103. The base stations 1021, 1022
may be the same as or different from each other.
[0131] The portable telephone sets 1011, 1012 are referred to below as a portable telephone set 101, unless there is
specified necessity for making distinction between the sets.
[0132] Fig.10 shows an illustrative structure of the portable telephone set 101 shown in Fig.9.
[0133] An antenna 111 receives electrical waves from the base stations 1021, 1022 to send the received signals to a
modem 112 as well as to send the signals from the modem 112 to the base stations 1021, 1022 as electrical waves. The
modem 112 demodulates the signals from the antenna 111 to send the resulting code data explained with reference to
Fig.1 to a receipt unit 114. The modem 112 also is configured for modulating the code data from the transmitter 113 as
shown in Fig.1 and sends the resulting modulated signal to the antenna 111. The transmitter 113 is configured similarly
to the transmitter shown in Fig.1 and codes the user’s speech input thereto into code data which is supplied to the
modem 112. The receipt unit 114 receives the code data from the modem 112 to decode and output the speech of high
sound quality similar to that obtained in the speech synthesis device of Fig.3.
[0134] That is, Fig.11 shows an illustrative structure of the receipt unit 114 of Fig.10. In the drawing, parts or components
corresponding to those shown in Fig.2 are depicted by the same reference numerals and are not explained specifically.
[0135] A tap generator 121 is fed with the synthesized sound output by a speech synthesis unit 29. From the synthesized
sound, the tap generator 121 extracts what are to be prediction taps (sampled values), which are then routed to a
prediction unit 125.
[0136] A tap generator 122 is fed with frame-based or subframe-based L , G and A codes, output by a channel decoder
21. The tap generator 122 is also fed with residual signals from the operating unit 28, while also being fed with linear
prediction coefficients from a filter coefficient decoder 25. The tap generator 122 generates what are to be class taps,
from the L, G, I and A codes, residual signals and the linear prediction coefficients, supplied thereto, to route the extracted
class taps to a classification unit 123.
[0137] The classification unit 123 carries out classification, based on the class taps supplied from the tap generator
122, to route the class codes as the being the results of the classification to a coefficient memory 124.
[0138] If the class taps are formed from the L, G, I and A codes, residual signals and the linear prediction coefficients,
and classification is carried out based on these class taps, the number of the classes obtained on classification tends
to be enormous. Thus, it is also possible for the classification unit 123 to output the codes, obtained on vector quantization
of the vectors having the L, G, I and A codes, residual signals and the linear prediction coefficients, as components, as
being the results of the classification.
[0139] The coefficient memory 124 memorizes the class-based tap coefficients, obtained on learning by the learning
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device of Fig.12, as later explained, and routes the tap coefficients, stored in the address associated with the class code
output by the classification unit 123, to the prediction unit 125.
[0140] Similarly to the prediction unit 49 of Fig.3 the prediction unit 125 acquires the prediction taps, output by the tap
generator 121, and tap coefficients, output by the coefficient memory 124, and performs the linear predictive calculations
of the equation (6), using the prediction taps and the tap coefficients. The prediction unit 125 finds the speech of high
sound quality of the frame of interest, more precisely, prediction values thereof, and performs the linear predictive
calculations shown in the equation (6). In this manner, the prediction unit 125 finds the speech of high sound quality of
the frame of interest, more precisely, prediction values thereof, and sends the so found out values as being the result
of speech decoding to a D/A converter 30.
[0141] The receipt unit 114, designed as described above, performs the processing basically the same as the process-
ing complying with the flowchart of Fig.5 to output the synthesized sound of high sound quality as being the result of
speech decoding.
[0142] That is, the channel decoder 21 separates the L, G, I and A codes, from the code data, supplied thereto, to
send the so separated codes to the adaptive codebook storage unit 22, gain decoder 23, excitation codebook storage
unit 24 and to the filter coefficient decoder 25, respectively. The L, G, I and A codes are also sent to the tap generator 122.
[0143] The adaptive codebook storage unit 22, gain decoder 23, excitation codebook storage unit 24 and the operating
units 26 to 28 perform the processing similar to that performed in the adaptive codebook storage unit 9, gain decoder
10, excitation codebook storage unit 11 and in the operating units 12 to 14 of Fig.1 to decode the L, G and I codes to
residual signals e. These residual signals are routes to the speech synthesis unit 29 and to the tap generator 122.
[0144] As explained with reference to Fig.1, the filter coefficient decoder 25 decodes the A codes, supplied thereto,
into linear prediction coefficients, which are routed to the speech synthesis unit 29 an to the tap generator 122. Using
the residual signals from the operating unit 28 and the linear prediction coefficients supplied from the filter coefficient
decoder 25, the speech synthesis unit 29 synthesizes the speech, and sends the resulting synthesized sound to the tap
generator 121.
[0145] Using a frame of the synthesized sound, output from the speech synthesis unit 29, as the frame of interest, the
tap generator 121 at step S1 generates prediction taps, from the synthesized sound of the frame of interest, and sends
the so generated prediction taps to the prediction unit 125. At step S1, the tap generator 122 generates class taps, from
the L, G, I and A codes, residual signals and the linear prediction coefficients, supplied thereto, and sends these to the
classification unit 123.
[0146] The program then moves to step S2 where the classification unit 123 carries out the classification based on
the class taps sent from the tap generator 122 to send the resulting class codes to the classification unit 124. The program
then moves to step S3.
[0147] At step S3, the coefficient memory 124 reads out tap coefficients, corresponding to the class codes, supplied
form the classification unit 123, to send the so read out tap coefficients to the prediction unit 125.
[0148] The program moves to step S4 where the prediction unit 125 acquires tap coefficients for the residual signals
output by the coefficient memory coefficient memory 124, and carries out sum-of-products processing in accordance
with the equation (6), using the tap coefficients and the prediction taps from the tap generator 121, to acquire prediction
values of the speech of high sound quality of the frame of interest.
[0149] The speech of high sound quality, obtained as described above, is sent from the prediction unit 125 through
the D/A converter 30 to the loudspeaker 31 which then outputs the speech of the high sound quality.
[0150] After the processing at step S4, the program moves to step S5 where it is verified whether or not there is any
frame to be processed as the frame of interest. If it is found that there is any such frame, the program reverts to step
S1, where the similar processing is repeated with the frame to be the next frame of interest as being the new frame of
interest. If it is found at step S5 that there is no frame to be processed as being the frame of interest, the processing is
terminated.
[0151] Fig. 12 shows an instance of a learning device adapted for carrying out the processing of learning tap coefficients
memorized in the coefficient memory 124 of Fig.11.
[0152] In the learning device of Fig.12, the components from a microphone 201 to a code decision unit 215 are
constructed similarly to the microphone 1 to the code decision unit 15 of Fig.1. The microphone 1 is fed with speech
signals for learning. So, the components from a microphone 201 to a code decision unit 215 perform the same processing
on the speech signals for learning as that in Fig.1.
[0153] A tap generator 131 is fed with the synthesized sound output by a speech synthesis filter 206 when a minimum
square error decision unit 208 has verified the square error to be smallest. Meanwhile, a tap generator 132 is fed with
the L, G, I and A codes output when the definite signal has been received by the code decision unit 215 from the minimum
square error decision unit 208. The tap generator 132 is also fed with the linear prediction coefficients, as components
of code vectors (centroid vectors) corresponding to the A code as the results of vector quantization of the linear prediction
coefficients obtained at an LPC analysis unit 204, output by the vector quantizer 205, and with residual signals output
by the operating unit 214, that prevail when the square error in the minimum square error decision unit 208 has become
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minimum. A normal equation summation circuit 134 is fed with speech output by an A/D converter 202 as teacher data.
[0154] From the synthesized sound, output by a speech synthesis filter 206, the tap generator 131 generates the
same prediction taps as those of the tap generator 121 of Fig.1, and routes the so generated prediction taps as pupil
data to the normal equation summation circuit 134.
[0155] From the L, G, I sans A codes from the code decision unit 215, linear prediction coefficients, issued by the
vector quantizer 205, from the residual signals and from the operating unit 214, the tap generator 132 forms the same
class taps as those of the tap generator 122 of Fig.11 to send the so formed class taps to the classification unit 133.
[0156] Based on the class taps from the tap generator 132, a classification unit 133 carries out the same classification
as that performed by the classification unit 123 and routes the resulting class code to the normal equation summation
circuit 134.
[0157] The normal equation summation circuit 134 receives the speech from the A/D converter 202 as teacher data,
while receiving the prediction taps from the tap generator 131 as pupil data. The normal equation summation circuit 134
then performs the similar summation to that performed by the normal equation addition circuit 81 of Fig.6 to establish
the normal equation shown as in the equation (13) for each class.
[0158] A tap coefficient decision circuit 135 solves the normal equation, generated in the normal equation addition
circuit 134 from class to class, to find tap coefficients for the respective classes. The tap coefficients, thus found, are
sent to the address associated with each class of a coefficient memory 136.
[0159] Depending on the speech signals, provided as speech signals for learning, there are occasions wherein, in a
class or classes, a number of the normal equations required to find tap coefficients cannot be produced in the normal
equation addition circuit 134. For such class(es), the tap coefficient decision circuit 135 outputs default tap coefficients.
[0160] The coefficient memory 136 memorizes the class-based linear prediction coefficients and residual signals,
supplied from the tap coefficient decision circuit 135
[0161] The above-described learning device basically performs the processing similar to that conforming to the flow-
chart shown in Fig.8 to find tap coefficients for producing the synthesized sound of high sound quality.
[0162] The learning device is fed with speech signals for learning. At step S11, teacher data and pupil data are
generated from the speech signals for learning.
[0163] That is, the speech signals for learning are fed to the microphone 201. The components from the microphone
201 to the code decision unit 215 perform the processing similar t o that performed by the components from the microphone
1 to the code decision unit 15 of Fig.1.
[0164] The result is that the speech of the digital signals, obtained by the A/D converter 202, are sent as teacher data
to the normal equation summation circuit 134. If it is verified that the square error has become smallest in the minimum
square error decision unit 208, the synthesized sound, output by the speech synthesis filter 206, is sent as pupil data
to the tap generator 131.
[0165] When the linear prediction coefficients output by the vector quantizer 205 are such that the square error as
found by the minimum square error decision unit 208 is minimum, the L, G, I and A codes, output by the code decision
unit 215, and the residual signals output by the operating unit 214, are sent to the tap generator 132.
[0166] The program then moves to step S12 where the tap generator 131 generates prediction taps from the synthe-
sized sound of the frame of interest, with the frame of the synthesized sound supplied as pupil data from the speech
synthesis filter 206 to send the so generated prediction taps to the normal equation summation circuit 134. At step S12,
the tap generator 132 generates class taps from the L, G, I and A codes, linear prediction coefficients and the residual
signals, supplied thereto, to send the so generated class taps to the classification unit 133.
[0167] After the processing at step S12, the program moves to step S13 where the classification unit 133 performs
classification based on the class taps from the tap generator 132 to send the resulting class codes to the normal equation
summation circuit 134.
[0168] The program then moves to step S14 where the normal equation summation circuit 134 performs the afore-
mentioned summation of the matrix A and the vector v of the equation (13), for the speech signals for learning, as the
speech of the high sound quality of the frame of interest from the A/D converter 202, as teacher data and for prediction
taps from the tap generator 132, as pupil data, from one class code from the classification unit 133 to another. The
program then moves to step S15.
[0169] At step S15, it is verified whether or not there is any frame to be processed as the frame of interest. If it is found
at step S15 that there is still a frame to be processed as the frame of interest, the program reverts to step S11 where
the processing similar to that described above is repeated with the sequentially next frame as being new frames of interest.
[0170] If it is found at step S15 that there is no frame to be processed as being the frame of interest, that is if the
normal equation has been obtained for each class in the normal equation summation circuit 134, the program moves to
step S16 where the tap coefficient decision circuit 135 solves the normal equation generated for each class to find the
tap coefficients from class to class to send the so found tap coefficients to the address associated with each class to
terminate the processing.
[0171] The class-based tap coefficients stored in the coefficient memory 136 are stored in the coefficient memory
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coefficient memory 124 of Fig.11.
[0172] Consequently, the tap coefficients stored in the coefficient memory 124 of Fig.11 have been found by carrying
out the learning such that the prediction errors (square errors) of the predicted speech values of high sound quality
obtained on linear predictive calculations will be statistically minimum, so that the speech output by the prediction unit
125 of Fig.11 is of high sound quality.
[0173] The above-described sequence of operations may be carried out by handwave or by software. If the sequence
of operations is carried out by software, the program forming the software is installed on e.g., general-purpose computer.
[0174] Fig. 13 shows an illustrative structure of an embodiment of a computer on which to install the program adapted
for executing the above-described sequence of operations.
[0175] It is possible for the program to be pre-recorded on a hard disc 305 or a ROM 303 as a recording medium
enclosed in a computer.
[0176] Alternatively, the program may be transiently or permanently stored in a removable recording medium 311,
such as CD-ROM (Compact Disc Read Only memory), MO (magneto-optical) disc, DVD (Digital Versatile Disc), magnetic
disc or a semiconductor memory. Such removable recording medium 311 may be furnished as a so-called package
software.
[0177] Meanwhile, the program may not only be installed from the above-described removable recording medium 311
on a computer but also transferred over a radio route to the computer from a downloading site, over a network, such as
LAN (Local Area network) or Internet. The so transferred program on a communication unit 308 may be received by the
communication unit 308 so as to be installed on an enclosed hard disc 305.
[0178] The computer has enclosed therein a CPU (central processing unit) 302. To this CPU 302 is connected an
input/output interface 310 over a bus 301. When a command is input to the CPU 302 over the input/output interface 310
by a user acting on an input unit 307, such as a keyboard, mouse or microphone, the program loaded on the ROM (Read
Only Memory) is executed. Alternatively, the CPU 302 loads a program, stored in the hard disc 305, a program transmitted
over the satellite or network, received by a communication unit 308 and installed on the hard disc 305, or a program
read out from the removable recording medium 311 loaded on the hard disc 305, on a RAM (Random Access memory)
304 for execution. The CPU 302 now executes the processing in accordance with the above-described flowchart or the
processing conforming to the above-described block diagram. The CPU 302 causes the processing results to be output
over e.g., the input/output interface 310 from an output unit 306 formed by LCD (liquid crystal display) or a loudspeaker,
transmitted from the communication unit 308 or recorded on the hard disc 305.
[0179] The processing step for stating the program for executing the various processing operations by a computer
need not be carried out chronologically in the order stated in the flowchart, but may be processed in parallel or batch-
wise, such as parallel processing or object-wise processing.
[0180] The program may be processed by a sole computer or by plural computers in a distributed fashion. Moreover,
the program may be transmitted to a remotely located computer for execution.
[0181] Although no particular reference has been made in the present invention as to which sort of the speech signals
for learning is to be used, the speech signals for learning may not only be the speech uttered by a speaker or a musical
number (music). With the above-described learning, such tap coefficients which will improve the sound quality of the
speech are obtained if the speech uttered by a speaker is used, whereas, if the speech signals for learning are music
numbers, such tap coefficients which will improve the sound quality of the speech are obtained which will improve the
sound quality of the musical number.
[0182] In an embodiment shown in Fig.11, the tap coefficients are pre-stored in the coefficient memory 124. Alterna-
tively, the tap coefficients to be stored in the coefficient memory 124 may also be downloaded in the portable telephone
set 101 from the base station 102 or the exchange station 103 of Fig.9 or from a WWW (World Wide Web) server, not
shown. That is, the tap coefficients suited to a sort of speech signals, such as those for the human speech or music,
may be obtained on learning. Depending on the teacher or pupil data used for learning, such tap coefficients which will
produce a difference in the sound quality of the synthesized sound may be acquired. So, these various tap coefficients
may be stored in e.g., the base station 102 for the user to download the tap coefficients the or she desires. Such service
of downloading the tap coefficients may be payable or charge-free. If the service of downloading the tap coefficients is
to be payable, the fee as remuneration for the downloaded tap coefficients may be charged along with the call toll of the
portable telephone set 101.
[0183] The coefficient memory coefficient memory 124 may be formed by e.g., a memory card that can be mounted
on or dis mounted from the portable telephone set 101. If, in this case, variable memory cards having stored thereon
the above-described various tap coefficients are furnished, the memory cards holding the desired tap coefficients may
be loaded and used on the portable telephone set 101.
[0184] The present invention may be broadly applied in generating the synthesized sound from the code obtained on
encoding by the CELP system, such as VSELP (Vector Sum Excited linear Prediction), PSI-CELP (Pitch Synchronous
Innovation CELP), CS-ACELP (Conjugate Structure Algebraic CELP).
[0185] The present invention also is broadly applicable not only to such a case where the synthesized sound is
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generated from the code obtained on encoding by CELP system but also to such a case where residual signals and
linear prediction coefficients are obtained from a given code to generate the synthesized sound.
[0186] In the above-described embodiment., the prediction values of residual signals and linear prediction coefficients
are found by one-dimensional linear predictive calculations. Alternatively, these prediction values may be found by two-
or higher dimensional predictive calculations.
[0187] Also, in the receipt unit shown in Fig.11 and in the learning device shown in Fig.12, the class taps are generated
based not only on the L, G, I and A codes, but also on linear prediction coefficients derived from the A codes and residual
signals derived from the L, G and I codes. The class codes may also be generated from only one or a plural number of
the L, G, I and A codes, such as, for example, from only the A code. If, for example, the class taps are formed only from
the I code, the I code it self may be used as the class code. Since the VSELP system allocates 9 bits to the I code, the
number of the classes is 512 (= 29) if the I code is directly used as the class code. Meanwhile, each bit of the 9-bit I
code has two sorts of signs, namely 1 and -1, it is sufficient if a bit which is -1 is deemed to be 0 if this I code is used as
the class code.
[0188] In the CELP system, software interpolation bits or the frame energy may sometimes be included in the code
data. In this case, the class taps may be formed by using software interpolation bits or the frame energy.
[0189] In Japanese Laying-Open Patent Publication H-8-202399, there is disclosed a method of passing the synthe-
sized sound through a high range emphasizing filter to improve its sound quality. The present invention differs from the
invention disclosed in the Japanese Laying-Open Patent Publication H-8-202399 e.g., in that the tap coefficients are
obtained on learning and in that the tap coefficients used are determined from the results of the code-based classification.
[0190] Referring to the drawings, a modification of the present invention is explained in detail.
[0191] Fig.14 shows a structure of a speech synthesis device embodying the present invention. This speech synthesis
device is fed with code data multiplexed from the residual code and the A code obtained respectively on coding the
residual signal and the linear prediction coefficients A sent to a speech synthesis filter 147. The residual signals and the
linear prediction coefficients are found from the residual and A codes, respectively, and routed to the speech synthesis
filter 147 to generate the synthesized sound.
[0192] If the residual code is decoded into the residual signals based on the codebook which associates the residual
signals with the residual code, the residual signals, obtained on decoding, are corrupted with errors, with the result that
the synthesized sound is deteriorated in sound quality. Similarly, if the A code is decoded into linear prediction coefficients
based on the codebook which associates the linear prediction coefficients with the A code, the decoded linear prediction
coefficients are again corrupted with errors, thus deteriorating the sound quality of the synthesized sound.
[0193] So, in the speech synthesis device of Fig. 14, the predictive calculations are carried out using tap coefficients
as found on learning to find prediction values for true residual signals and linear prediction coefficients and the synthesized
sound of high sound quality is produced using these prediction values.
[0194] That is, in the speech synthesis device of Fig.14, the linear prediction coefficients decoded are decoded to
prediction values of true linear prediction coefficients using e.g., the classification adaptive processing. ,
[0195] The classification adaptive processing is made up by classification processing and adaptive processing. By
the classification processing, the data is classified depending on data properties and adaptive processing is carried out
from class to class, while the adaptive processing is carried out by a technique which is the same as that described
above (and so the description is not repeated here for simplicity).
[0196] In the speech synthesis device, shown in Fig. 14, the decoded linear prediction coefficients are decoded into
true linear prediction coefficients, more precisely prediction values thereof, whilst decoded residual signals are also
decoded into true residual signals, more precisely prediction values thereof.
[0197] That is, a demultiplexer (DEMUX) 141 is fed with code data and separates the code data supplied into frame-
based A code and residual code, which are routed to a filter coefficient decoder 142A and a residual codebook storage
unit 142E, respectively. It should be noted that the A code and the residual code, included in the code data in Fig. 14,
are obtained on vector quantization of linear prediction coefficients and residual signals, obtained in turn on LPC analysis
of the speech in terms of a preset frame as unit, using a preset codebook.
[0198] The filter coefficient decoder 142A decodes the frame-based A code, supplied from the demultiplexer 141, into
decoded linear prediction coefficients, based on the same codebook as that used in obtaining the A code, to route the
resulting decoded linear prediction coefficients to the tap generator 143A.
[0199] The residual codebook storage unit 142E memorizes the same codebook as that used in obtaining the frame-
based residual code, supplied from the demultiplexer 141, and decodes the residual code from the demultiplexer into
the decoded residual signals, based on the codebook, to route the so produced decoded residual signals to the tap
generator 143E.
[0200] From the frame-based decoded linear prediction coefficients, supplied from the filter coefficient decoder 142A,
the tap generator 143A extracts what are to be class taps used in classification in a classification unit 144A, and what
are to be prediction taps used in predictive calculations in a prediction unit 146, as later explained. That is, the tap
generator 143A sets the totality of the decoded linear prediction coefficients as prediction taps and class taps for the
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linear prediction coefficients. The tap generator 143A sends the class taps pertinent to the linear prediction coefficients
and the prediction taps to the classification unit 144A and to the prediction unit 146A, respectively.
[0201] From the frame-based decoded residual signals, the tap generator 143E extracts what are to be class taps
and what are to be prediction taps from the frame-based decoded residual signals supplied from the residual codebook
storage unit 142E . That is, the tap generator 143E makes all sample values of the decoded residual signals of a frame
being processed into class taps and prediction taps for the residual signals. The tap generator 143E sends class taps
pertinent to the residual signals and prediction taps to the classification unit 144E and to the prediction unit 146E,
respectively.
[0202] The constituent pattern of the prediction taps and class taps are not limited to the above-mentioned patterns.
[0203] It should be noted that the device may be designed to extract class taps and prediction taps of the linear
prediction coefficients from both the decoded linear prediction coefficients and the decoded residual signals. The class
taps and prediction patterns pertinent to the linear prediction coefficients may also be extracted by the tap generator
143A from the A code and the residual code. The class taps and prediction patterns of the linear prediction coefficients
may also be extracted from signals already output from the downstream side prediction units 146A or 146E or from the
synthesized speech signals already output by the speech synthesis filter 147. It is also possible for the tap generator
143E to extract class and prediction taps pertinent to the residual signals in similar manner.
[0204] Based on the class taps pertinent to the linear prediction coefficients from the tap generator 143A, the classi-
fication unit 144A classifies the linear prediction coefficients of the frame, which is a frame of interest, and the prediction
values of true linear prediction coefficients of which are to be found, and outputs the class code, corresponding to the
resulting class, to a coefficient memory 145A.
[0205] As the method for classification, ADRC (Adaptive Dynamic Range Coding), for example, may be employed.
[0206] In a method employing the ADRC, the decoded linear prediction coefficients forming class taps, are ADRC
processed and, based on the resulting ADRC code, the class of the linear prediction coefficients of the frame of interest
is determined.
[0207] In a K-bit ADRC, the maximum value MAX and the minimum value MIN of decoded linear prediction coefficients,
forming class taps, are detected based on a local dynamic range of a set DR = MAX - MIN, and the decoded linear
prediction coefficients, forming the class taps, are re-quantized into K bits. That is, the minimum value MIN is subtracted
from the decoded linear prediction coefficients, forming the class taps, and the resulting difference value is divided by
DR/2K. The respective decoded linear prediction coefficients, forming the class taps, obtained as described above, are
arrayed in a preset sequence to form a bit string, which is output as an ADRC code. Thus, if the class taps are processed
with e.g., one-bit ADRC, the minimum value MIN is subtracted from the respective decoded linear prediction coefficients,
forming the class taps, and the resulting difference value is divided by the average value of the maximum value MAX
and the minimum value MIN, whereby the respective decoded linear prediction coefficients are of one-bit values, by way
of binary coding. The bit string, obtained on arraying the one-bit decoded linear prediction coefficients, is output as the
ADRC code.
[0208] The string of values of decoded linear prediction coefficients, forming class taps, may directly be output as the
class code to the classification unit 144A. If the class taps are formed as p-dimensional linear prediction coefficients,
and K bits are allocated to the respective decoded linear prediction coefficients, the number of different class codes,
output by the classification unit 144A, is (2K)k which is an extremely large value exponentially proportionate to the number
of bits K of the decoded linear prediction coefficients.
[0209] Thus, classification in the classification unit 144A is preferably carried out after compressing the information
volume of the class taps by e.g., the ADRC processing or vector quantization.
[0210] Similarly to the classification unit 144A, the classification unit 144E carries out classification of the frame of
interest, based on the class taps supplied from the tap generator 143E, to output the resulting class codes to the coefficient
memory 145E.
[0211] The coefficient memory 145E holds tap coefficients pertinent to the class-based linear prediction coefficients,
obtained on performing the learning in a learning device of Fig. 17 as later explained, and outputs the tap coefficients,
stored in an address associated with the class code output by the classification unit 144A, to the prediction unit 146A.
[0212] The coefficient memory 145E holds tap coefficients pertinent to the class-based linear prediction coefficients,
as obtained by carrying out the learning in the learning device of Fig. 17, and outputs the tap coefficients, stored in the
address corresponding to the class code output by the classification unit 144E, to the prediction unit 146E.
[0213] If, in case p-dimensional linear prediction coefficients are to be found in each frame, the p-dimensional linear
prediction coefficients are to be found by predictive calculations of the aforementioned equation (6), p sets of the tap
coefficients are needed. Thus, in the coefficient memory 145A, p sets of the tap coefficients are stored in an address
associated with one class code. For the same reason, the same number of sets as that of the sample points of the
residual signals in each frame is stored in the coefficient memory 145E.
[0214] The prediction unit 146A acquires prediction taps output by the tap generator 143A and the tap coefficients
output by the coefficient memory 145A and, using these prediction and tap coefficients, performs the linear prediction
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calculations (sum-of-product processing), shown by the equation (6), to find the p-dimensional linear prediction coeffi-
cients of the frame of interest, more precisely the predicted values thereof, to send the so found out values to the speech
synthesis filter 147.
[0215] The prediction unit 146E acquires the prediction taps, output by the tap generator 143E, and the tap coefficients
output by the coefficient memory 145E. Using the so acquired prediction and tap coefficients, the prediction unit 146E
carries out the linear prediction calculations, shown by the equation (6), to find predicted values of the residual signals
of the frame of interest to output the so found out values to the speech synthesis filter 147.
[0216] The coefficient memory 145A outputs P sets of tap coefficients for finding predicted values of the p-dimensional
linear prediction coefficients forming the frame of interest. On the other hand, the prediction unit 146A executes the sum-
of-products processing of the equation (6), using the prediction taps, and the sets of the tap coefficients corresponding
to the number of the dimensions, in order to find the linear prediction coefficients of the respective dimensions. The
same holds for the prediction unit 146E.
[0217] Similarly to the speech synthesis unit 29, explained with reference to Fig.1, the speech synthesis filter 147 is
an IIR type digital filter, and carries out the filtering of the residual signals from the prediction unit 146E as input signal,
with the linear prediction coefficients from the prediction unit 146A as tap coefficients of the IIR filter, to generate the
synthesized sound, which is input to a D/A converter 148. The D/A converter 148 D/A converts the synthesized sound
from the speech synthesis filter 147 from the digital signals into the analog signals, which are sent to and output at a
loudspeaker 149.
[0218] In Fig.14, class taps are generated in the tap generators 143A, 143E, classification based on these class taps
is carried out in the classification units 144A, 144E and tap coefficients for the linear prediction coefficients and the
residual signals corresponding to the class codes as being the results of the classification are acquired from the coefficient
memories 145A, 145E. Alternatively, the tap coefficients of the linear prediction coefficients and the residual signals can
be acquired as follows:
[0219] That is, the tap generators 143A, 143E, classification units 144A, 144E and the coefficient memories 145A,
145E are constructed as respective integral units. If the tap generators, classification units and the coefficient memories,
constructed as respective integral units, are named a tap generator 143, a classification unit 144 and a coefficient memory
145, respectively, the tap generator 143 is caused to form class taps from the decoded linear prediction coefficients and
decoded residual signals, while the classification unit 144 is caused to perform classification based on the class taps to
output one class code. The coefficient memory 145 is caused to hold sets of tap coefficients for the decoded linear
prediction coefficients and tap coefficients for the residual signals, and is caused to output sets of the tap coefficients
for each of the linear prediction coefficients and the residual signals stored in the address associated with the class code
output by the classification unit 144. The prediction units 146A, 146E may be caused to carry out the processing based
on the tap coefficients pertinent to the linear prediction coefficients output as sets from the coefficient memory 145 and
on the tap coefficients for the residual signals.
[0220] If the tap generators 143A, 143E, classification units 144A, 144E and the coefficient memories 145A, 145E
are constructed as respective separate units, the number of classes for the linear prediction coefficients is not necessarily
the same as the number of classes for the residual signals. In case of construction as the integral units, the number of
the classes of the linear prediction coefficients is the same as that of the residual signals.
[0221] Fig.15 shows a specified structure of the speech synthesis filter 147 making up the speech synthesis device
shown in Fig.14.
[0222] The speech synthesis filter 147 uses the p-dimensional linear prediction coefficients, as shown in Fig.15, and
hence is made up by a sole adder 151, p delay circuits (D) 1521 to 152p and p multipliers 1531 to 153p.
[0223] In the multipliers 1531 to 153p are set p-dimensional linear prediction coefficients α1, α2,···, αp, supplied from
the prediction unit 146A, whereby the speech synthesis filter 147 performs calculations in accordance with the equation
(4) to generate the synthesized sound.
[0224] That is, the residual signals, output by the prediction unit 146E, are sent to a delay circuit 1521 through adder
151. The delay circuit 152p delays the input signal by one sample of the residual signals to output the delayed signal to
the downstream side delay circuit 152p+1 and to the multiplier 153p. The multiplier 153p multiplies the output of the delay
circuit 12p with the linear prediction coefficient αp set thereat to send the resulting product value to the adder 151.
[0225] The adder 151 sums all outputs of the multipliers 1531 to 153p and the residual signals e to send the resulting
sum to the delay circuit 121 and to output the sum as the result of speech synthesis (resulting sound signal).
[0226] Referring to the flowchart of Fig.16, the speech synthesis processing of Fig. 14 is explained.
[0227] The demultiplexer 141 sequentially separates frame-based A code and residua code, from the code data,
supplied thereto, to send the separated codes to the filter coefficient decoder 142A and to the residual codebook storage
unit 142E.
[0228] The filter coefficient decoder 142A sequentially decodes the frame-based A code, supplied from the demulti-
plexer 141, into decoded linear prediction coefficients, which are supplied to the tap generator 143A. The residual
codebook storage unit 142E sequentially decodes the frame-based residual codes, supplied from the demultiplexer 141,



EP 1 308 927 B9

21

5

10

15

20

25

30

35

40

45

50

55

into decoded residual signals, which are sent to the tap generator 143E.
[0229] The tap generator 143A sequentially renders the frames of the decoded linear prediction coefficients supplied
thereto the frames of interest. The tap generator 143A at step S101 generates the class taps and the prediction taps
from the decoded linear prediction coefficients supplied from the filter coefficient decoder 142A. At step S101, the tap
generator 143E also generates class taps and prediction taps from the decoded residual signals supplied from the
residual codebook storage unit 142E. The class taps generated by the tap generator 143A are suppled to the classification
unit 144A, while the prediction taps are sent to the prediction unit 146A. The class taps generated by the tap generator
143E are sent to the classification unit 144E, while the prediction taps are sent to the prediction unit 146E.
[0230] At step S102, the classification units 144A, 144E perform classification based on the class taps supplied from
the tap generators 143A, 143E and sends the resulting class codes to the coefficient memories 145A, 145E. The program
then moves to step S103.
[0231] At step S103, the coefficient memories 145A, 145E read out tap coefficients from the addresses for the class
codes sent from the classification units 144A, 144E to send the read out coefficients to the prediction units 146A, 146E.
[0232] The program then moves to step S104, where the prediction unit 146A acquires the tap coefficients output by
the coefficient memory 145A and, using these tap coefficients and the prediction taps from the tap generator 143A,
acquires the prediction values of the true linear prediction coefficients of the frame of interest. At step S104, the prediction
unit 146E acquires the tap coefficients output by the coefficient memory 145E and, using the tap coefficients and the
prediction taps from the tap generator 143E, performs the sum-of-products processing shown by the equation (6) to
acquire the true residual signals of the frame of interest, more precisely predicted values thereof.
[0233] The residual signals and the linear prediction coefficients, obtained as described above, are sent to the speech
synthesis filter 147, which then performs the calculations of the equation (4), using the residual signals and the linear
prediction coefficients, to produce the synthesized sound signal of the frame of interest. The synthesized sound signal
is sent from the speech synthesis filter 147 through the D/A converter 148 to the loudspeaker 149 which then outputs
the synthesized sound corresponding to the synthesized sound signal.
[0234] After the linear prediction coefficients and the residual signals have been obtained in the prediction units 146A,
146E, the program moves to step S105 where it is verified whether or not there are any decoded linear prediction
coefficients and the decoded residual signals to be processed as the frame of interest. If it is verified at step S105 that
there are any decoded linear prediction coefficients and the decoded residual signals to be processed as the frame of
interest, the program reverts to step S101 where the frame to be rendered the frame of interest next is rendered the
new frame of interest. The similar sequence of operations is then carried out. If it is verified at step S105 that there are
no decoded linear prediction coefficients nor decoded residual signals to be processed as the frame of interest, the
speech synthesis processing is terminated.
[0235] The learning device for carrying out the tap coefficients to be stored in the coefficient memories 145A, 145E
shown in Fig.14 is configured as shown in Fig.17.
[0236] The learning device, shown in Fig.17, is fed with the digital speech signals for learning, on the frame basis.
These digital speech signals for learning are sent to an LPC analysis unit 161A and to a prediction filter 161E.
[0237] The LPC analysis unit 161A sequentially renders the frames of the speech signals, supplied thereto, the frames
of interest, and LPC-analyzes the speech signals of the frame of interest to find p-dimensional linear prediction coefficients.
These linear prediction coefficients are sent to a prediction unit 161E and to a vector quantizer 162A, while being sent
to a normal equation addition circuit 166A as teacher data for finding tap coefficients pertinent to the linear prediction
coefficients.
[0238] The prediction filter 161E performs calculations in accordance with the equation (1), using the speech signals
and the linear prediction coefficients, supplied thereto, to find residual signals of the frame of interest, to send the resulting
signals to the vector quantizer 162E, as well as to send the residual signals to the normal equation addition circuit 166E
as teacher data for finding tap coefficients pertinent to the linear prediction coefficients.
[0239] That is, if the Z-transforms of sn and en in the equation (1) are represented by S and E, respectively the equation
(1) may be represented by: 

[0240] From the equation (15), the residual signals e can be found by the sum-of-products processing of the speech
signal s and the linear prediction coefficients αp, so that the prediction filter 161E for finding the residual signals e may
be formed by an FIR (Finite Impulse Response) digital filter.
[0241] Fig.18 shows an illustrative structure of the prediction filter 161E.
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[0242] The prediction filter 161E is fed with p-dimensional linear prediction coefficients from the LPC analysis unit
161A. So, the prediction filter 161E is made up of p delay circuits (D) 1711 to 171p, p multipliers 1721 to 172p and one
adder 173.
[0243] In the multipliers 1721 to 172p are set α1, α2, ···, αp from among the p-dimensional linear prediction coefficients
sent from the LPC analysis unit 161A.
[0244] The speech signals s of the frame of interest are sent to a delay circuit 1711 and to an adder 173. The delay
circuit 171p delays the input signal thereto by one sample of the residual signals to output the delayed signal to the
downstream side delay circuit 171p+1 and to the multiplier 172p. The multiplier 172p multiplies the output of the delay
circuit 171p with the linear prediction coefficient αp to send the resulting product to the adder 173.
[0245] The adder 173 sums all of the outputs of the multipliers 1721 to 172p to the speech signals s to output the
results of summation as the residual signals e.
[0246] Returning to Fig.17, the vector quantizer 162A holds a codebook which associates the code vectors having
the linear prediction coefficients as components with the codes. Based on the codebook, the vector quantizer 162A
vector-quantizes the feature vector constituted by linear prediction coefficients of the frame of interest from the LPC
analysis unit 161A to route the code A obtained on the vector quantization to a filter coefficient decoder 163A. The vector
quantizer 162A holds a codebook, which associates the code vectors, having the sample values of the signal of the
vector quantizer 162 as components, with the codes, and vector-quantizes the residual vectors, formed by sample values
of the residual signals of the frame of interest from the prediction filter 161E to route the residual code obtained on this
vector quantization to a residual codebook storage unit 163E.
[0247] The filter coefficient decoder 163A holds the same codebook as that stored by the vector quantizer 162A and,
based on this codebook, decodes the A code from the vector quantizer 162A into decoded linear prediction coefficients
which then are sent to the tap generator 164A as pupil data used for finding the tap coefficients pertinent to the linear
prediction coefficients. The residual codebook storage unit 142E shown in Fig.14 is configured similarly to the filter
coefficient decoder 163A shown in Fig.17.
[0248] The residual codebook storage unit 163E holds the same codebook as that stored by the vector quantizer 162E
and, based on this codebook, decodes the residual code from the vector quantizer 162E into decoded residual signals
which then are sent to the tap generator 164E as pupil data used for finding the tap coefficients pertinent to the residual
signals. The residual codebook storage unit 142E shown in Fig. 14 is configured similarly to the residual codebook
storage unit 142E shown in Fig. 17.
[0249] Similarly to the tap generator 143A of Fig.14, the tap generator 164A forms prediction taps and class taps,
from the decoded linear prediction coefficients, supplied from the filter coefficient decoder 163A, to send the class taps
to a classification unit 165A, while supplying the prediction taps to the normal equation addition circuit 166A. Similarly
to the tap generator 143E of Fig.14, the tap generator 164E forms prediction taps and class taps, from the decoded
residual signals supplied from the residual codebook storage unit 163E, to send the class taps and the prediction taps
to the classification unit 165E and to the normal equation addition circuit 166E.
[0250] Similarly to the classification units 144A and 144E of Fig.3, the classification units 165A and 165E perform
classification based on the class taps supplied thereto to send the resulting class codes to the normal equation addition
circuits 166A and 166E.
[0251] The normal equation addition circuit 166A executes summation on the linear prediction coefficients of the frame
of interest, as teacher data from the LPC analysis unit 161A, and on the decoded linear prediction coefficients, forming
prediction taps, as pupil data from the tap generator 164A. The normal equation addition circuit 166E executes summation
on the residual signals of the frame of interest, as teacher data from the prediction filter 161E, and on the decoded
residual signals, forming prediction taps, as pupil data from the tap generator 164E.
[0252] That is, the normal equation addition circuit 166A uses the pupil data, as prediction taps and to perform calcu-
lations equivalent to the reciprocal multiplication of the pupil data (xinxim), as the components of the matrix A of the
above-mentioned equation (13), and to summation (Σ), for each class supplied from the classification unit 165A.
[0253] The normal equation addition circuit 166A also uses pupil data, that is linear prediction coefficients of the frame
of interest, and teacher data, that is the decoded linear prediction coefficients, forming the prediction taps, and the linear
prediction coefficients of the frame of interest, as teacher data, to perform multiplication (xinyi) of the pupil and teacher
data, and to summation (Σ), for each class of the class code supplied from the classification unit 165A.
[0254] The normal equation addition circuit 166A performs the aforementioned summation, with the totality of the
frames of the linear prediction coefficients supplied from the LPC analysis unit 161A as the frames of interest, to establish
the normal equation pertinent to the linear prediction coefficients shown in Fig.13.
[0255] The normal equation addition circuit 166E also performs similar summation, with all of the frames of the residual
signals sent form the prediction filter 161E as the frame of interest, whereby a normal equation concerning the residual
signals as shown in equation (13) is established for each class.
[0256] A tap coefficient decision circuit 167A and a tap coefficient decision circuit 167E solve the normal equations,
generated in the normal equation addition circuits 166A, 166E, from class to class, to find tap coefficients for the linear
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prediction coefficients and for the residual signals, which are sent to addresses associated with respective classes of
the coefficient memories 168A, 168E.
[0257] Depending on the speech signals, provided as speech signals for learning, there are occasions wherein, in a
class or classes, a number of the normal equations required to find tap coefficients cannot be produced in the normal
equation addition circuit 166A or 166E. For such class(es), the tap coefficient decision circuit 167A or 167E outputs
default tap coefficients.
[0258] The coefficient memories 168A, 168E memorize the class-based tap coefficients and residual signals, supplied
from the tap coefficient decision circuits 167A, 167E.
[0259] Referring to the flowchart of Fig.19, the processing for learning of the learning device of Fig.17 is explained.
[0260] The learning device is supplied with speech signals for learning. At step S111, teacher data and pupil data are
generated from the speech signals for learning.
[0261] That is, the LPC analysis unit 161A sequentially renders the frames of the speech signals for learning, the
frame of interest, and LPC-analyzes the speech signals of the frame of interest to find p-dimensional linear prediction
coefficients, which are sent as teacher data to the normal equation addition circuit 166A. These linear prediction coef-
ficients are also sent to the prediction filter 161E and to the vector quantizer 162A. This vector quantizer 162A vector-
quantizes the feature vector formed by the linear prediction coefficients of the frame of interest from the LPC analysis
unit 161A to send the A code obtained by this vector quantization to the filter coefficient decoder 163A. The filter coefficient
decoder 163A decodes the A code from the vector quantizer 162A into decoded linear prediction coefficients which are
sent as pupil data to the tap generator 164A.
[0262] On the other hand, the prediction filter 161E, which has received the linear prediction coefficients of the frame
of interest from the analysis unit 161A, performs the calculations conforming to the aforementioned equation (1), using
the linear prediction coefficients and the speech signals for learning of the frame of interest, to find the residual signals
of the frame of interest, which are sent to the normal equation addition circuit 166E as teacher data. These residual
signals are also sent to the vector quantizer 162E. This vector quantizer 162E vector-quantizes the residual vector,
constituted by sample values of the residual signals of the frame of interest from the prediction filter 161E to send the
residual code obtained as the result of the vector quantization to the residual codebook storage unit 163E. The residual
codebook storage unit 163E decodes the residual code from the vector quantizer 162E to form decoded residual signals,
which are sent as pupil data to the tap generator 164E.
[0263] The program then moves to step S112 where the tap generator 164A forms prediction taps and class taps
pertinent to the linear prediction coefficients, from the decoded linear prediction coefficients sent from the filter coefficient
decoder 163A, whilst the tap generator 164E forms prediction taps and class taps pertinent to the residual signals from
the decoded residual signals supplied from the residual codebook storage unit 163E. The class taps pertinent to the
linear prediction coefficients are sent to the classification unit 165A, whilst the prediction taps are sent to the normal
equation addition circuit 166A. The class taps pertinent to the residual signals are sent to the classification unit 165E,
whilst the prediction taps are sent to the normal equation addition circuit 166E.
[0264] Subsequently, at step S113, the classification unit 165A executes classification based on the class taps pertinent
to the linear prediction coefficients, and sends the resulting class codes to the normal equation addition circuit 166A,
whilst the classification unit 165E executes classification based on the class taps pertinent to the residual signals, and
sends the resulting class code to the normal equation addition circuit 166E.
[0265] The program then moves to step S114, where the normal equation addition circuit 166A performs the afore-
mentioned summation of the matrix A and the vector v of the equation (13), for the linear prediction coefficients of the
frame of interest as teacher data from the LPC analysis unit 161A and for the decoded linear prediction coefficients
forming the prediction taps as pupil data from the tap generator 164A. At step S114, the normal equation addition circuit
166E performs the aforementioned summation of the matrix A and the vector v of the equation (13), for the residual
signals of the frame of interest as teacher data from the prediction filter 161E and for the decoded residual signals
forming the prediction taps as pupil data from the tap generator 164E. The program then moves to step S115.
[0266] At step S115, it is verified whether or not there is any speech signal for learning for the frame to be processed
as the frame of interest. If it is verified at step S115 that there is any speech signal for learning of the frame to be
processed as the frame of interest, the program reverts to step S111 where the next frame is set as a new frame of
interest. The processing similar to that described above then is repeated.
[0267] If it is verified at step S105 that there is no speech signal for learning of the frame to be processed as the frame
of interest, that is if the normal equation is obtained in each class in the normal equation addition circuits 166A, 166E,
the program moves to step S 116 where the tap coefficient decision circuit 167A solves the normal equation generated
for each class to find the tap coefficients for the linear prediction coefficients for each class. These tap coefficients are
sent to the address associated with each class for storage therein. The tap coefficient decision circuit 167E also solves
the normal equation generated for each class to find the tap coefficients for the residual signals for each class. These
tap coefficients are sent to and stored in the address associated with each class to terminate the processing.
[0268] The tap coefficients pertinent to the linear prediction coefficients for each class, thus stored in the coefficient
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memory 168A, are stored in the coefficient memory 145A of Fig.14, while the tap coefficients pertinent to the class-
based residual signals stored in the coefficient memory 168E are stored in the coefficient memory 145E of Fig.14.
[0269] Consequently, the tap coefficients stored in the coefficient memory 145A of Fig. 14 have been found on learning
so that the prediction errors of the prediction value of the true linear prediction coefficients, obtained on carrying out
linear predictive calculations, herein square errors, will be statistically minimum, while the tap coefficients stored in the
coefficient memory 145E of Fig. 14 have been found on learning so that the prediction errors of the prediction values of
the true residual signals, obtained on carrying out linear predictive calculations, herein square errors, will also be sta-
tistically minimum. Consequently, the linear prediction coefficients and the residual signals, output by the prediction units
146A, 146E of Fig.14, are substantially coincident with the true linear prediction coefficients and with the true residual
signals, respectively, with the result that the synthesized sound generated by these linear prediction coefficients and
residual signals are free of distortion and of high sound quality.
[0270] If, in the speech synthesis device, shown in Fig. 14, the class taps and prediction taps for the linear prediction
coefficients are to be extracted by the tap generator 143A from both the decoded linear prediction coefficients and the
decoded residual signals, it is necessary to cause the tap generator 164A of Fig.17 to extract the class taps or prediction
taps for the linear prediction coefficients from both the decoded linear prediction coefficients and from the decoded
residual signals. The same holds for the tap generator 164E.
[0271] If, in the speech synthesis device shown in Fig.14, the tap generators 143A, 143E, classification units 144A,
144E and the coefficient memories 145A, 145E are constructed as respective separate units, the tap generators 164A,
164E, classification units 165A, 165E, normal equation addition circuits 166A, 166E, tap coefficient decision circuits
167A, 167E and the coefficient memories 168A, 168E need to be constructed as respective separate units. In this case,
in the normal equation addition circuit in which the normal equation addition circuits 166A, 166E are constructed unitarily,
the normal equation is established with both the linear predictive coefficients output by the LPC analysis unit 161A and
the residual signals output by the prediction units 161E as teacher data at a time and with both the decoded linear
predictive coefficients output by the filter coefficient decoder 163A and the decoded residual signals output by the residual
codebook storage unit 163E as pupil data at a time. In the tap coefficient decision circuit where the tap coefficient decision
circuits 167A, 167E are constructed unitarily, the normal equation is solved to find the tap coefficients for the linear
predictive coefficients and for the residual signals for each class at a time.
[0272] An instance of the transmission system embodying the present invention the present invention is now explained
with reference to Fig.20. The system herein means a set of logically arrayed plural devices, while it does not matter
whether or not the respective devices are in the same casing.
[0273] In this transmission system, the portable telephone sets 1811, 1812 perform radio transmission and receipt
with base stations 1821, 1822, respectively, while the base stations 1821, 1822 perform speech transmission and receipt
with an exchange station 183 to enable speech transmission and receipt of speech between the portable telephone sets
1811, 1812 with the aid of the base stations 1821, 1822 and the exchange station 183. The base stations 1821, 1822
may be the same as or different from each other.
[0274] The portable telephone sets 1811, 1812 are referred to below as a portable telephone set 181, unless there is
no particular necessity for making distinctions between the two sets.
[0275] Fig.21 shows an illustrative structure of the portable telephone set 181 shown in Fig.20.
[0276] An antenna 191 receives electrical waves from the base stations 1821, 1822 to send the received signals to a
modem 192 as well as to send the signals from the modem 192 to the base stations 1821, 1822 as electrical waves. The
modem 192 demodulates the signals from the antenna 191 to send the resulting code data explained in Fig.1 to a receipt
unit 194. The modem 192 also is configured for modulating the code data from the transmitter 193 as shown in Fig.1
and sends the resulting modulated signal to the antenna 191. The transmission unit 193 is configured similarly to the
transmission unit shown in Fig.1 and codes the user’s speech input thereto into code data which is sent to the modem
192. The receipt unit 194 receives the code data from the modem 192 to decode and output the speech of high sound
quality similar to that obtained in the speech synthesis device of Fig.14.
[0277] That is, Fig.22 shows an illustrative structure of the receipt unit 194 of Fig.21. In the drawing, parts or components
corresponding to those shown in Fig.2 are depicted by the same reference numerals and are not explained specifically.
[0278] The tap generator 101 is fed with frame-based or subframe-based L, G and A codes, output by a channel
decoder 21. The tap generator 101 generates what are to be class taps, from the L, G, I and A codes, to route the
extracted class taps to a classification unit 104. The class taps, constructed by e.g., records, generated by the tap
generator 101, are sometimes referred to below as first class taps.
[0279] The tap generator 102 is fed with frame-based or subframe-based residual signals e, output by the operating
unit 28. The tap generator 102 extracts what are to be class taps (sample points) from the residual signals to route the
resulting class taps to the classification unit 104. The tap generator 102 also extracts what are to be prediction taps from
the residual signals from the operating unit 28 to route the resulting prediction taps to the classification unit 106. The
class taps, constructed by e.g., residual signals, generated by the tap generator 102, are sometimes referred to below
as second class taps.
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[0280] The tap generator 103 is fed with frame-based or subframe-based linear prediction coefficients α1, output by
the filter coefficient decoder 25. The tap generator 103 extracts what are to be class taps from the linear prediction
coefficients to route the resulting class taps to the classification unit 104. The tap generator 103 also extracts what are
to be prediction taps from the linear prediction coefficients from the filter coefficient decoder 25 to route the resulting
prediction taps to the prediction unit 107. The class taps, constructed by e.g., the linear prediction coefficients, generated
by the tap generator 103, are sometimes referred to below as third class taps.
[0281] The classification unit 104 integrates the first to third class taps, supplied from the tap generators 101 to 103,
to form ultimate class taps. Based on these ultimate class taps, the classification unit 104 performs the classification to
send the class code as being the result of the classification to the coefficient memory 105.
[0282] The coefficient memory 105 holds the tap coefficients pertinent to the class-based linear prediction coefficients
and the tap coefficients pertinent to the residual signals, as obtained by the learning processing in the learning device
of Fig.23, as will be explained subsequently. The coefficient memory 105 outputs the tap coefficients stored in the
address associated with the class code output by the classification unit 104 to the prediction units 106 and 107. Meanwhile,
tap coefficients We pertinent to the residual signals are sent from the coefficient memory 105 to the prediction unit 106,
while tap coefficients Wa pertinent to the linear prediction coefficients are sent from the coefficient memory 105 to the
prediction unit 107.
[0283] Similarly to the prediction unit 146E, the prediction unit 106 acquires the prediction taps output by the tap
generator 102 and the tap coefficients pertinent to the residual signals, output by the coefficient memory 105, and
performs the linear predictive calculations of the equation (6), using the prediction taps and the tap coefficients. In this
manner, the prediction unit 106 finds a predicted value em of the residual signals of the frame of interest to send the
predicted value em to the speech synthesis unit 29 as an input signal.
[0284] Similarly to the prediction unit 146A of Fig.14, the prediction unit 107 acquires the prediction taps output by the
tap generator 103 and tap coefficients pertinent to the linear prediction coefficients output by the coefficient memory
and, using the prediction taps and the tap coefficients, executes the linear predictive calculations of the equation (6).
So, the prediction unit 107 finds a predicted value mαp of the linear prediction coefficients of the frame of interest to
send the so found out predicted value to the speech synthesis unit 29.
[0285] In the receipt unit 194, constructed as described above, the processing which is basically the same as the
processing conforming to the flowchart of Fig.16 is carried out to output the synthesized speech of the high sound quality
as being the result of the speech decoding.
[0286] That is, the channel decoder 21 separates the L, G, I and A codes, from the code data, supplied thereto, to
send the so separated codes to the adaptive codebook storage unit 22, gain decoder 23, excitation codebook storage
unit 24 and to the filter coefficient decoder 25, respectively. The L, G, I and A codes are also sent to the tap generator 101.
[0287] The adaptive codebook storage unit 22, gain decoder 23, excitation codebook storage unit 24 and the operating
units 26 to 28 perform the processing similar to that performed in the adaptive codebook storage unit 9, gain decoder
10, excitation codebook storage unit 11 and in the operating units 12 to 14 of Fig.1 to decode the L, G and I codes to
residual signals e. These residual signals are routed from the operating unit 28 and to the tap generator 102.
[0288] As explained with reference to Fig.1, the filter coefficient decoder 25 decodes the A codes, supplied thereto,
into linear prediction coefficients, which are routed to the tap generator 103.
[0289] The tap generator 101 renders the frames of the L, G, I and A codes, supplied thereto, the frame of interest.
At step S101 (Fig.16), the tap generator 101 generates first class taps from the L, G, I and A codes from the channel
decoder 21 to send the so generated first class taps to the classification unit 104. At step S101, the tap generator 102
generates second class taps from the decoded residual signals from the operating unit 28 to send the so generated
second class taps to the classification unit 104, while the tap generator 103 generates the third class taps from the linear
prediction coefficients from the filter coefficient decoder 25 to send the so generated third class taps to the classification
unit 104. At step S101, the tap generator 102 generates what are to be prediction taps from the residual signals from
the operating unit 28 to send the prediction taps to the prediction unit 106, while the tap generator 102 generates
prediction taps from the linear prediction coefficients from the filter coefficient decoder 25 to send the so generated
prediction taps to the prediction unit 107.
[0290] At step S102, the classification unit 104 executes classification based on ultimate class taps which have com-
bined the first to third class taps supplied from the tap generators 101 to 103 and sends the resulting class codes to the
coefficient memory 105. The program then moves to step S103.
[0291] At step S103, the coefficient memory 105 reads out the tap coefficients concerning the residual signals and
the linear prediction coefficients, from the address associated with the class code as supplied from the classification unit
104, and sends the tap coefficients pertinent to the residual signals and the tap coefficients pertinent to the linear
prediction coefficients to the prediction units 106, 107, respectively.
[0292] At step S104, the prediction unit 106 acquires the tap coefficients concerning the residual signals, output from
the coefficient memory 105, and executes the sum-of-products processing of the equation (6), using the so acquired
tap coefficients and the prediction taps from the tap generator 102, to acquire predicted values of true residual signals
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of the frame of interest. At this step S104, the prediction unit 107 also acquires the tap coefficients pertinent to the linear
prediction coefficients output by the prediction unit 105 and, using the so acquired tap coefficients and the tap coefficients
from the tap generator 103, performs the sum-of-products processing of the equation (6) to acquire predicted values of
true linear prediction coefficients of the frame of interest.
[0293] The residual signals and the linear prediction coefficients, thus acquired, are routed to the speech synthesis
unit 29, which then performs the processing of the equation (4), using the residual signals and the linear prediction
coefficients, to generate the synthesized sound signal of the frame of interest. These synthesized sound signals are
sent from the speech synthesis unit 29 through the D/A converter 30 to the loudspeaker 31 which then outputs the
synthesized sound corresponding to the synthesized sound signals.
[0294] After the residual signals and the linear prediction coefficients have been acquired by the prediction units 106,
107, the program moves to step S105 where it is verified whether or not there are yet L, G, I or A codes of the frame to
be processed as the frame of interest. If it is found at step S105 that there are as yet the L, G, I or A codes of the frame
to be processed as the frame of interest, the program reverts to step S101 to set the frame to be the next frame of
interest as the new frame of interest to repeat the processing similar to that described above. If it is found at step S105
that there are no L, G, I or A codes of the frame to be processed as the frame of interest, the processing is terminated.
[0295] An instance of a learning device for performing the learning processing of tap coefficients to be stored in the
coefficient memory 105 shown in Fig.22 is now explained with reference to Fig.23. In the following explanation, parts or
components common to those of the learning device shown in Fig. 12 are depicted by corresponding reference numerals.
[0296] The components from the microphone 201 to the code decision unit 215 are configured similarly to the com-
ponents from the microphone 1 to the code decision unit 15. The microphone 201 is fed with speech signals for learning,
so that the components from the microphone 201 to the code decision unit 215 perform, the processing similar to that
shown in Fig.1.
[0297] A prediction filter 111E is fed with speech signals for learning, as digital signals, output by the A/D converter
202, and with the linear prediction coefficients, output by the LPC analysis unit 204. The tap generator 112A is fed with
the linear prediction coefficients, output by the vector quantizer 205, that is linear prediction coefficients forming the code
vectors (centroid vector) of the codebook used for vector quantization, while the tap generator 112E is fed with residual
signals output by the operating unit 214, that is the same residual signals as those sent to the speech synthesis filter
206. The normal equation addition circuit 114A is fed with the linear prediction coefficients output by the LPC analysis
unit 204, whilst the tap generator 117 is fed with the L, G, I and A codes output by the code decision unit 215.
[0298] The prediction filter 111E sequentially sets the frames of the speech signals for learning, sent from the A/D
converter 202, and executes e.g., the processing complying with the equation (1), using the speech signals for the frame
of interest and the linear prediction coefficients supplied from the LPC analysis unit 204, to find the residual signals for
the frame of interest. These residual signals are sent as teacher data to the normal equation addition circuit 114E.
[0299] From the linear prediction coefficients, supplied from the vector quantizer 205, the tap generator 112A forms
the same prediction taps as those in the tap generator 103 of Fig.11, and third class taps, and routes the third class taps
to the classification units 113A, 113E, while routing the prediction taps to the normal equation addition circuit 114A.
[0300] From the linear prediction coefficients, supplied from the operating unit 214, the tap generator 112E forms the
same prediction taps as those in the tap generator 102 of Fig.22, and second class taps, and routes the second class
taps to the classification units 113A, 113E, while routing the prediction taps to the normal equation addition circuit 114E.
[0301] The classification units 113A, 113E are fed with the third and second class taps, from the tap generators 112A,
112E, respectively, while being fed with the first class taps from the tap generator 117. Similarly to the classification unit
104 of Fig.22, the classification units 113A, 113E integrate the first to third class taps, supplied thereto, to form ultimate
class taps. Based on these ultimate class taps, the classification units perform the classification to send the class code
to the normal equation addition circuits 114A, 114E.
[0302] The normal equation addition circuit 114A receives the linear prediction coefficients of the frame of interest
from the LPC analysis unit 204, as teacher data, while receiving the prediction taps from the tap generator 112A, as
pupil data. The normal equation addition circuit performs the summation, as the normal equation addition circuit 166A
of Fig.17, for the teacher data and the pupil data, from one class code from the classification unit 113A to another, to
set the normal equation (13) pertinent to the linear prediction coefficients, from one class to another. The normal equation
addition circuit 114E receives the residual signals of the frame of interest from the prediction unit 111E, as teacher data,
while receiving the prediction taps from the tap generator 112E, as pupil data. The normal equation addition circuit
performs the summation, as the normal equation addition circuit 166E of Fig.17, for the teacher data and the pupil data,
from one class code from the classification unit 113E to another, to set the normal equation (13) pertinent to the residual
signals, from one class to another. A tap coefficient decision circuit 115A and a tap coefficient decision circuit 115E
solve the normal equation, generated in the normal equation addition circuits 114A, 114E, from class to class, to find
tap coefficients pertinent to the linear prediction coefficients and the residual signals for the respective classes. The tap
coefficients, thus found, are sent to the addresses of the coefficient memories 116A, 116E associated with the respective
classes.
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[0303] Depending on the speech signals, provided as speech signals for learning, there are occasions wherein, in a
class or classes, a number of the normal equations required to find the tap coefficients cannot be produced in the normal
equation addition circuits 114A, 114E. For such class(es), the tap coefficient decision circuits 115A, 115E outputs e.g.,
default tap coefficients.
[0304] The coefficient memories 116A, 116E memorize the class-based tap coefficients pertinent to linear prediction
coefficients and residual signals, supplied from the tap coefficient decision circuits 115A, 115E, respectively.
[0305] From the L, G, I and the A codes, supplied from the code decision unit 215, the tap generator 117 generates
the same first class taps as those in the tap generator 101 of Fig.22, to send the so generated class taps to the classification
units 113A, 113E.
[0306] The above-described learning device basically performs the same processing as the processing conforming
to the flowchart of Fig. 19 to find the tap coefficients necessary to produce the synthesized sound of high sound quality.
[0307] The learning device is fed with the speech signals for learning and generates teacher data and pupil data at
step S111 from the speech signals for learning.
[0308] That is, the speech signals for learning are input to the microphone 201. The components from the microphone
201 to the code decision unit 215 perform the processing similar to that performed by the microphone 1 to the code
decision unit 15 of Fig.1.
[0309] The linear prediction coefficients, acquired by the LPC analysis unit 204, are sent as teacher data to the normal
equation addition circuit 114A. These linear prediction coefficients are also sent to the prediction filter 111E. The residual
signals, obtained in the operating unit 214, are sent as pupil data to the ta generator 112E.
[0310] The digital speech signals, output by the A/D converter 202, are sent to the prediction filter 111E, while the
linear prediction coefficients, output by the vector quantizer 205, are sent as pupil data to the tap generator 112A. The
L, G, I and A codes, output by the code decision unit 215, are sent to the tap generator 117.
[0311] The prediction filter 111E sequentially renders the frames of the speech signals for learning, supplied from the
A/D converter 202, the frame of interest, and executes the processing conforming to the equation (1), using the speech
signals of the frame of interest and the linear prediction coefficients supplied from the LPC analysis unit 204, to find the
residual signals of the frame of interest. The residual signals, obtained by this prediction filter 111E, are sent as teacher
data to the normal equation addition circuit 114E.
[0312] After acquisition of the teacher and pupil data as described above, the program moves to step S112 where the
tap generator 112A generates prediction taps pertinent to linear prediction coefficients supplied from the vector quantizer
205, and third class taps, from the linear prediction coefficients, while the tap generator 112E generates the prediction
taps pertinent to residual signals supplied from the operating unit 214, and the second class taps, from the residual
signals. Further, at step S112, the first class taps are generated by the tap generator 117 from the L, G, I and A codes
supplied from the code decision unit 215.
[0313] The prediction taps pertinent to the linear prediction coefficients are sent to the normal equation addition circuit
114A, while the prediction taps pertinent to the residual signals are sent to the normal equation addition circuit 114E.
The first to third class taps are sent to the classification circuits 113A, 113E.
[0314] Subsequently, at step S113, the classification units 113A, 113E perform classification, based on the first to
third class taps, to send the resulting class code to the normal equation addition circuits 114A, 114E.
[0315] The program then moves to step S114, where the normal equation addition circuit 114A performs the afore-
mentioned summation of the matrix A and the vector v of the equation (13), for the linear prediction coefficients of the
frame of interest from the LPC analysis unit 204, as teacher data, and for the prediction taps from the tap generator
112A, as pupil data, for each class code from the classification unit 113A. At step S114, the normal equation addition
circuit 114E performs the aforementioned summation of the matrix A and the vector v of the equation (13), for the residual
signals of the frame of interest as teacher data from the prediction filter 111E and for the prediction taps as pupil data
from the tap generator 112E, for each class code from the classification unit 113E. The program then moves to step S115.
[0316] At step S115, it is verified whether or not there is any speech signal for learning for the frame to be processed
as the frame of interest. If it is verified at step S115 that there is any speech signal for learning of the frame to be
processed as the frame of interest, the program reverts to step S111 where the next frame is set as a new frame of
interest. The processing similar to that described above then is repeated.
[0317] If it is verified at step S115 that there is no speech signal for learning of the frame to be processed as the frame
of interest, that is if the normal equation is obtained in each class in the normal equation addition circuits 114A, 114E,
the program moves to step S116 where the tap coefficient decision circuit 115A solves the normal equation generated
for each class to find the tap coefficients for the linear prediction coefficients for each class. These tap coefficients are
sent to the address associated with each class of the coefficient memory 116A for storage therein. The tap coefficient
decision circuit 115E solves the normal equation generated for each class to find the tap coefficients for the residual
signals for each class. These tap coefficients are sent to the address associated with each class of the coefficient memory
116E for storage therein. This finishes the processing.
[0318] The tap coefficients pertinent to the linear prediction coefficients for each class, thus stored in the coefficient
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memory 116A, are stored in the coefficient memory 105 of Fig.22, while the tap coefficients pertinent to the class-based
residual signals stored in the coefficient memory 116E are stored in the same coefficient memory.
[0319] Consequently, the tap coefficients stored in the coefficient memory 105 of Fig.22 have been found on learning
so that the prediction errors of the prediction values of the true linear prediction coefficients or residual signals, obtained
on carrying out linear predictive calculations, herein square errors, will be statistically minimum, and hence the residual
signals and the linear prediction coefficients, output by the prediction units 106, 107 of Fig.22, are substantially coincident
with the true residual signals and with the true linear prediction coefficients, respectively, with the result that the synthe-
sized sound generated by these residual signals and the linear prediction coefficients are free of distortion and of high
sound quality.
[0320] The above-described sequence of operations may be carried out by hardware or by software. If the sequence
of operations is carried out by software, the program forming the software is installed on e.g., a general-purpose computer.
[0321] The computer on which is installed the program for executing the above-described sequence of operations is
configured as shown in Fig.13 as described above and the operation similar to that performed by the computer shown
in Fig.13 is executed, and hence is not explained specifically for simplicity.
[0322] Referring to the drawings, a further modification of the present invention is hereinafter explained.
[0323] The speech synthesis device is fed with code data multiplexed from the residual code and the A code encoded
e.g., on vector quantization from the residual signals and the linear prediction coefficients applied to a speech synthesis
filter 244. From the residual code and the A code, the residual signals and the linear prediction coefficients are decoded
and sent to the speech synthesis filter 244 to generate the synthesized sound. The present speech synthesis device is
designed to perform predictive processing, using the synthesized sound synthesized by the speech synthesis filter and
the tap coefficients as found on learning to find and output the speech of high sound quality (synthesized sound) which
is the synthesized sound improved in sound quality.
[0324] That is, the speech synthesis device, shown in Fig.24, exploits the classification adaptive processing to decode
the synthesized sound into predicted values of the true speech of high sound quality.
[0325] The classification adaptive processing is comprised of the classification processing and the adaptive processing.
By the classification processing, data are classified according to properties and subjected to adaptive processing from
class to class. The adaptive processing is carried out in the manner as described above and hence reference may be
made to the previous description to omit the detailed description here for simplicity.
[0326] The speech synthesis device, shown in Fig.24, decodes the decoded linear prediction coefficients to true linear
prediction coefficients, more precisely predicted values thereof, by the above-described classification adaptive process-
ing, while decoding the decoded residual signals to true residual signals, more precisely predicted values thereof.
[0327] That is, a demultiplexer (DEMUX) 241 is fed with code data and separates the frame-based A code and residual
code from the code data supplied thereto. The demultiplexer 241 sends the A code to a filter coefficient decoder 242
and to tap generators 245, 246 to send the residual code to a residual codebook storage unit 243 and to tap generators
245, 246.
[0328] It should be noted that the A code and the residual code, contained in the code data of Fig.24, are obtained
on vector quantization of the linear prediction coefficients and the residual signals, both obtained on LPC analyzing the
speech, using a preset codebook.
[0329] The filter coefficient decoder 242 decodes the frame-based A code, supplied from the demultiplexer 241, into
linear prediction coefficients, based on the same codebook as that used in producing the A code, to send the so decoded
linear prediction coefficients to the speech synthesis filter 244.
[0330] The residual codebook storage unit 243 decodes the frame-based residual code, supplied from the demultiplexer
241, based on the same codebook as that used in obtaining the residual code, to send the resulting residual signals to
the speech synthesis filter 244.
[0331] Similarly to the speech synthesis filter 29, shown in Fig.2, the speech synthesis filter 244 is an IIR type digital
filter, and filters the residual signals from the residual codebook storage unit 243, as an input signal, with the linear
prediction coefficients from the filter coefficient decoder 242 as tap coefficients of the IIR filter, to generate the synthesized
sound, which is sent to the tap generators 245, 246.
[0332] The tap generator 245 extracts, from the sample values of the synthesized sound sent from the speech synthesis
filter 244, and from the residual code and the code A, supplied from the demultiplexer 241, what are to be prediction
taps used in predictive calculations in a prediction unit 249 as later explained. That is, the tap generator 245 sets the A
code, residual code and the sample values of the synthesized sound of the frame of interest, for which predicted values
of the high sound quality speech, for example, are to be found, as the prediction taps. The tap generator 245 routes the
prediction taps to the prediction unit 249.
[0333] The tap generator 246 extracts what are to be class taps from the sample values of the synthesized sound
supplied from the speech synthesis filter 244, and from the frame- or subframe-based A code and the residual code
supplied from the demultiplexer 241. Similarly to the tap generator 245, the tap generator 246 sets all of the sample
values of the synthesized sound of the frame of interest, the A code and the residual code, as the class taps. The tap
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generator 246 sends the class taps to a classification unit 247.
[0334] The pattern of configuration of the prediction and class taps is not to be limited to the above-mentioned pattern.
Although the class and prediction taps are the same in the above case, the class taps and the prediction taps may be
different in configuration from each other.
[0335] In the tap generator 245 or 246, the class taps and the prediction taps can also be extracted from the linear
prediction coefficients, obtained from the A code, output from the filter coefficient decoder 242, or from the residual
signals obtained from the residual codes, output from the residual codebook storage unit 243, as indicated by dotted
lines in Fig.24.
[0336] Based on the class taps from the tap generator 246, the classification unit 247 classifies the speech sample
values of the frame of interest, and outputs the class code, corresponding to the resulting class, to a coefficient memory
248.
[0337] It is also possible for the classification unit 247 to output the bit strings per se, forming the sample values of
the synthesized sound of the frame of interest, as class taps, the A code and the residual code.
[0338] The coefficient memory 248 holds class-based tap coefficients, obtained on learning in the learning device of
Fig.27, as later explained, and outputs to the prediction unit 249 the tap coefficients stored in the address corresponding
to the class code output by the classification unit 247.
[0339] If N samples of the speech of the high sound quality may be found for each frame, N sets of tap coefficients
are needed to obtain N samples of the speech by the predictive calculations of the equation (6) for the frame of interest.
Thus, in the present case, n sets of the tap coefficients are stored in the address of the coefficient memory 248 associated
with one class code.
[0340] The prediction unit 249 acquires the prediction taps output by the tap generator 245 and the tap coefficients
output by the coefficient memory 248 and performs linear predictive calculations as indicated by the equation (6) to find
predicted values of the speech of the high sound quality of the frame of interest to output the resulting predicted values
to a D/A converter 250.
[0341] The coefficient memory 248 outputs N sets of tap coefficients for finding each of N samples of the speech of
the frame of interest, as described above. The prediction unit 249 executes the sum-of-products processing of the
equation (6), using the prediction taps for respective sample values and a set of tap coefficients associated with the
respective sample values.
[0342] The D/A converter 250 D/A converts the prediction values of the speech from the prediction unit 249 from digital
signals into analog signals, which are sent to and output at the loudspeaker 51.
[0343] Fig.25 shows a specified structure of the speech synthesis filter 244 shown in Fig.24. The speech synthesis
filter 244, shown in Fig.25, uses p-dimensional linear prediction coefficients, and hence is formed by an adder 261, p
delay circuits (D) 2621 to 262p and p multipliers 2631 to 263p.
[0344] In the multipliers 2631 to 263p are set p-dimensional linear prediction coefficients α1, α2, ..., αp, supplied from
the filter coefficient decoder 242, so that the speech synthesis filter 244 performs the calculations conforming to the
equation (4) to generate the synthesized sound.
[0345] That is, the residual signals e, output by the residual codebook storage unit 243, are sent through an adder
261 to a delay circuit 2621. The delay circuit 262p delays the input signal thereto by one sample of the residual signals
to output the resulting delayed signal to a downstream side delay circuit 262p+1 and to an operating unit 263p. The
multiplier 263p multiplies an output of the delay circuit 262p with the linear prediction coefficient αp set thereat to output
the product value to the adder 261.
[0346] The adder 261 sums all outputs of the multipliers 2631 to 263p and the residual signals e to send the resulting
sum to a delay circuit 2621 as well as to output the result of speech synthesis (synthesized sound).
[0347] Referring to the flowchart of Fig.26, the speech synthesis processing of the speech synthesis device of Fig.24
is explained.
[0348] The demultiplexer 241 sequentially separates the A code and the residual code, from the code data supplied
thereto, on the frame basis, to send the respective codes to the filter coefficient decoder 242 and to the residual codebook
storage unit 243. The demultiplexer 241 also sends the A code and the residual code to the tap generators 245,246.
[0349] The filter coefficient decoder 242 sequentially decodes the frame-based A code, supplied from the demultiplexer
241, into linear prediction coefficients, which are then sent to the speech synthesis filter 244. The residual codebook
storage unit 243 sequentially decodes the frame-based residual code, supplied from the demultiplexer 241, into residual
signals, which are then sent to the speech synthesis filter 244.
[0350] The speech synthesis filter 244 then performs the calculations of the equation (4), using the residual signals
and the linear prediction coefficients, supplied thereto, to generate the synthesized sound of the frame of interest. This
synthesized sound is sent to the tap generators 245, 246.
[0351] The tap generator 245 sequentially renders the frame of the synthesized sound, supplied thereto, the frame of
interest. At step S201, the tap generator 245 generates prediction taps, from the sample values of the synthesized sound
supplied from the speech synthesis filter 244 and from the A code and the residual code, supplied from the demultiplexer
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241, to output the so generated prediction taps to the prediction unit 249. At step S201, the tap generator 246 generates
class taps, from the synthesized sound sent from the speech synthesis filter 244 and from the A code and the residual
code, supplied from the demultiplexer 241, to route the so generated class taps to the classification unit 247.
[0352] At step S202, the classification unit 247 executes the classification, based on the class taps supplied from the
tap generator 246, to send the resulting class code to the coefficient memory 248. The program then moves to step S203.
[0353] At step S203, the coefficient memory 248 reads out the tap coefficients from the address associated with the
class code sent from the classification unit 247 to send the so read out ta coefficients to the prediction unit 249.
[0354] At step S204, the prediction unit 249 acquires the tap coefficients output by the coefficient memory 248 and,
using the tap coefficients and the prediction taps from the tap generator 245, executes the sum-of-products processing
of the equation (6) to acquire predicted values of the speech of high sound quality of the frame of interest. The speech
of the high sound quality is sent to and output at the loudspeaker 251 from the prediction unit 249 through the D/A
converter 250.
[0355] After the speech of the high sound quality is obtained at the prediction unit 249, the program moves to step
S205 where it is verified whether or not there is any frame to be processed as the frame of interest. If it is verified at
step S205 that there is any frame to be processed as the frame of interest, the program reverts to step S201 where a
frame which is to become the next frame of interest is set as a new frame of interest. The similar processing is then
repeated. If it is verified at step S205 that there is no frame to be processed, the speech synthesis processing is terminated.
[0356] Fig.27 is a block diagram showing an instance of a learning device adapted for performing the learning of the
tap coefficients to be stored in the coefficient memory 248 shown in Fig.24.
[0357] The learning device shown in Fig.27 is fed with digital speech signals for learning of high sound quality, in terms
of a preset frame as a unit. The digital speech signals for learning are sent to an LPC analysis unit 271 and to a prediction
filter 274. The digital speech signals for learning are also sent as teacher data to a normal equation addition circuit 281.
[0358] The LPC analysis unit 271 sequentially renders the frames of the speech signals, sent thereto, the frame of
interest, and LPC-analyzes the speech signals of the frame of interest to find p-dimensional linear prediction coefficients,
which then are sent to a vector quantizer 272 and to the prediction unit 274.
[0359] The vector quantizer 272 holds a codebook which associates code vectors having the linear prediction coeffi-
cients as the code vectors with the codes and, based on this codebook, vector-quantizes the feature vector formed by
linear prediction coefficients of the frame of interest from the LPC analysis unit 271 to send the A code resulting from
the vector quantization to the filter coefficient decoder 273 and to tap generators 278, 279.
[0360] The filter coefficient decoder 273 holds the same codebook as that stored in a vector quantizer 272 and, based
on this codebook, decodes the A code from the vector quantizer 272 into linear prediction coefficients, which are sent
to a speech synthesis filter 277. It should be noted that the filter coefficient decoder 242 of Fig.24 is of the same structure
as the filter coefficient decoder 273 of Fig.27.
[0361] The prediction filter 274 performs the calculations conforming to the equation (1), using the speech signals of
the frame of interest, supplied thereto, and the linear prediction coefficients from the LPC analysis unit 271, to find the
residual signals of the frame of interest, which are routed to a vector quantizer 275.
[0362] That is, if the Z-transforms of sn and en in the equation (1) are represented by S and E, respectively the equation
(1) may be represented by: 

[0363] From the equation (14), the prediction filter 274 for finding the residual signals e may be designed as an FIR
(Finite Impulse Response) digital filter.
[0364] Fig.28 shows an illustrative structure of the prediction filter 274.
[0365] The prediction filter 274 is fed with p-dimensional linear prediction coefficients from the LPC analysis unit 271.
So, the prediction filter 274 is made up of p delay circuits (D) 2911 to 291p, p multipliers 2921 to 292p and a sole adder 293.
[0366] In the multipliers 2921 to 292p, there are set p-dimensional linear prediction coefficients α1, α2, ···, αp supplied
from the LPC analysis unit 271.
[0367] On the other hand, the speech signals s of the frame of interest are sent to a delay circuit 2911 and to an adder
293. The delay circuit 291p delays the input signal thereat by one sample of the residual signals to output the delayed
signal to a downstream side delay circuit 291p+1 and to an operating unit 292p. The multiplier 292p multiplies the output
of the delay circuit 291p with the linear prediction coefficient αp set thereat to send the result of addition as the residual
signals e to the adder 293.
[0368] The adder 293 sums all outputs of the multipliers 2921 to 292p and the speech signals s to send the results of
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addition as the residual signals e.
[0369] Referring to Fig.27, the vector quantizer 275 holds a codebook which associates code vectors with sample
values of the residual signals as components and, based on this codebook, vector-quantizes the residual vector, con-
stituted by sample values of the residual signals e of the frame of interest from the prediction filter 274 to send the
residual code resulting from the vector quantization to the residual codebook storage unit 276 and to the tap generators
278, 279.
[0370] The residual codebook storage unit 276 holds the same codebook as that stored in the vector quantizer 275
and, based on this codebook, decodes the residual code from the vector quantizer 275 into residual signals which are
sent to the speech synthesis filter 277. It should be noted that the stored contents of the residual codebook storage unit
243 of Fig.24 are the same as the stored contents of the residual codebook storage unit 276 of Fig.27.
[0371] The speech synthesis filter 277 is an IIR type digital filter, constructed similarly to the speech synthesis filter
244 of Fig.24 and filters the residual signals from the filter residual codebook storage unit 276, as an input signal, with
the linear prediction coefficients from the filter coefficient decoder 273 as tap coefficients of the IIR filter, to generate the
synthesized sound, which is sent to the tap generators 278, 279.
[0372] Similarly to the tap generator 245 of Fig.24, the tap generator 278 forms prediction taps from the synthesized
sound from the speech synthesis filter 277, the A code supplied from the vector quantizer 272 and from the residual
code supplied from the vector quantizer 275 to send the so formed prediction taps to the normal equation addition circuit
281. Also, the tap generator 279, similarly to the tap generator 246 in Fig.24, forms class taps from the synthesized
sound from the speech synthesis filter 277, the A code supplied from the vector quantizer 272 and from the residual
code supplied from the vector quantizer 275 to send the so formed class taps to the normal equation addition circuit 280.
[0373] Similarly to the classification unit 247 of Fig.24, the classification unit 280 performs classification based on the
class taps, supplied thereto, to send the resulting class code to the normal equation addition circuit 281.
[0374] The normal equation addition circuit 281 executes summation of the speech for learning, which is the speech
of high sound quality of the frame of interest, as teacher data, and prediction taps from the tap generator 78, as pupil data.
[0375] That is, the normal equation addition circuit 281 performs calculations corresponding to reciprocal multiplication
(xinxim) and summation (Σ) of pupil data, as respective components in the aforementioned matrix A of the equation (13),
using the prediction taps (pupil data), from one class corresponding to the class code supplied from the classification
unit 280 to another.
[0376] Moreover, the normal equation addition circuit 281 performs calculations corresponding to reciprocal multipli-
cation (xinyi) and summation (Σ) of pupil data and teacher data, as respective components in the vector v of the equation
(13), using the pupil data and the teacher data, from one class corresponding to the class code supplied from the
classification unit 280 to another.
[0377] The aforementioned summation by the normal equation addition circuit 281 is carried out with the totality of
the speech frames for learning, supplied thereto, to set a normal equation (13) for each class.
[0378] A tap coefficient decision circuit 281 solves the normal equation, generated in the normal equation addition
circuit 281, from class to class, to find tap coefficients pertinent to the linear prediction coefficients and the residual
signals for the respective classes. The tap coefficients, thus found, are sent to the addresses of the coefficient memory
283 associated with the respective classes.
[0379] Depending on the speech signals, provided as speech signals for learning, there are occasions wherein, in a
certain class or classes, a number of the normal equations required to find the tap coefficients cannot be produced in
the normal equation addition circuit 281. For such class(es), the tap coefficient decision circuit outputs e.g., default tap
coefficients.
[0380] The coefficient memory 283 memorizes the class-based tap coefficients supplied from the tap coefficient de-
cision circuit 281 in an address associated with the class.
[0381] Referring to the flowchart of Fig.29, the learning processing of the learning device of Fig.27 is explained.
[0382] The learning device is fed with speech signals for learning. The speech signals for learning are sent to the LPC
analysis unit 271 and to the prediction filter 274, while being sent as teacher data to the normal equation addition circuit
281. At step S211, pupil data are generated from the speech signals for learning, as teacher data.
[0383] Specifically, the LPC analysis unit 271 sequentially sets the frames of the speech signals for learning as the
frame of interest and LPC-analyzes the speech signals of the frame of interest to find p-dimensional linear prediction
coefficients which are sent to the vector quantizer 272. The vector quantizer 272 vector-quantizes the feature vector
formed by linear prediction coefficients of the frame of interest from the LPC analysis unit 271 to send the A code obtained
on such vector quantization as pupil data to the filter coefficient decoder 273 and to the tap generators 278, 279. The
filter coefficient decoder 273 decodes the A code from the vector quantizer 272 into linear prediction coefficients, which
then are routed to the speech synthesis filter 277.
[0384] On receipt of the linear prediction coefficients of the frame of interest from the LPC analysis unit 271, the
prediction filter 274 executes the calculations of the equation (1), using the linear prediction coefficients and the speech
signals for learning of the frame of interest, to find the residual signals of the frame of interest, which are then routed to
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the vector quantizer 275. The vector quantizer 275 vector-quantizes the residual vector, formed by sample values of the
residual signals of the frame of interest from the prediction filter 274, and routes the residual code obtained on vector
quantization as pupil data to the residual codebook storage unit 276 and to the tap generators 278, 279. The residual
codebook storage unit 276 decodes the residual code from the vector quantizer 275 into residual signals which are
supplied to the speech synthesis filter 277.
[0385] Thus, on receipt of the linear prediction coefficients and the residual signals, the speech synthesis filter 277
synthesizes the speech, using the linear prediction coefficients and the residual signals, and sends the resulting syn-
thesized sound as pupil data to the tap generators 278, 279.
[0386] The program then moves to step S212 where the tap generator 278 generates prediction taps and class taps
from the synthesized sound supplied from the speech synthesis filter 277, A code supplied from the vector quantizer
272 and from the residual code supplied from the vector quantizer 275. The prediction taps and the class taps are sent
to the normal equation addition circuit 281 and to the classification unit 280, respectively.
[0387] Subsequently, at step S213, the classification unit 280 performs classification, based on the class taps from
the tap generator 279, to send the resulting class code to the normal equation addition circuit 281.
[0388] The program then moves to step S214, where the normal equation addition circuit 281 performs the aforemen-
tioned summation of the matrix A and the vector v of the equation (13), for the sample values of the speech of high
sound quality of the frame of interest, supplied thereto, as teacher data, and for the prediction taps from the tap generator
278, as pupil data, for each class code from the classification unit 280. The program then moves to step S215.
[0389] At step S215, it is verified whether or not there is any speech signal for learning for the frame processed as
the frame of interest. If it is verified at step S215 that there is any speech signal for learning of the frame processed as
the frame of interest, the program reverts to step S211 where the next frame is set as a new frame of interest. The
processing similar to that described above then is repeated.
[0390] If it is verified at step S215 that there is no speech signal for learning of the frame to be processed as the frame
of interest, that is if the normal equation is obtained in each class in the normal equation addition circuit 281, the program
moves to step S216 where the tap coefficient decision circuit 281 solves the normal equation generated for each class
to find the tap coefficients for each class. These tap coefficients are sent to the address associated with each class of
the coefficient memory 283 for storage therein. This finishes the processing.
[0391] The class-based tap coefficients, thus stored in the coefficient memory 283, are stored in the coefficient memory
248 of Fig.24.
[0392] Consequently, the tap coefficients stored in the coefficient memory 248 of Fig.3 have been found on learning
so that the prediction errors of the prediction values of the true speech of high sound quality, obtained on carrying out
linear predictive calculations, herein square errors, will be statistically minimum, so that the residual signals and the
linear prediction coefficients, output by the prediction unit 249 of Fig.24, are free of distortion proper to the synthesized
sound produced in the speech synthesis filter 244 and hence of high sound quality.
[0393] If, in the tap generator 246 in the speech synthesis device, shown in Fig.24, the class taps are to be extracted
from the linear prediction coefficients and the residual signals, it is necessary for the tap generator 278 of Fig.27 to
extract similar class taps from the linear prediction coefficients generated by the filter coefficient decoder 273 or from
the residual signals output by the residual codebook storage unit 276, as shown with dotted lines. The same holds for
the prediction taps generated by the tap generator 245 of Fig.24 or by the tap generator 278 of Fig.27.
[0394] For simplifying the explanation in the above case, the classification is carried out as the bit string forming the
class tap is directly used as the class code. In this case, however, the number of the classes may be of an exorbitant
value. Thus, in the classification, the class taps may be compressed by e.g., vector quantization to use the bit string
resulting from the compression as the class code.
[0395] An instance of the transmission system embodying the present invention is now explained with reference to
Fig.30. The system herein means a set of logically arrayed plural devices, while it does not matter whether or not the
respective devices are in the same casing.
[0396] In this transmission system, the portable telephone sets 4011, 4012 perform radio transmission and receipt
with base stations 4021, 4022, respectively, while the base stations 4021, 4022 perform speech transmission and receipt
with an exchange station 403 to enable speech transmission and receipt between the portable telephone sets 4011,
4012 with the aid of the base stations 4021, 4022 and the exchange station 403. The base stations 4021, 4022 may be
the same as or different from each other.
[0397] The portable telephone sets 4011, 4012 are referred to below as a portable telephone set 401, unless there is
no particular necessity for making distinctions between the two sets.
[0398] Fig.31 shows an illustrative structure of the portable telephone set 401 shown in Fig.30.
[0399] An antenna 411 receives electrical waves from the base stations 4021, 4022 to send the received signals to a
modem 412 as well as to send the signals from the modem 412 to the base stations 4021, 4022 as electrical waves. The
modem 412 demodulates the signals from the antenna 411 to send the resulting code data explained in Fig.1 to a receipt
unit 414. The modem 412 also is configured for modulating the code data from the transmitter 413 as shown in Fig.1
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and sends the resulting modulated signal to the antenna 411. The transmission unit 413 is configured similarly to the
transmission unit shown in Fig.1 and codes the user’s speech input thereto into code data which is sent to the modem
412. The receipt unit 414 receives the code data from the modem 412 to decode and output the speech of high sound
quality similar to that obtained in the speech synthesis device of Fig.24.
[0400] That is, Fig.32 shows an illustrative structure of the receipt unit 114 of the portable telephone set 401 shown
in Fig.31. In the drawing, parts or components corresponding to those shown in Fig.2 are depicted by the same reference
numerals and are not explained specifically.
[0401] The frame-based synthesized sound, output by the speech synthesis unit 29, and the frame-based or subframe-
based L, G, I and A codes, output by a channel decoder 21 are sent to tap generators 221, 222. The tap generators
221, 222 extract what are to be the prediction taps and what are to be class taps from the synthesized sound, L code,
G code, I code and the A code, supplied thereto. The prediction taps are sent to a prediction unit 225, while the class
taps are sent to the classification unit 223.
[0402] The classification unit 223 performs classification based on the class taps supplied from the tap generator 122
to route the class codes resulting from the classification to a coefficient memory 224.
[0403] The coefficient memory 224 holds the class-based tap coefficients, obtained on learning by the learning device
of Fig.33, which will be explained subsequently. The coefficient memory sends the tap coefficients stored in the address
associated with the class code output by the classification unit 223 to the prediction unit 225.
[0404] Similarly to the prediction unit 249 of Fig.24, the prediction unit 225 acquires the prediction taps output by the
tap generator 221 and the tap coefficients output by the coefficient memory 224 and, using the prediction and class taps,
performs the linear predictive calculations shown in equation (6). In this manner, the prediction unit 225 finds the predicted
values of the speech of high sound quality of the frame of interest to route the so found out predicted values to the D/A
converter 30.
[0405] The receipt unit 414, constructed as described above, performs the processing which is basically in meeting
with the flowchart of Fig.26 to provide an output synthesized sound of high sound quality as being the result of speech
decoding.
[0406] That is, the channel decoder 21 separates the L, G, I and A codes, from the code data, supplied thereto, to
send the so separated codes to the adaptive codebook storage unit 22, gain decoder 23, excitation codebook storage
unit 24 and to the filter coefficient decoder 25, respectively. The L, G, I and A codes are also sent to the tap generators
221, 222..
[0407] The adaptive codebook storage unit 22, gain decoder 23, excitation codebook storage unit 24 and the operating
units 26 to 28 perform the processing similar to that performed in the adaptive codebook storage unit 9, gain decoder
10, excitation codebook storage unit 11 and in the operating units 12 to 14 of Fig.1 to decode the L, G and I codes to
residual signals e. These residual signals are routed to the speech synthesis unit 29.
[0408] As explained with reference to Fig.1, the filter coefficient decoder 25 decodes the A codes, supplied thereto,
into linear prediction coefficients, which are routed to speech synthesis unit 29. The speech synthesis unit 29 performs
speech synthesis, using the linear prediction coefficients from the filter coefficient decoder 25, to send the resulting
synthesized sound to the tap generators 221, 222.
[0409] The tap generator 221 renders the frames of the synthesized sound output from the speech synthesis unit 29
a frame of interest. At step S201, the tap generator generates prediction taps from the synthesized sound of the frame
of interest, and from the L, G, I and A codes, to route the so generated prediction taps to the prediction unit 225. At step
S201, the tap generator 222 generates class taps from the synthesized sound of the frame of interest and from the L,
G, I and A codes to send the so generated class taps to the classification unit 223.
[0410] At step S202, the classification unit 223 executes classification based on the class taps supplied from the tap
generator 222 to send the resulting class code to the coefficient memory 224. The program then moves to step S203.
[0411] At step S203, the coefficient memory 224 reads out tap coefficients from the address associated with the class
code supplied from the classification unit 223 to send the read-out tap coefficients to the prediction unit 225.
[0412] At step S204, the prediction unit 225 acquires the tap coefficients output by the coefficient memory 224 and,
using the tap coefficients and the prediction taps from the tap generator 221, executes the sum-of-products processing
shown in equation (6) to acquire the predicted value of the speech of high sound quality of the frame of interest.
[0413] The speech of the high sound quality, obtained as described above, is sent from the prediction unit 225 through
the D/A converter 30 to the loudspeaker 31 which then outputs the speech of high sound quality.
[0414] After the processing of step S204, the program moves to step S205 where it is verified whether or not there is
any frame to be processed as a frame of interest. If it is found that there is such frame, the program reverts to step S201
where the frame which is to be the next frame of interest is set as the new frame of interest and subsequently the similar
sequence of operations is repeated. If it is found at step S205 that there is no frame to be processed as the frame of
interest, the processing is terminated.
[0415] Referring to Fig.33, an instance of a learning device for learning the tap coefficients to be stored in the coefficient
memory 224 of Fig.32 is explained.
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[0416] The components from a microphone 501 to a code decision unit 515 are configured similarly to the microphone
1 to the code decision unit 15 of Fig.1. The microphone 501 is fed with speech signals for learning so that the components
microphone 501 to the code decision unit 515 process the speech signals for learning as in the case of Fig.1.
[0417] The synthesized sound output by a speech synthesis filter 506 when the square error is verified to be the
smallest in a minimum square error decision unit 508i sent to tap generators 431, 432. The tap generators 431, 432 are
also fed with the L, G, I and A codes output when the code decision unit 515 has received the definite signal from the
minimum square error decision unit 508. The speech output by an A/D converter 202 is fed as teacher data to a normal
equation addition circuit 434.
[0418] A tap generator 431 forms the same prediction tap as that of the tap generator 221 of Fig.32, based on the
synthesized sound output by the speech synthesis filter 506 and the L, G, I and A codes output by the code decision
unit 515, to send the so formed prediction taps as pupil data to the normal equation addition circuit 234.
[0419] A tap generator 232 also forms the same class taps as those of the tap generator 222 of Fig.32, from the
synthesized sound output by a speech synthesis filter 506 and the L, G, I and A codes output by the code decision unit
515, and routes the so formed class taps to a classification unit 433.
[0420] Based on the class taps from the tap generator 432, the classification unit 433 performs classification in the
same way as the classification unit 223 of Fig.32 to send the resulting class code to the normal equation addition circuit 434.
[0421] The normal equation addition circuit 434 receives the speech from an A/D converter 502 as teacher data and
prediction taps from the tap generator 131. The normal equation addition circuit then performs summation as in the
normal equation addition circuit 281 of Fig.27 to set a normal equation shown n the equation (13) for each class from
the classification unit 433.
[0422] A tap coefficient decision circuit 435 solves the normal equation, generated on the class basis, by the normal
equation addition circuit 434, to find tap coefficients from class to class, to send the so found tap coefficients to the
address associated with each class of the coefficient memory 436.
[0423] Depending on the speech signals, provided as speech signals for learning, there are occasions wherein, in a
certain class or classes, a number of the normal equations required to find the tap coefficients cannot be produced in
the normal equation addition circuit 434. For such class(es), the tap coefficient decision circuit 435 outputs e.g., default
tap coefficients.
[0424] The coefficient memory 436 memorizes the class-based tap coefficients, pertinent to linear prediction coeffi-
cients and residual signals, supplied from the tap coefficient decision circuit 435.
[0425] In the above-described learning device, the processing similar to the processing conforming to the flowchart
shown in Fig.29 is performed to find tap coefficients for obtaining the synthesized sound of high sound quality.
[0426] That is, the learning device is fed with speech signals for learning and, at step S211, teacher data and pupil
data are generated from these speech signals for learning.
[0427] That is, the speech signals for learning are input to the microphone 501. The components from the microphone
501 to the code decision unit 515 perform the processing similar to that performed by the microphone 1 to the code
decision unit 15 of Fig.1.
[0428] The result is that the speech of digital signals, obtained in the A/D converter 502, is sent as teacher data to the
normal equation addition circuit 434. The synthesized sound, output by the speech synthesis filter 506 when the minimum
square error decision unit 508 has verified that the square error has become smallest, is sent as pupil data to the tap
generators 431, 432. The L, G, I and A codes, output by the code decision unit 515 when the minimum square error
decision unit 508 has verified that the square error has become smallest, are also sent as pupil data to the tap generators
431, 432.
[0429] The program then moves to step S212 where the tap generator 431 generates prediction taps, with the frame
of the synthesized sound sent as pupil data from the speech synthesis filter 506 as the frame of interest, from the L, G,
I and A codes and the synthesized sound of the frame of interest, to route the so produced prediction taps to the normal
equation addition circuit 434. At step S212, the tap generator 432 also generates class taps from the L, G, I and A codes
and the synthesized sound of the frame of interest, to send the so generated class taps to the classification unit 433.
[0430] After processing at step S212, the program moves to step S213, where the classification unit 433 performs
classification based on the class taps from the tap generator 432 to send the resulting class codes to the normal equation
addition circuit 434.
[0431] The program then moves to step S214, where the normal equation addition circuit 434 performs the aforemen-
tioned summation of the matrix A and the vector v of the equation (13), for the speech of high sound quality of the frame
of interest from the A/D converter 502, as teacher data, and for the prediction taps from the tap generator 432, as pupil
data, for each class code from the classification unit 433. The program then moves to step S215.
[0432] At step S215, it is verified whether or not there is any speech signal for learning for the frame to be processed
as the frame of interest. If it is verified at step S215 that there is any speech signal for learning of the frame to be
processed as the frame of interest, the program reverts to step S211 where the next frame is set as a new frame of
interest. The processing similar to that described above then is repeated.
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[0433] If it is verified at step S215 that there is no speech signal for learning of the frame to be processed as the frame
of interest, that is if the normal equation is obtained in each class in the normal equation addition circuit 434, the program
moves to step S216 where the tap coefficient decision circuit 435 solves the normal equation generated for each class
to find the tap coefficients for each class. These tap coefficients are sent to and stored in the address in the coefficient
memory 436 associated with each class to terminate the processing.
[0434] The class-based tap coefficients, are stored in the coefficient memory 436, are stored in the coefficient memory
224 of Fig.32.
[0435] Consequently, the tap coefficients stored in the coefficient memory 224 of Fig.32 have been found on learning
so that the prediction errors of the prediction values of the true speech of high sound quality, obtained on carrying out
linear predictive calculations, herein square errors, will be statistically minimum, so that the speech output by the prediction
unit 225 of Fig.32 is of high sound quality.
[0436] In the instances shown in Figs.32 and 33, the class taps are generated from the synthesized sound output by
the speech synthesis filter 506 and the L, G, I and A codes. Alternatively, the class taps may also be generated from
one or more of and the L, G, I and A codes and from the synthesized sound output by the speech synthesis filter 506.
The class taps may also be formed from linear prediction coefficients αp obtained from the A code, the information
obtained from the L, G, I or A code, inclusive of the gain values β, γ obtained from the G code, such as residual signals
e, or 1, n for producing the residual signals e or with 1/β or n/γ, as shown with dotted lines in Fig.32. The class taps may
also be produced from the synthesized sound output by the speech synthesis filter 506 or the above-mentioned information
derive from the L, G, I or A code. In cases where software interpolation bits or the frame energy are contained in the
code data in the CELP system, the class taps may be formed using the soft interpolation bits or the frame energy. The
same may be said of the prediction taps.
[0437] Fig.34 shows speech signals s, used as teacher data, data ss of the synthesized sound used as pupil data,
residual signals e and n, l used for finding the residual signals e in the learning device of Fig.33.
[0438] The above-described sequence of operations may be carried out by software or by hardware. If the sequence
of operations is carried out by software, the program forming the software is installed on e.g., a general-purpose computer.
[0439] The above-described sequence of operations may be carried out by software or by hardware. If the sequence
of operations is carried out by software, the program forming the software is installed on e.g., a general-purpose computer.
[0440] The computer on which is installed the program for executing the above-described sequence of operations is
configured as shown in Fig.13, as described above, and the operation similar to that performed by the computer shown
in Fig.13 is executed, and hence is not explained specifically for simplicity.
[0441] In the present invention, the processing step for stating the program for executing the various processing
operations by a computer need not be carried out chronologically in the order stated in the flowchart, but may be processed
in parallel or batch-wise, such as parallel processing or object-based processing.
[0442] The program may be processed by a sole computer or by plural computers in a distributed fashion. Moreover,
the program may be transmitted to a remotely located computer for execution.
[0443] Although no particular reference has been made in the present invention as to which sort of the speech signals
for learning is to be used, the speech signals for learning may not only be the speech uttered by a speaker but may also
be a musical number (music). If, in the above-described learning, the speech uttered by a speaker is used as the speech
signals for learning, such tap coefficients which will improve the sound quality of the speech may be obtained, whereas,
if the speech signals for learning are music numbers are used, such tap coefficients may be obtained which will improve
the sound quality of the musical number.
[0444] The present invention may be broadly applied in generating the synthesized sound from the code obtained on
encoding by the CELP system, such as VSELP (Vector Sum Excited Linear Prediction), PSI-CELP (Pitch Synchronous
Innovation CELP), CS-ACELP (Conjugate Structure Algebraic CELP).
[0445] The present invention also is broadly applicable not only to such a case where the synthesized sound is
generated from the code obtained on encoding by CELP system but also to such a case where residual signals and
linear prediction coefficients are obtained from a given code to generate the synthesized sound.
[0446] In the above-described embodiment, the prediction values of residual signals and linear prediction coefficients
are found by one-dimensional linear predictive calculations. Alternatively, these prediction values may be found by two-
or higher dimensional predictive calculations.
[0447] In the above explanation, the classification is carried out by vector quantizing the class taps. Alternatively, the
classification may also be carried out by exploiting e.g., the ADRC processing.
[0448] In the classification employing the ADRC, the elements making up the class tap, that is sampled values of the
synthesized sound, or L, G, I and A codes, are processed with ADRC, and the class is determined in accordance with
the resulting ADRC code.
[0449] In the K-bit ADRC, the maximum value MAX and the minimum value MIN of the elements, forming the class
tap, are detected, DR = MAX- MIN is set as the local dynamic range of the set, and the elements forming the class taps
are re-quantized into K bits. That is, the minimum value MIN is subtracted from the respective elements forming the
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class tap, and the resulting difference value is divided by DR/2K. The values of the K bits of the respective elements,
forming the class tap, obtained as described above, are arrayed in a preset sequence into a bit string, which is output
as an ADRC code.

Industrial Applicability

[0450] According to the present invention, described above, the prediction taps used for predicting the speech of high
sound quality, as target speech, the prediction values of which are to be found, are extracted from the synthesized sound
or from the code or the information derived from the code, whilst the class taps used for sorting the target speech to one
of plural classes are extracted from the synthesized sound, code or the information derived from the code. The class of
the target speech is found based on the class taps. Using the prediction taps and the tap coefficients corresponding to
the class of the target speech, the prediction values of the target speech are found to generate the synthesized sound
of high sound quality.

Claims

1. A data processing device for carrying out speech processing in which prediction data for finding prediction values
of speech of high sound quality is extracted from the synthesized sound obtained by providing linear prediction
coefficients and residual signals, generated from a preset code, to a speech synthesis filter (44), said speech of
high sound quality being higher in sound quality than said synthesized sound, and in which said prediction data is
used along with preset coefficients to perform preset predictive calculations to find said prediction values of said
speech of high sound quality, said device comprising:

prediction tap means (45) for extracting from said synthesized sound said prediction data used for predicting
target speech of high sound quality;
class tap means (46) for extracting from said code data used for sorting said target speech to one of a plurality
of classes;
classification means (47) for finding the class of said target speech based on said data from the class tap means;
acquisition means for acquiring preset coefficients associated with the class of said target speech from among
a plurality of preset coefficients as found on learning from class to class; and
prediction means (49) for finding said prediction values of said target speech by applying said preset coefficients
associated with said class of said target speech to said prediction data.

2. The data processing device according to claim 1 wherein said prediction means perform one-dimensional linear
predictive calculations, using said prediction data and the preset coefficients, to find the prediction values of said
target speech.

3. The data processing device according to claim 1 wherein said acquisition means acquires said preset coefficients
of the class associated with said target speech from storage means holding said preset coefficients on a class basis,

4. The data processing device according to claim 1 wherein said class tap means extracts said data from said code
and from said linear prediction coefficients or residual signals obtained on decoding said code.

5. The data processing device according to claim 1 wherein said preset coefficients have been obtained on carrying
out learning so that the prediction errors of the predicted values of the speech of high sound quality obtained on
carrying out preset predictive calculations employing said prediction data and said preset coefficients will be statis-
tically minimum.

6. The data processing device according to claim 1 further comprising:

said speech synthesis filter.

7. The data processing device according to claim 1 wherein said code has been obtained on encoding the speech in
accordance with the CELP (Code Excited Linear Prediction Coding) system.

8. A data processing method for carrying out speech processing of extracting prediction data for finding prediction
values of speech of high sound quality from the synthesized sound obtained by providing linear prediction coefficients
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and residual signals, generated from a preset code, to a speech synthesis filter (44), said speech of high sound
quality being higher in sound quality than said synthesized sound, and of performing preset predictive calculations
using prediction data along with preset coefficients to find said prediction values of said speech of high sound quality,
said method comprising:

a prediction tap step of extracting from said synthesized sound said prediction data used for predicting target
speech of high sound quality;
a class tap step of extracting from said code data used for sorting said target speech to one of a plurality of classes;
a classification step of finding the class of said target speech based on said data from the class tap extracting step;
an acquisition step of acquiring preset coefficients associated with the class of said target speech from among
a plurality of preset coefficients as found on learning from class to class; and
a prediction step of finding said prediction values of said target speech by applying said preset- coefficients
associated with said class of said target speech to said prediction data.

9. A recording medium having recorded thereon a program for having a computer execute the method steps of claim 8.

10. A learning device for learning preset class taps usable for finding, by preset predictive calculations, prediction values
of the speech of high sound quality from the synthesized sound obtained by providing linear prediction coefficients
and residual signals, generated from a preset code, to a speech synthesis filter, said speech of high sound quality
being higher in sound quality than said synthesized sound, said learning device comprising:

class tap means (79) for extracting data from said code, said data being used for classifying said speech of
high sound quality;
classification means (80) for finding a class of said speech based on said extracted data; and
learning means for carrying out learning so that the prediction errors of the prediction values of the speech of
high sound quality obtained by performing predictive calculations using preset coefficients and the synthesized
sound will be statistically minimum in order to determine preset coefficients for different classes.

11. The learning device according to claim 10 wherein said learning means carries out learning so that the prediction
errors of the prediction values of the speech of high sound quality obtained on carrying out one-dimensional linear
predictive calculations using said preset coefficients and the synthesized sound will be statistically minimum.

12. The learning device according to claim 10 wherein said class tap means extracts said data from said code and from
said linear prediction coefficients and said residual signals obtained on decoding said code.

13. The learning device according to claim 10 wherein said code is obtained on encoding the speech in accordance
with the CELP (Code Excited Linear Prediction Coding) system.

14. A learning method for learning preset class taps usable for finding, by preset predictive calculations, prediction
values of the speech of high sound quality from the synthesized sound obtained by providing linear prediction
coefficients and residual signals, generated from a preset code, to a speech synthesis filter, said speech of high
sound quality being higher in sound quality than said synthesized sound, said learning method comprising:

a class tap step of extracting data from said code, said data being used for classifying said speech of high sound
quality;
a classification step of finding a class of said - speech based on said extracted data; and
a learning step of carrying out learning so that the prediction errors of the prediction values of the speech of
high sound quality obtained by performing predictive calculations using preset coefficients and the synthesized
sound will be statistically minimum in order to determine preset coefficients for different classes.

15. A recording medium having recorded thereon a program for having a computer execute the method steps of claim 14.

Patentansprüche

1. Datenverarbeitungsvorrichtung zur Ausführung einer Sprachverarbeitung, bei der Prädiktionsdaten zur Ermittlung
von Prädiktionswerten von Sprache von hoher Tonqualität aus synthetisiertem Schall extrahiert werden, die dadurch
erhalten werden, dass lineare Prädiktionskoeffizienten und Restsignale, die aus einem zuvor festgelegten Code
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erzeugt sind, für ein Sprach-Synthesefilter (44) bereitgestellt werden,
und bei der die Sprache hoher Tonqualität in der Tonqualität höher ist als der synthetisierte Schall,
wobei die Prädiktionsdaten zusammen mit zuvor festgelegten Koeffizienten für die Durchführung von zuvor festge-
legten Prädiktionsberechnungen herangezogen werden, um die Prädiktionswerte der Sprache hoher Tonqualität
zu ermitteln, umfassend:

eine Prädiktions-Abgriffseinrichtung (45) zum Extrahieren der für eine Prädiktion einer Zielsprache hoher Ton-
qualität herangezogenen Prädiktionsdaten aus dem synthetisierten Schall,
eine Klassen-Abgriffseinrichtung (46) zum Extrahieren von Daten, die zum Sortieren der Zielsprache in eine
Klasse einer Mehrzahl von Klassen herangezogen werden, aus dem Code,
eine Klassifizierungseinrichtung (47) zum Ermitteln der Klasse der Zielsprache auf der Grundlage der Daten
von der Klassen-Abgriffseinrichtung,
eine Erfassungseinrichtung zum Erfassen von zuvor festgelegten Koeffizienten, die der Klasse der Zielsprache
zugeordnet sind, aus einer Mehrzahl von zuvor festgelegten Koeffizienten, wie sie auf ein Lernen von Klasse
zu Klasse hin ermittelt sind,
und eine Prädiktionseinrichtung (49) zum Ermitteln der Prädiktionswerte der Zielsprache durch Anwenden der
zuvor festgelegten Koeffizienten, die der betreffenden Klasse der Zielsprache zugeordnet sind, bei den Prädik-
tionsdaten.

2. Datenverarbeitungsvorrichtung nach Anspruch 1, wobei die Prädiktionseinrichtung eindimensionale lineare Prädik-
tionsberechnungen unter Heranziehung der Prädiktionsdaten und der zuvor festgelegten Koeffizienten vornimmt,
um die Prädiktionswerte der Zielsprache zu ermitteln.

3. Datenverarbeitungsvorrichtung nach Anspruch 1, wobei die Erfassungseinrichtung die der Zielsprache zugeordne-
ten, zuvor festgelegten Koeffizienten der Klasse aus einer Speichereinrichtung erfasst, in der die zuvor festgelegten
Koeffizienten auf einer Klassenbasis enthalten sind.

4. Datenverarbeitungsvorrichtung nach Anspruch 1, wobei die Klassen-Abgriffseinrichtung die Daten aus dem Code
und aus den linearen Prädiktionskoeffizienten oder Restsignalen extrahiert, die auf eine Decodierung eines Codes
hin erhalten werden.

5. Datenverarbeitungsvorrichtung nach Anspruch 1, wobei die zuvor festgelegten Koeffizienten auf das Ausführen
eines Lernvorgangs hin erhalten worden sind, derart, dass Prädiktionsfehler der vorhergesagten Werte der Sprache
von hoher Tonqualität, die auf die Ausführung von zuvor festgelegten prädiktiven Berechnungen hin erhalten werden,
bei denen die Prädiktionsdaten und die zuvor festgelegten Koeffizienten angewandt sind, statistisch ein Minimum
sein werden.

6. Datenverarbeitungsvorrichtung nach Anspruch 1, ferner umfassend das Sprach-Synthesefilter.

7. Datenverarbeitungsvorrichtung nach Anspruch 1, wobei der Code auf eine Sprachcodierung hin entsprechend dem
CELP-(Code Excited Linear Prediction Coding)-System erhalten worden ist.

8. Datenverarbeitungsverfahren zur Ausführung einer Sprachverarbeitung durch Extrahieren von Prädiktionsdaten
zum Ermitteln von Prädiktionswerten von Sprache hoher Tonqualität aus synthetisiertem Schall, die dadurch erhalten
werden, dass lineare Prädiktionskoeffizienten und Restsignale, welche aus einem zuvor festgelegten Code erzeugt
werden, für ein Sprach-Synthesefilter (44) bereitgestellt werden,
wobei die Sprache hoher Tonqualität in der Tonqualität höher ist als der synthetisierte Schall,
und durch Ausführen von zuvor festgelegten prädiktiven Berechnungen unter Heranziehung von Prädiktionsdaten
zusammen mit zuvor festgelegten Koeffizienten, um die Prädiktionswerte der Sprache hoher Tonqualität zu ermitteln,
umfassend:

einen Prädiktions-Abgriffsschritt zum Extrahieren der für eine Prädiktion von Zielsprache hoher Tonqualität
benutzten Prädiktionsdaten aus dem synthetisierten Schall,
einen Klassen-Abgriffsschritt zum Extrahieren von Daten, die zum Sortieren der Zielsprache in eine Klasse
einer Mehrzahl von Klassen herangezogen werden, aus dem Code,
einen Klassitlzierungsschritt zum Ermitteln der Klasse der Zielsprache auf der Grundlage der Daten von dem
Klassen-Abgriff-Extrahierschritt,
einen Erfassungsschritt zum Erfassen von zuvor festgelegten Koeffizienten, die der Klasse der Zielsprache aus
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einer Vielzahl von zuvor festgelegten Koeffizienten zugehörig sind, wie sie durch Lernen von Klasse zu Klasse
ermittelt sind,
und einen Prädiktionsschritt zum Ermitteln der Prädiktionswerte der Zielsprache durch Anwenden der zuvor
festgelegten Koeffizienten, welche der betreffenden Klasse der Zielsprache zugehörig sind, bei den Prädikti-
onsdaten.

9. Aufzeichnungsmedium, auf dem ein Programm aufgezeichnet ist, durch das ein Computer die Verfahrensschritte
nach Anspruch 8 ausführt.

10. Lernvorrichtung zum Erlernen von zuvor festgelegten Klassen-Abgriffen, die für eine durch zuvor festgelegte prä-
diktive Berechnungen erfolgende Ermittlung von Prädiktionswerten von Sprache hoher Tonqualität aus syntheti-
siertem Schall nutzbar sind, welche dadurch erhalten werden, dass lineare Prädiktionskoeffizienten und Restsignale,
die aus einem zuvor festgelegten Code erzeugt sind, für ein Sprach-Synthesefilter bereitgestellt werden, wobei die
Sprache hoher Tonqualität in der Tonqualität höher ist als der synthetisierte Schall,
umfassend:

eine Klassen-Abgriffseinrichtung (79) zum Extrahieren von Daten aus dem Code, wobei die betreffenden Daten
zum Klassifizieren der Sprache hoher Tonqualität herangezogen werden,
eine Klassifizierungseinrichtung (80) zum Ermitteln einer Klasse der Sprache auf der Grundlage der extrahierten
Daten
und eine Lerneinrichtung zum Durchführen eines Lernvorgangs, derart, dass Prädiktionsfehler der Prädiktions-
werte der Sprache hoher Tonqualität, die durch Ausführen von prädiktiven Berechnungen unter Heranziehung
von zuvor festgelegten Koeffizienten und des synthetisierten Schalls erhalten werden, statistisch ein Minimum
sein werden, um die zuvor festgelegten Koeffizienten für unterschiedliche Klassen festzulegen.

11. Lernvorrichtung nach Anspruch 10, wobei die Lerneinrichtung einen solchen Lernvorgang ausführt, dass die Prä-
diktionsfehler der Prädiktionswerte der Sprache hoher Qualität, die auf eine Ausführung von eindimensionalen
linearen Prädiktionsberechnungen unter Heranziehung der zuvor festgelegten Koeffizienten und des synthetisierten
Schalls erhalten werden, statistisch ein Minimum sein werden.

12. Lernvorrichtung nach Anspruch 10, wobei die Klassen-Abgriffseinrichtung die Daten aus dem Code und aus den
linearen Prädiktionskoeffizienten und den auf Decodierung des Codes hin erhaltenen Restsignalen extrahiert.

13. Lernvorrichtung nach Anspruch 10, wobei der Code auf eine Codierung der Sprache entsprechend dem CELP-(Code
Excited Linear Prediction Coding)-System erhalten wird.

14. Lernverfahren zum Erlernen von zuvor festgelegten Klassen-Abgriffen, die durch zuvor festgelegte prädiktive Be-
rechnungen zum Ermitteln von Prädiktionswerten der Sprache hoher Tonqualität aus dem synthetisierten Schall
nutzbar sind, welche durch Bereitstellen von linearen Prädiktionskoeffizienten und Restsignalen, die aus einem
zuvor festgelegten Code erzeugt sind, für ein Sprach-Synthesefilter erhalten werden, wobei die Sprache hoher
Tonqualität in der Tonqualität höher ist als der synthetisierte Schall, umfassend:

einen Klassen-Abgriffsschritt, durch den Daten aus dem Code extrahiert werden, wobei die Daten zur Klassi-
fizierung der Sprache hoher Tonqualität herangezogen werden,
einen Klassifizierungsschritt zum Ermitteln einer Klasse der Sprache auf der Grundlage der extrahierten Daten
und einen Lernschritt zum Ausführen eines Lernvorgangs, derart, dass Prädiktionsfehler der Prädiktionswerte
der Sprache hoher Tonqualität, die durch Ausführen von prädiktiven Berechnungen unter Heranziehung von
zuvor festgelegten Koeffizienten und des synthetisierten Schalls erhalten werden, statistisch ein Minimum sein
werden, um die zuvor festgelegten Koeffizienten für unterschiedliche Klassen festzulegen.

15. Aufzeichnungsmedium, auf dem ein Programm aufgezeichnet ist, mit dem ein Computer die Verfahrensschritte
nach Anspruch 14 ausführt.

Revendications

1. Dispositif de traitement de données pour la mise en oeuvre d’un traitement de parole au niveau duquel des données
de prédiction pour trouver des valeurs de prédiction de parole d’une qualité de son élevée sont extraites à partir du
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son synthétisé obtenu en appliquant des coefficients de prédiction linéaire et des signaux de résidu, qui sont générés
à partir d’un code préétabli, sur un filtre de synthèse de parole (44), ladite parole de qualité de son élevée étant
d’une qualité de son plus élevée que ledit son synthétisé, et dans lequel lesdites données de prédiction sont utilisées
en association avec des coefficients préétablis pour réaliser des calculs de prédiction préétablis afin de trouver
lesdites valeurs de prédiction de ladite parole de qualité de son élevée, ledit dispositif comprenant :

un moyen de connexion intermédiaire de prédiction (45) pour extraire, à partir dudit son synthétisé, lesdites
données de prédiction utilisées pour prédire une parole cible de qualité de son élevée ;
un moyen de connexion intermédiaire de classe (46) pour extraire, à partir dudit code, des données utilisées
pour trier ladite parole cible selon l’une d’une pluralité de classes ;
un moyen de classification (47) pour trouver la classe de ladite parole cible sur la base desdites données en
provenance du moyen de connexion intermédiaire de classe ;
un moyen d’acquisition pour acquérir des coefficients préétablis associés à la classe de ladite parole cible à
partir d’une pluralité de coefficients préétablis comme trouvé lors d’un apprentissage d’une classe à une autre
classe ; et
un moyen de prédiction (49) pour trouver lesdites valeurs de prédiction de ladite parole cible en appliquant
lesdits coefficients préétablis associés à ladite classe de ladite parole cible sur lesdites données de prédiction.

2. Dispositif de traitement de données selon la revendication 1, dans lequel ledit moyen de prédiction réalise des
calculs de prédiction linéaire monodimensionnelle en utilisant lesdites données de prédiction et les coefficients
préétablis, afin de trouver les valeurs de prédiction de ladite parole cible.

3. Dispositif de traitement de données selon la revendication 1, dans lequel ledit moyen d’acquisition acquiert lesdits
coefficients préétablis de la classe associée à ladite parole cible à partir d’un moyen de stockage qui contient lesdits
coefficients préétablis sur une base par classe.

4. Dispositif de traitement de données selon la revendication 1, dans lequel ledit moyen de connexion intermédiaire
de classe extrait lesdites données à partir dudit code et à partir desdits coefficients de prédiction linéaire ou desdits
signaux de résidu obtenus lors du décodage dudit code.

5. Dispositif de traitement de données selon la revendication 1, dans lequel lesdits coefficients préétablis ont été
obtenus lors de la mise en oeuvre d’un apprentissage de telle sorte que les erreurs de prédiction des valeurs prédites
de la parole de qualité de son élevée comme obtenu lors de la mise en oeuvre de calculs de prédiction préétablis
en utilisant lesdites données de prédiction et lesdits coefficients préétablis soient statistiquement minimum.

6. Dispositif de traitement de données selon la revendication 1, comprenant en outre ledit filtre de synthèse de parole.

7. Dispositif de traitement de données selon la revendication 1, dans lequel ledit code a été obtenu lors du codage de
la parole conformément au système CELP (codage par prédiction linéaire excitée par code).

8. Procédé de traitement de données pour mettre en oeuvre un traitement de parole consistant à extraire des données
de prédiction pour trouver des valeurs de prédiction d’une parole de qualité de son élevée à partir du son synthétisé
obtenu en appliquant des coefficients de prédiction linéaire et des signaux de résidu, générés à partir d’un code
préétabli, sur un filtre de synthèse de parole (44), ladite parole de qualité de son élevée étant d’une qualité de son
plus élevée que ledit son synthétisé, et consistant à réaliser des calculs de prédiction préétablis en utilisant des
données de prédiction en association avec des coefficients préétablis afin de trouver lesdites valeurs de prédiction
de ladite parole de qualité de son élevée, ledit procédé comprenant :

une étape de connexion intermédiaire de prédiction consistant à extraire, à partir dudit son synthétisé, lesdites
données de prédiction utilisées pour prédire une parole cible de qualité de son élevée ;
une étape de connexion intermédiaire de classe consistant à extraire, à partir dudit code, des données utilisées
pour trier ladite parole cible selon l’une d’une pluralité de classes ;
une étape de classification consistant à trouver la classe de ladite parole cible sur la base desdites données
issues de l’étape d’extraction de connexion intermédiaire de classe ;
une étape d’acquisition consistant à acquérir des coefficients préétablis associés à la classe de ladite parole
cible parmi une pluralité de coefficients préétablis comme trouvé lors d’un apprentissage d’une classe à une
autre classe ; et
une étape de prédiction consistant à trouver lesdites valeurs de prédiction de ladite parole cible en appliquant
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lesdits coefficients préétablis associés à ladite classe de ladite parole cible sur lesdites données de prédiction.

9. Support d’enregistrement comportant enregistré sur lui un programme pour faire en sorte qu’un ordinateur exécute
les étapes de procédé de la revendication 8.

10. Dispositif d’apprentissage pour apprendre des connexions intermédiaires de classes préétablies convenant pour
trouver, au moyen de calculs de prédiction préétablis, des valeurs de prédiction de la parole de qualité de son élevée
à partir du son synthétisé obtenu en appliquant des coefficients de prédiction linéaire et des signaux de résidu
générés à partir d’un code préétabli sur un filtre de synthèse de parole, ladite parole de qualité de son élevée étant
d’une qualité de son plus élevée que ledit son synthétisé, ledit dispositif d’apprentissage comprenant :

un moyen de connexion intermédiaire de classe (79) pour extraire des données à partir dudit code, lesdites
données étant utilisées pour classifier ladite parole de qualité de son élevée ;
un moyen de classification (80) pour trouver une classe de ladite parole sur la base desdites données extraites ; et
un moyen d’apprentissage pour mettre en oeuvre un apprentissage de telle sorte que des erreurs de prédiction
des valeurs de prédiction de la parole de qualité de son élevée comme obtenu en réalisant des calculs de
prédiction en utilisant des coefficients préétablis et le son synthétisé soient statistiquement minimum afin de
déterminer des coefficients préétablis pour différentes classes.

11. Dispositif d’apprentissage selon la revendication 10, dans lequel ledit moyen d’apprentissage met en oeuvre un
apprentissage de telle sorte que les erreurs de prédiction des valeurs de prédiction de la parole de qualité de son
élevée comme obtenu lors de la mise en oeuvre de calculs de prédiction linéaire monodimensionnelle en utilisant
lesdits coefficients préétablis et le son synthétisé soient statistiquement minimum.

12. Dispositif d’apprentissage selon la revendication 10, dans lequel ledit moyen de connexion intermédiaire de classe
extrait lesdites données à partir dudit code et à partir desdits coefficients de prédiction linéaire et desdits signaux
de résidu obtenus lors du décodage dudit code.

13. Dispositif d’apprentissage selon la revendication 10, dans lequel ledit code est obtenu lors du codage de la parole
conformément au système CELP (codage par prédiction linéaire excitée par code).

14. Procédé d’apprentissage pour apprendre des connexions intermédiaires de classes préétablies pouvant être utili-
sées pour trouver, au moyen de calculs de prédiction préétablis, des valeurs de prédiction de la parole de qualité
de son élevée à partir du son synthétisé obtenu en appliquant des coefficients de prédiction linéaire et des signaux
de résidu, générés à partir d’un code préétabli, sur un filtre de synthèse de parole, ladite parole de qualité de son
élevée étant d’une qualité de son plus élevée que ledit son synthétisé, ledit procédé d’apprentissage comprenant :

une étape de connexion intermédiaire de classe consistant à extraire des données à partir dudit code, lesdites
données étant utilisées pour classifier ladite parole de qualité de son élevée ;
une étape de classification consistant à trouver une classe de ladite parole sur la base desdites données
extraites ; et
une étape d’apprentissage consistant à mettre en oeuvre un apprentissage de telle sorte que les erreurs de
prédiction des valeurs de prédiction de la parole de qualité de son élevée comme obtenu en réalisant des calculs
de prédiction en utilisant des coefficients préétablis et le son synthétisé soient statistiquement minimum afin
de déterminer des coefficients préétablis pour différentes classes.

15. Support d’enregistrement comportant enregistré sur lui un programme pour faire en sorte qu’un ordinateur exécute
les étapes de procédé de la revendication 14.



EP 1 308 927 B9 (W1B1)

42



EP 1 308 927 B9 (W1B1)

43



EP 1 308 927 B9 (W1B1)

44



EP 1 308 927 B9 (W1B1)

45



EP 1 308 927 B9 (W1B1)

46



EP 1 308 927 B9 (W1B1)

47



EP 1 308 927 B9 (W1B1)

48



EP 1 308 927 B9 (W1B1)

49



EP 1 308 927 B9 (W1B1)

50



EP 1 308 927 B9 (W1B1)

51



EP 1 308 927 B9 (W1B1)

52



EP 1 308 927 B9 (W1B1)

53



EP 1 308 927 B9 (W1B1)

54



EP 1 308 927 B9 (W1B1)

55



EP 1 308 927 B9 (W1B1)

56



EP 1 308 927 B9 (W1B1)

57



EP 1 308 927 B9 (W1B1)

58



EP 1 308 927 B9 (W1B1)

59



EP 1 308 927 B9 (W1B1)

60



EP 1 308 927 B9 (W1B1)

61



EP 1 308 927 B9 (W1B1)

62



EP 1 308 927 B9 (W1B1)

63



EP 1 308 927 B9 (W1B1)

64



EP 1 308 927 B9 (W1B1)

65



EP 1 308 927 B9 (W1B1)

66



EP 1 308 927 B9 (W1B1)

67



EP 1 308 927 B9 (W1B1)

68



EP 1 308 927 B9 (W1B1)

69



EP 1 308 927 B9 (W1B1)

70



EP 1 308 927 B9 (W1B1)

71



EP 1 308 927 B9 (W1B1)

72



EP 1 308 927 B9 (W1B1)

73



EP 1 308 927 B9 (W1B1)

74



EP 1 308 927 B9 (W1B1)

75



EP 1 308 927 B9 (W1B1)

76

REFERENCES CITED IN THE DESCRIPTION

This list of references cited by the applicant is for the reader’s convenience only. It does not form part of the European
patent document. Even though great care has been taken in compiling the references, errors or omissions cannot be
excluded and the EPO disclaims all liability in this regard.

Patent documents cited in the description

• US 5978759 A [0034]
• JP 10313251 A [0035]

• JP H8202399 B [0189] [0189]


	bibliography
	description
	claims
	drawings

