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(54) An image data processing system

(57)  Animage data processor (83) comprising a ma-
trix operating circuit (84) for multiplying a matrix repre-
senting data by a matrix representing transformation
constants in an image data normalizer for normalizing
image data or inverse normalizing coded image data.
The image data processor comprises first latches
(310-1...310-N)) for sequentially latching data in a se-
lected column of said matrix representing data; selec-
tors (311-1...311-n) for selecting one of a plurality of data
divisions in the data latched in the first latches for out-
putting sequentially selected latched data according to
the data divisions; second latches 312-1...312-n) for se-
quentially latching the transformation constants in a row
matrix corresponding to the data which is latched by the
firstlatches; multipliers (313-1...313-n) corresponding in
number to the second latches, for multiplying the trans-
formation constants latched by the second latches by
the data latched by the selectors; an adder (314) for cal-
culating the sum of the products obtained by the multi-
pliers; and an accumulator (315) for accumulating the
sum outputted from the adder (314). When all data
latched by the first latches (310-1...310-N) are zeros (0),
zero (0) is outputted to the accumulator (315) without
performing the matrix calculations. When the data input
to the selectors (311-1...311-n) are all zeros, the selec-
tors do not output the data and instead output the next

data. Fewer multipliers are provided in comparison with
a known image data processor, allowing the circuit scale
to be reduced.
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Description
Background of the Invention

[0001] Thisinvention pertains to a method of restoring
image data of continuous-tone images, such as gray-
scale images and color images, more particularly to the
method of restoring image data encoded after splitting
a continuous-tone image into blocks comprising a plu-
rality of picture elements and then performing orthogo-
nal transformations for the picture elements in each
block.

[0002] When the volumes of image data representing
continuous-tone images, such as grayscale images and
color images, are too large, it is necessary to appropri-
ately compress the total volume of image data when
stored or transmitted.

[0003] Under such conditions the Adaptive Discrete
Cosine Transformation (hereafter abbreviated as AD-
CT), an orthogonal transformation, is widely used for
compressing and encoding image data without altering
the characteristics of continuous-tone image data.

Description of the Prior Art

[0004] The related art method described is the ADCT
method used widely as an orthogonal transformation
method.

[0005] Accordingtothe ADCT method, images are di-
vided into blocks comprising e.g. 8*8 picture elements.
DCT coefficients expressing the distribution of space
frequencies are determined by performing the two-di-
mensional discrete cosine transformations (hereafter
abbreviated as DCTs) for the image signals from respec-
tive divided blocks. The image signals are encoded by
quantizing the DCT coefficients using thresholds corre-
sponding to visions, according to a Huffman table ob-
tained statistically from the quantized coefficients.
[0006] Figures 1 and 2 are the functional block dia-
grams illustrating the ADCT encoding processes. Figure
1 shows the basic configuration of an ADCT encoding
circuit, and Figure 2 shows in detail the configuration of
a two-dimensional DCT unit composing the ADCT en-
coding circuit.

[0007] Figures 3 and 4 are functional block diagrams
illustrating the ADCT decoding processes. Figure 3
shows the basic configuration of an ADCT decoding cir-
cuit and Figure 4 shows in detail the configuration of a
two-dimensional inverse DCT unit of the ADCT decod-
ing circuit.

[0008] Figure 5 shows exemplary data for an original
image received by the two-dimensional DCT unit.
[0009] Figure 6 shows exemplary DCT coefficients
representing a space frequency distribution.

[0010] First, the ADCT encoding processes are out-
lined by referring to the functional block diagrams of the
ADCT encoding processes shown in Figures 1 and 2.
[0011] Second, the ADCT decoding processes are
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outlined by referring to the functional block diagrams of
the ADCT decoding processes shown in Figures 3 and
4.

[0012] A two-dimensional DCT unit 40 receives sixty-
four (64) image signals, such as those shown in Figure
5, for a block comprising 8*8 picture elements. By
processing the two-dimensional DCTs for the received
image signals, the two-dimensional DCT unit 40 calcu-
lates the DCT coefficients representing a space fre-
quency distribution, such as those shown in Figure 6,
and outputs them to a linear quantizer 41 in the next
stage.

[0013] Figure 2 shows more concretely the processes
of calculating the DCT coefficients executed by the two-
dimensional DCT unit 40. A one-dimensional DCT unit
400 multiplies the matrix representing the received im-
age signals by the matrix representing the DCT coeffi-
cients (constants having 8*8 matrix data format) stored
in a DCT constant storage unit 401, and a transposer
402 transposes the product matrix obtained as a result
of the matrix multiplication at the one-dimensional DCT
unit 400. Then, a one-dimensional DCT unit 403 multi-
plies the transposed matrix obtained from matrix trans-
position in the transposer 402 by the matrix representing
the DCT constants stored in the DCT constant storage
unit 401. Finally, the transposer 404 transposes the
product matrix obtained from the matrix multiplication in
the one-dimensional DCT unit 403 and outputs, as the
matrix representing the DCT coefficients calculated
from the received image signals by the two-dimensional
DCT unit 40, the transposed matrix obtained from the
matrix transposition at the transposer 404.

[0014] On receiving the DCT coefficients calculated
by the two-dimensional DCT unit 40, the linear quantizer
41 quantizes those less than the corresponding thresh-
olds to "0" and quantizes those not less than the corre-
sponding thresholds to the integer quotient obtained by
dividing the respective DCT coefficients by the quanti-
zation thresholds stored at the corresponding matrix po-
sitions in a quantization threshold storage unit 42.
[0015] Figure 7 shows exemplary quantization
thresholds (in the 8*8 matrix data format) stored in the
quantization threshold storage unit 42 and used for the
respective divisions.

[0016] Figure 8 shows exemplary quantized coeffi-
cients (in the 8*8 matrix data format). In this case, only
the D.C. (direct current) element (the matrix value of the
first row and the first column) and a few A.C. (alternate
current) elements (the matrix values of other than the
first row and the first column) of the quantized coeffi-
cients are positive.

[0017] Figure 9 shows the order of scanning the gen-
erated quantized coefficients (from the lower frequency
elements to the higher frequency elements of the space
frequencies). The linear quantizer 41 outputs the gen-
erated quantized coefficients to a variable length encod-
er 43 in the next stage according to the zigzag scanning
order shown in Figure 9.
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[0018] Upon receipt of these quantized coefficients,
the variable length encoder 43 encodes generated
quantized coefficients by referring to a code table 44
composed of a Huffman table created by statistical val-
ues for the respective images. As for their D.C. compo-
nent, the difference between the D.C. elements of the
present and preceding blocks is encoded by using a var-
iable length. As for their A.C. components, the run length
between quantized coefficients other than O (hereafter
referred to as index values) is encoded by using variable
lengths. The variable length encoder 43 sequentially
outputs the code data to the external units.

[0019] Second, a variable length decoder 50 receives
the code data encoded by the above ADCT processes.
The variable length decoder 50 decodes the received
code data to fixed length data of the index values and
the run lengths and outputs the decoded data to a de-
quantizer 52, according to a decoding table 51 com-
posed of a table inverse of the Huffman table composing
the code table 44.

[0020] On receiving the decoded data (the decoded
quantized coefficients), the dequantizer 52 restores the
DCT coefficients through a dequantization by multiply-
ing the respective decoded data by the thresholds
stored at the corresponding positions in a quantization
threshold storage unit 53 (for controlling the same quan-
tization thresholds as those stored in the quantization
threshold storage 42). The dequantizer 52 outputs the
restored DCT coefficients to a two-dimensional inverse
DCT unit 54 in the next stage.

[0021] Upon receipt of the restored DCT coefficients,
the two-dimensional inverse DCT unit 54 restores the
image signals from the restored DCT coefficients indi-
cating the distribution of the space frequencies by ap-
plying inverse DCT processes to the restored DCT co-
efficients.

[0022] Figure 4 shows more concretely the processes
of restoring the image signals executed at the two-di-
mensional inverse DCT unit 54. A one-dimensional in-
verse DCT unit 540 multiplies the matrix representing
the restored DCT coefficients by the matrix representing
the inverse DCT constants stored in the inverse DCT
constant storage 541 (the transposed matrix of the ma-
trix representing the DCT constants stored in the DCT
constant storage 401). A transposer 542 transposes the
product matrix obtained from the matrix multiplication at
the one-dimensional inverse DCT unit 540. Then, a one-
dimensional inverse DCT unit 543 multiplies the trans-
posed matrix obtained from the matrix transposition at
the transposer 542 by the matrix representing the in-
verse DCT constants stored in the inverse DCT constant
storage 541. Finally, the transposer 544 transposes the
product matrix obtained from the matrix multiplication in
the one-dimensional inverse DCT unit 543 and outputs,
as the matrix representing the image signals restored
from the DCT coefficients by the two-dimensional in-
verse DCT unit 54, the transposed matrix obtained from
matrix transposition at the transposer 544.
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[0023] Next, the prior art circuit configuration of the
one-dimensional DCT unit 400 in the two-dimensional
DCT unit40is explained. The one-dimensional DCT unit
403 in the two-dimensional DCT unit 40 and the one-
dimensional inverse DCT unit 540, and 543 in the two-
dimensional inverse DCT unit 54 have exactly the same
circuit configuration.

[0024] Assume here that the received image signals
for 8*8 picture elements are expressed by an 8*8 matrix
X, that the DCT constants stored in the DCT constant
storage 401 are expressed by an 8*8 matrix A, and that
the product matrix A*X obtained by the one-dimensional
DCT unit 400 is expressed by an 8*8 matrix Y.

[0025] Matrix multiplication is performed by multiply-
ing the rows of the first matrix by the columns of the sec-
ond matrix. More specifically, the one-dimensional DCT
unit 400 obtains a element value Y, of matrix Y at row
a and column b by the sum of the products between the
respective elements of a row matrix Aaj of the first matrix,
i.e. matrix A, and the corresponding elements of a col-
umn matrix Xj, of the second matrix, i.e. matrix X, for all
integers j 1 through 8. That is,

Y o = SIGMA(j=1 through 8) A * X;,

[0026]
the above equation is rewritten:

By defining Fyj, = Ay * Xy, for convenience,

Y, = SIGMA(=1 through 8) F . [1]

[0027] To realize the above sum-of-product opera-
tions for all combinations of integers a and b 1 through
8, a device comprising latch circuits, multipliers, adders
and a multiplexer, such as that shown in Figure 10, is
conventionally used to embody the one-dimensional
DCT unit 400.

[0028] A latch circuit 410 sequentially sets one of the
eight (8) received image signals Xip (wherejis aninteger
1 through 8) representing the eight (8) picture elements
in column b of an 8*8 picture element block.

[0029] The following is a description of the j-th step in
processing the j-th image signal ij.

[0030] The one-dimensional DCT unit 400 has the
DCT constant storage 401 simultaneously output to
eight (8) latch circuits 411-1 through 411-8, eight (8) cor-
responding DCT constants A; (where i is an integer 1
through 8) representing eight (8) DCT constants for
weighting the eight (8) picture elements in a particular
column of an 8*8 picture element block.

[0031] Eight (8) multipliers 412-1 through 412-8 pro-
vided in correspondence with eight (8) latch circuits
411-1 through 411-8 respectively multiply the DCT con-
stants Aq; through Ag; set in and received from latch cir-
cuits 411-1 through 411-8 by the image signal ij setin
and received from latch circuit 410, and set the products
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in latch circuits 413-1 through 413-8.

[0032] Thus, parallelly calculated are eight (8) j-th
terms F1jb through stb of eight (8) equations, having the
same format as equation [1], for obtaining eight (8) ele-
ment values Yy, through Yg,, in column b of product ma-
trix Y.

[0033] Eight (8) adders 414-1 through 414-8, provid-
ed in correspondence with eight (8) latch circuits 413-1
through 413-8, add the obtained products F1jb through
stb appearing as respective j-th terms on the right side
of eight (8) equations for obtaining eight (8) element val-
ues Y4, through Ygy, in column b of product matrix Y to
the values retained in latch circuits 415-1 through 415-8,
having initial values 0, respectively connected to the out-
put terminals of adders 414-1 through 414-8. Latch cir-
cuits 415-1 through 415-8 now store the the above sums
in lieu of the hitherto retained values.

[0034] The values hitherto retained in latch circuits
415-1 through 415-8 are the eight (8) sums of F;q,, rep-
resenting the first term through F;; 4, representing the
(j-1)-th term on the right side of the equation for obtain-
ing eight (8) element values Y;,, where i is each integer
1 through 8. Thus, the values newly stored in latch cir-
cuits 415-1 through 415-8 are the eight (8) sums of Fjy,
representing the first term through F;;, representing the
j-th term on the right side of the equation for obtaining
eight (8) element values Y.

[0035] That is, after the one-dimensional DCT unit
400 has the DCT constant storage 401 output the j-th
image signal X;,, latch circuits 415-1 through 415-8 par-
allelly store the respective eight (8) accumulations from
the first terms F;y;, to the j-th terms Fy, for each integer
i 1 through 8.

[0036] When j reaches 8, i.e. when the calculations
for the right side of the eight (8) equations for obtaining
eight (8) element values Y4, through Ygy, in column b of
product matrix Y are consummated, latch circuits 416-1
through 416-8 latch eight (8) element values Y,
through Yg,, for eight (8) picture elements in column b
of product matrix Y.

[0037] A multiplexer 417 outputs element values Y,
through Yg, latched by latch circuits 416-1 through
416-8 by sequentially selecting them.

[0038] The one-dimensional DCT unit 400 thus trans-
forms all image signals in an 8*8 picture element block
by repeating the above procedures for each column b
from 1 to 8. It transforms all image data of one image
screen comprising a plurality of such picture element
blocks through repetitions of the transformation proc-
esses.

[0039] Figure 12 shows in detail the configuration of
a conventional decoder.

[0040] A quantization threshold storage 53 stores the
quantization matrix. The decoding data from the varia-
ble length decoder 50 are supplied to a demultiplexer
521 in the dequantizer 52.

[0041] An address counter 527 performs counting ac-
tions per image revising signal supplied from a timing
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controller 522, and supplies the image revising signals
to a quantized coefficient retainer 528 by using the
counting values as addresses.

[0042] The demultiplexer 521 separates the supplied
decoding data per selection signal supplied from the tim-
ing controller 522, index data are supplied to a multi-
plexer 523 and run data are supplied to a run length
judging unit 524.

[0043] The run length judging unit 524 retains the
number of insignificant coefficients shown by the sup-
plied run data, and supplies to the multiplexer 523 per
selection signal that remain logical "0" until the insignif-
icant coefficient number of the pulses of the picture el-
ement revision signals are supplied. The multiplexer
523 outputs the index data per the inputted index value,
and inserts the insignificant coefficients omitted during
encoding processes by outputting "0" from a zero gen-
erator 525 per the above described selection signal,
thereby restoring the one-dimensional data transformed
from the quantized coefficients.

[0044] By storing the output from the multiplexer 523
in the quantized coefficient retainer 528 in correspond-
ence with the output from the above described address
counter 527, the quantized coefficients in the 8*8 matrix
format are restored.

[0045] Then, the timing controller 522 switches the
quantized coefficient retainer 528 and the quantization
threshold storage 53 to the read-out mode. The respec-
tive elements of the quantization matrix are multiplied
by the corresponding quantized coefficients in corre-
spondence with the read-out addresses outputted from
the address counter 527, and DCT coefficients D are
thereby restored.

[0046] A two-dimensionalinverse DCT unit 54 orthog-
onally transforms DCT coefficients D by inverse discrete
cosine transformation for DCT coefficients D, and the
image data of respective blocks are thereby restored.
[0047] Image signals encoded by the encoding circuit
shown in Figure 1 are decoded by the decoding circuit
shown in Figure 3. They are then processed and trans-
mitted in units of 8*8 picture element blocks divided from
the image data of a display screen.

[0048] Moving images seldom change significantly,
and the changes are mainly in detail, especially in the
high range when they are transformed orthogonally.
Therefore, a rough image is transmitted in the first stage
and a fine image in the second stge, thereby restoring
the image data progressively.

[0049] Figure 11 is a block diagram of a conventional
decoding circuit (progressive image buildup).

[0050] The conventional progressive restoring meth-
od is explained by referring to Figure 11. The variable
length decoder 50 receives code data through its input
terminal 55. X01 through X64 represent the scanning
order of the DCT coefficients (corresponding to 1
through 64 shown in Figure 9). The variable length de-
coder 50 decodes code data corresponding to the DCT
coefficients from the first terms to the n1-th term (where
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n1<64) into quantized DCT coefficients by using the de-
coding table 51.

[0051] The dequantizer 52 receives the decoded
quantized coefficients, which are transformed (restored)
to image data by the two-dimensional inverse DCT unit
54. The restored image here refers to the rough image
data transmitted in the first stage. The image memory
58 retains the rough image data obtained by the two-
dimensional inverse DCT unit 54 and transmitted from
its output terminal 59.

[0052] Next, the variable length decoder 50 decodes
the code data corresponding to the DCT coefficients
from the n1-th term to the n2-th term (where n1<n2<64)
into quantized DCT coefficients. The decoded quan-
tized coefficients. The decoded quantized coefficients
are outputted to the dequantizer 52 to be dequantized
to the DCT coefficients, which are transformed into im-
age data by the two-dimensional DCT inverse DCT unit
54.

[0053] An adder 57 adds the obtained image data to
the image data retained in the image memory 58, stores
the added image data in the image memory 58 in lieu of
the hitherto retained image data, and outputs the added
image data from the output terminal 59.

[0054] These processes are repeated until finally the
variable length decoder 50 decodes the DCT coeffi-
cients from the first term to the sixty-fourth term into im-
age data and the image memory 58 retains the restored
image data.

[0055] Thus, by sequentially adding the code data un-
til finally all data are transmitted, the progressive image
buildup of the 8*8 picture element block is completed.
[0056] As stated earlier, in the prior art, when the one-
dimensional inverse DCT unit 540 restores DCT coeffi-
cients to images, the DCT coefficients of all picture ele-
ments in all blocks need to undergo inverse DCTs. This
is represented by matrix A. Thus, when a block compris-
es 8”8 picture elements, the inverse DCTs must be per-
formed for the respective 8*8 matrix elements of matrix
X. Since each set of operations for a picture element
comprises eight (8) multiplications between corre-
sponding matrix elements and seven (7) additions of the
eight (8) products, the calculations of product matrix Y
(=A*X) take a total of 512 multiplications and 448 addi-
tions for all 8*8 picture elements.

[0057] Thus, there is a problem that the image resto-
ration cannot be expedited if all picture elements in all
blocks of a screen undergo inverse DCTs. In particular,
if the image data (or their difference data) are restored
progressively for respective groups of DCT coefficients
divided into a predetermined number, as shown in Fig-
ures 13 and 14, since the higher-order DCT coefficients
have many zero (0) values, it is quite common for all
DCT coefficients in the blocks newly restored to have
zero (0) values. In this case many unnecessary process-
ings are performed, because the restored image data
are all zero anyway.

[0058] To reiterate, the multiplier 529 in the dequan-
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tizer 52 multiplies all elements of the restored quantized
coefficients by the corresponding elements of the quan-
tization matrix. Thus, to dequantize the quantized coef-
ficients corresponding to a block, a total of 8*8 sum-of-
product operations need to be performed for the picture
elements to be restored to their images. Accordingly,
since a large number of sum-of-product operations need
to be performed, restoration processings take too much
time.

[0059] Although the prior art for matrix calculation
shown in Figure 10 expedites the transformation proc-
esses, the numbers of the multipliers 412 and adders
414 must necessarily match that of the picture elements
in a column of a block. In this case, since there are eight
(8) picture elements in a block, eight (8) multipliers
412-1 through 412-8 and eight adders 414-1 through
414-8 are required.

[0060] As is widely known, a large number of gates
are required to configure multipliers 412-1 through
412-8. Thus, the conventional one-dimensional DCT
units 400 and 403 and one-dimensional inverse DCT
units 540 and 543 have the problems of their circuit sizes
being too large.

[0061] Thus, the inventor previously applied for a pat-
ent for and made a disclosure of "an orthogonal trans-
formation device". This application was filed on Novem-
ber 14, 1989 as the Japanese Patent Application
1989-295643, and was designed to enable a small cir-
cuit to operate matrix calculations.

[0062] However, in a conventional ADCT grayscale
restoration, e.g. when eight-bit (256 levels) image data
are used, an eleven-bit DCT coefficient buffer for retain-
ing DCT coefficients after dequantization must be pro-
vided for the output of the dequantization part 52 and
an eight-bit restoration image memory must be provided
for the output of the two-dimensional DCT unit 54. Con-
sequently, a 19-bit image memory is needed, causing
the device sizes to be large and the processing efficien-
cy of progressive image buildup to be lowered, since
much processing time is required for memory accesses.

Summary of the Invention

[0063] An object of this invention is to realize a high
speed image data processing device by reducing the
number of operations.

[0064] Aother object is to minimize the scale of a ma-
trix operation circuit with a high speed matrix operation
capability.

[0065] A further object is to minimize the scale of a
matrix operation circuit provided for a image data or-
thogonal transformer, etc.

[0066] A still further object is to perform progress im-
age build-up effectively with a smaller scale of the cir-
cuit.

[0067] A feature of this invention resides in an image
data processor using an image data restoration method
for generating image data by normalizing the transfor-
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mation coefficients generated by a dequantizer for de-
quantizing the quantized coefficients obtained by caus-
ing a decoding means to decode inputted code data
generated by coding the quantized coefficients gener-
ated through a quantization of the respective transfor-
mation coefficients obtained by normalizing image data
in one of the blocks comprising a plurality of picture el-
ements divided from an image said dequantizer com-
prising a selecting means for selecting non-zero signif-
icant elements in the quantized coefficients supplied by
said decoding means a storing means for storing quan-
tization thresholds corresponding to the respective ele-
ments of said transformation coefficients and for output-
ting the quantization thresholds corresponding to the
significant elements selected by said selecting means;
and a multiplying means for multiplying the significant
elements selected by said selecting means by the quan-
tization thresholds corresponding to said significant el-
ements outputted from said storing means and for out-
putting the resultant products as the elements of the
transformation coefficients corresponding to said signif-
icant elements.

[0068] Further object of this invention resides in an
image data processor wherein an image decoder com-
prises a decoding means for restoring coded quantized
coefficients in block units, a dequantization means for
restoring transformation coefficients by multiplying the
quantized coefficients restored by said decoding means
by the corresponding quantization thresholds, and an
inverse normalization means for restoring image data
through matrix operations for the product matrix ob-
tained by matrix operations from a matrix representing
transformation coefficients restored by said dequantiza-
tion means and a matrix representing predetermined in-
verse normalization constants said dequantization
means restores only the transformation coefficients cor-
responding only to non-zero quantized coefficients,
specifies the address information for said transforma-
tion coefficients, and notifies said inverse normalization
means of said transformation coefficients and said ad-
dress information; and said inverse normalization
means specifies the column matrix of the inverse nor-
malization constants corresponding to the notified trans-
formation coefficients per the notified address informa-
tion, and restores image data by calculating said product
matrix by multiplying said transformation coefficients by
said column matrix.

[0069] Further object of this invention resides in an
image data processor using an image data restoration
method for restoring image data from the code data gen-
erated by coding the quantized coefficients generated
by quantizing, with the corresponding quantization
thresholds, the respective transformation coefficients
obtained by performing two-dimensional discrete cosine
transformations to the image data in a plurality of blocks
each comprising a plurality of picture elements divided
from an image: said dequantizer comprising: a decoding
means for outputting quantized coefficients by decoding

10

15

20

25

30

35

40

45

50

55

received code data; a dequantization means for restor-
ing said transformation coefficients through a dequanti-
zation executed by multiplying the respective elements
of said quantized coefficients outputted from said de-
coding means by the corresponding quantization
thresholds; a direct current transformation means for
generating image data based on the resultant product
obtained by multiplying the D.C. element of said trans-
formation coefficients by predetermined constants; a
block detecting means for detecting a block with no sig-
nificant A.C. element based on the transformation coef-
ficients corresponding to the respective blocks or the
quantized coefficients corresponding to respective
blocks inputted from said dequantization means; and a
selecting means for outputting either an output from said
normalization means or an output from said direct cur-
rent transformation means, per the detecting result by
said block detecting means.

[0070] Further object of this invention resides in an
image data processor being a matrix operating circuit
for multiplying a matrix representing data to be proc-
essed by a matrix representing transformation con-
stants in an image data normalizer for normalizing im-
age data or inverse normalizing coded image data, said
image data comprising: a first latching means for se-
quentially latching all data to be processed in a selected
column of said matrix representing data to be proc-
essed; a second latching means for sequentially latch-
ing the transformation constants in the row matrix cor-
responding to the data to be processed being latched
by said first latching means; a multiplying means, pro-
vided in correspondence with said second latching
means, for multiplying the transformation constants
latched by said second latching means by the data to
be processed being latched by said first latching means;
an adding means, provided in correspondence with said
multiplying means, for accumulating the products ob-
tained by said multiplying means; and a third latching
means, provided in correspondence with said adding
means, for latching the sum accumulated by said adding
means; wherein: a latching means provided in corre-
spondence with the respective divisions in said second
latching means in said third latching means supplies the
hitherto accumulated sum to said adding means and re-
ceives the newly updated accumulated sum from said
adding means.

[0071] Further object of this invention resides in an
image data processor being a matrix operating circuit
for multiplying a matrix representing data to be proc-
essed by a matrix representing transformation con-
stants in an image data normalizer for normalizing im-
age data or inverse normalizing coded image data, said
image data comprising: a first latching means for se-
quentially latching all data to be processed in a selected
column of said matrix representing data to be processed
per data divisions each having equal number of data to
be processed; selecting means of a number equal to
that of said divisions for outputting sequentially selected
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one of the latched data to be processed from said re-
spective divisions; second latching means of said
number equal to that of said divisions for sequentially
latching the transformation constants in the row matrix
corresponding to the data to be processed being latched
by said first latching means; multiplying means, provid-
ed in correspondence with said second latching means,
for multiplying the transformation constants latched by
said second latching means by the data to be processed
outputted from said selecting means; an adding means
for calculating the sum total of the products obtained by
said multiplying means; and an accumulating means for
accumulating the sum total outputted from said adding
means; wherein: when all data to be processed being
latched by said first latching means are all zero (0), zero
(0) is outputted to said accumulating means without per-
forming the matrix calculations; and when said selecting
means outputs data to be processed entirely being zero,
said data to be processed are not outputted and the next
data to be processed are outputted.

[0072] Further object of this invention resides in an
image data processor, being an image data restorer for
restoring an image from code data generated by coding
the quantization DCT coefficients obtained by quantiz-
ing DCT coefficients obtained by performing a two-di-
mensional discrete cosine transformation to the grada-
tions of the picture elements in respective blocks divided
from an original image comprising a plurality of picture
elements with N-bit gradations; said image data proc-
essor comprising: a decoding means for decoding divid-
ed code data divided from a block into DCT coefficients;
a dequantization means for obtaining DCT coefficients
by dequantizing the quantization DCT coefficients de-
coded by said decoding means; an inverse DCT means
for obtaining image data through an inverse DCT by
multiplying matrix representing the DCT coefficients in-
putted from said dequantization means; an image data
retaining means, having a memory of at least N bits in
depth, for retaining image data from said inverse DCT
means; and an adding means for adding the image data
from said inverse DCT means to the already retained
image data read from said image data retaining means
and for retaining the image data obtained by the addi-
tion: said image data processor for progressively build-
ing-up an image by retaining the accumulation of the di-
vided image data sequentially restored from the divided
code data.

[0073] Further object of this invention resides in an
image data processor, being an image data restorer for
restoring an image from code data generated by coding
the quantization DCT coefficients obtained by quantiz-
ing DCT coefficients obtained by performing a two-di-
mensional discrete cosine transformation to the grada-
tions of the picture elements in respective blocks divided
from an original image comprising a plurality of picture
elements with N-bit gradations; said image data proc-
essor comprising: a decoding means for decoding divid-
ed code data divided from a block into DCT coefficients;

10

15

20

25

30

35

40

45

50

55

a dequantization means for obtaining DCT coefficients
by dequantizing the quantization DCT coefficients de-
coded by said decoding means; an inverse DCT means
for obtaining image data through an inverse DCT by
multiplying matrix representing the DCT coefficients in-
putted from said dequantization means; a level shifting
means for eliminating an underflow by adding 2N-1 to
the image data obtained by said inverse DCT means;
an image data retaining means, having a memory of
(N+1) bits in depth, for retaining image data from said
inverse DCT means; and an accumulating means for ac-
cumulating the image data from said level shifting
means and the already retained image data read from
said image data retaining means and for storing the ac-
cumulated image data in said image data retaining
means, when image data from said level shifting means
are inputted to said image data retaining means: said
image data processor for progressively building-up an
image by retaining the accumulation of the divided im-
age data sequentially restored from the divided code da-
ta.

[0074] Further object of this invention resides in an
image data processor, being an image data restorer for
restoring an image from code data generated by coding
the quantization DCT coefficients obtained by quantiz-
ing DCT coefficients obtained by performing a two-di-
mensional discrete cosine transformation to the grada-
tions of the N*N picture elements in respective blocks
divided from an original image; said image data proces-
sor comprising: a decoding means for decoding said in-
putted code data; a dequantization means for obtaining
DCT coefficients by dequantizing the quantization DCT
coefficients decoded by said decoding means; an in-
verse DCT means for performing an inverse DCT for the
DCT coefficients dequantized by said dequantization
means; and a significant coefficient detecting means for
making a control such that zero is outputted as the re-
stored image data without performing an inverse DCT
by said inverse DCT means or dequantization by said
dequantization means, when there is no significant co-
efficients among the quantized coefficients, decoded by
said decoding means, in the block.

[0075] Further object of this invention resides in an
image data processor, being an image data restorer for
restoring an image from code data generated by coding
the quantization DCT coefficients obtained by quantiz-
ing DCT coefficients obtained by performing a two-di-
mensional discrete cosine transformation to the grada-
tions of the N*N picture elements in respective blocks
divided from an original image; said image data proces-
sor comprising: a decoding means for decoding said in-
putted code data; a dequantization means for obtaining
DCT coefficients by dequantizing the quantization DCT
coefficients decoded by said decoding means; an in-
verse DCT means for performing an inverse DCT for
DCT coefficients; an image data retaining means for re-
taining image data; an adding means for adding image
data memorized in said image memorizing means to im-
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age data undergone an inverse DCT by said inverse
DCT means; an address generating means for generat-
ing addresses used for storing the image data obtained
by said adding means; and an insignificant-block judg-
ing means for revising an address generated by said ad-
dress generating means to the next block address, with-
out storing an output from said adding means in said
image data retaining means, when image data in said
blocks undergone inverse DCT are all zero.

Brief Description of the Drawings
[0076]

Figure 1 is a basic configuration diagram of an en-
coding circuit of ADCT;

Figure 2 is a detailed configuration diagram of a
two-dimensional DCT unit;

Figure 3 is a basic configuration diagram of a de-
coding circuit of ADCT;

Figure 4 is a detailed configuration diagram of a
two-dimensional inverse DCT unit;

Figure 5 is an explanatory diagram of an inputted
original image;

Figures 6A and 6B are explanatory diagrams of a
calculated DCT coefficient;

Figure 7 is an explanatory diagram of a threshold
applied with quantization;

Figures 8A and 8B are explanatory diagrams of a
generated quantized coefficient;

Figure 9 is an explanatory diagram of a scanning
sequence of quantized coefficients;

Figure 10 is an explanatory diagram of one-dimen-
sional DCT unit process and one-dimensional DCT
unit process of prior art technology;

Figure 11 is a block diagram of an ADCT progres-
sive restoring section of prior art technology;
Figure 12 is a configuration diagram of a restoring
unit of prior art technology;

Figure 13 is an example of splitting a DCT coeffi-
cient (the first stage);

Figure 14 is an example of splitting a DCT coeffi-
cient (the second stage);

Figure 15 is a block diagram of the principle of the
first embodiment;

Figure 16 is a configuration diagram of an embodi-
ment of a restoring device;

Figure 17 is a diagram of an example of encoded
data;

Figure 18 is an explanatory diagram of an address
storage;

Figure 19 is a block diagram of the principle of the
second embodiment;

Figure 20 is a configuration diagram of a quantizing
section of the second embodiment;

Figure 21 is a configuration diagram of a two-dimen-
sional inverse DCT unit of the second embodiment;
Figure 22 is a block diagram of the principle of the
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third embodiment;

Figure 23 is a configuration diagram of a restoring
device of an embodiment;

Figure 24 is a diagram of an example of encoded
data;

Figure 25 is a configuration diagram of a restoring
device of an embodiment;

Figure 26 is a configuration diagram of the principle
of the fourth embodiment;

Figure 27A is a configuration diagram of the fourth
embodiment.

Figure 27B is a timing chart;

Figure 27C is an operational flowchart related with
Figure 27B;

Figure 28 is a configuration diagram of the fifth em-
bodiment;

Figure 29A is a configuration diagram of the fifth
embodiment;

Figures 29B and 29C if a timing chart related with
Figure 29A;

Figure 30 is a flowchart of an operation controller;
Figure 31 is a block diagram of the principle of the
sixth embodiment;

Figure 32 is a block diagram of the principle of the
seventh embodiment;

Figure 33 is a configuration diagram of the sixth em-
bodiment;

Figure 34 is an explanatory diagram of image data
to be restored,;

Figure 35 is an explanatory diagram of a DCT co-
efficient to be restored:;

Figure 36 is an explanatory diagram of a split DCT
coefficient of the first stage in the case the coeffi-
cient is split into two at the third level;

Figure 37 is an explanatory diagram of a split DCT
coefficient of the second stage in the case the co-
efficient is split into two at the third level;

Figure 38 is an explanatory diagram of a splitimage
data in the case the DCT coefficient in Figure 36 is
processed by inverse DCT;

Figure 39 is a split image data in the case a DCT
coefficient is processed by inverse DCT,

Figure 40 is a configuration diagram of the seventh
embodiment;

Figure 41 is a model diagram of Figure 40;

Figure 42 is an explanatory diagram of the grada-
tion level of the big configuration of the seventh em-
bodiment;

Figures 43A, 43B, and 43C are configuration dia-
grams of an embodiment of accumulation based on
Figure 41;

Figure 44 is an explanatory diagram of Figure 38
added with 128;

Figure 45 is an explanatory diagram of Figure 39
added with 128;

Figure 46 is a block diagram of the principle of the
eighth embodiment;

Figure 47A is a configuration diagram of the eighth
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embodiment;

Figure 47B is an operational flowchart of the eighth
embodiment;

Figure 48 is a block diagram of an insignificant block
signal generating circuit of the eighth embodiment;
Figure 49 is an example diagram of decoded data
strings;

Figure 50 is a general block diagram of an embod-
iment;

Figure 51 is a block diagram of an address gener-
ating circuit;

Figure 52 is a block diagram of the ninth embodi-
ment;

Figure 53 is a general block diagram of the ninth
embodiment;

Figure 54 is a block diagram of an insignificant block
detecting section;

Figure 55 is a block diagram of an address gener-
ating circuit;

Figure 56 is an operational flowchart of an embod-
iment of this invention.

Description of the Preferred Embodiments

[0077] Figure 15 shows a block diagram of the image
data restoration method according to the first embodi-
ment of this invention.

[0078] InFigure 15, images are divided into a plurality
of blocks each comprising a plurality of picture ele-
ments. The respective elements of DCT coefficients ob-
tained by orthogonal transformation of image data in
those blocks are quantized, and the quantized coeffi-
cients generated in the quantization processings are en-
coded to generate code data. These code data are de-
coded by a decoder 111 into quantized coefficients,
which in turn are dequantized by a dequantizer 120. An
orthogonal transformer 141 orthogonally transforms the
DCT coefficients generated by the dequantizer 120 to
restore image data. The dequantizer 120 in the image
data restoration method comprises a selector 121 for
selecting non-zero significant elements of quantized co-
efficients supplied form the decoder 111, a storage unit
122 for outputting the quantization thresholds corre-
sponding to the significant elements selected by the se-
lector 121, and a multiplier 123 for outputting as the el-
ements of DCT coefficients corresponding to the signif-
icant elements the results of multiplying the significant
elements selected by the selector 121 by the quantiza-
tion thresholds corresponding to the significant ele-
ments and outputted from the storage unit 122.

[0079] The decoder 111 supplies the quantized coef-
ficients generated through the processes of decoding
the introduced code data to the selector 121 in the de-
quantizer 120.

[0080] When the selector 121 outputs to the multiplier
123 non-zero significant elements of the quantized co-
efficients supplied from the decoder 111, the storage unit
122 outputs the quantization thresholds corresponding
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to the significant elements selected by the selector 121.
[0081] Thus, the multiplier 123 selectively dequantiz-
es the significant elements of the quantized coefficients
by multiplying only significant elements of the supplied
quantized coefficients as the corresponding quantiza-
tion thresholds.

[0082] Therefore, the first embodiment of this inven-
tion enables quantization processings to be expedited
by omitting the dequantization processings for the insig-
nificant elements of quantized coefficients, i.e. by reduc-
ing the number of multiplications.

[0083] Figure 16 shows the configuration of a resto-
ration device applied to the image data restoration meth-
od according to the first embodiment of this invention.
[0084] Here, the relations between the elements
shown in Figure 15 and those shown in Figure 16 are
explained.

[0085] The decoder 111 corresponds to a decoder
2111 and a decoding table 2112.

[0086] The dequantizer 120 corresponds to a de-
quantizer 220.

[0087] The selector 121 corresponds to an address
calculator 222, an address retainer 223 and a quantized
coefficient retainer 226.

[0088] The storage unit 122 corresponds to the ad-
dress calculator 222, the address retainer 223 and a
quantization threshold retainer 227.

[0089] The multiplier 123 corresponds to a multiplier
228.

[0090] The orthogonal transformer 141 corresponds
to an inverse DCT unit 241.

[0091] The embodiment shown in Figure 16 is de-
scribed below based on these relations.

[0092] The decoding table 2112 prestores, in a table,
combined data of variable length codes and their corre-
sponding indices and runs.

[0093] The code data supplied over a transmission
path are inputted first to the decoder 2111 which search-
es the decoding table 2112 based on the inputted code
data so that the combined data of the corresponding in-
dices and runs are read from the decoding table 2112.
These data are supplied in turn to the dequantizer 220.
[0094] The dequantizer220 restores DCT coefficients
into matrix D by performing dequantization processing
on the quantized coefficients, based on the code data.
The inverse DCT unit 241 performs an inverse DCT and
an orthogonal transformation respectively on matrix D
representing the DCT coefficients, so that image data
are restored.

[0095] The following is a description of the configura-
tion and operations of the dequantizer 220.

[0096] The dequantizer 220 comprises a demultiplex-
er 221 for separating decoding data into index data and
run data, an address calculator 222 for calculating (later
described) addresses, an address retainer 223 for ac-
cumulating addresses calculated by the address calcu-
lator 222, a counter 225 for counting the number of sig-
nificant coefficients, a quantized coefficient retainer 226
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for storing the index data supplied from the demultiplex-
er 221, a quantization threshold retainer 227 for storing
the above described quantization matrix V-, a multipli-
er 228 for multiplying outputs from the quantized coef-
ficient retainer 226 by outputs from the quantization
threshold retainer 227, and a timing controller 224 for
controlling the timing of operations at various units.
[0097] The decoding data supplied from the decoder
2111 are inputted to the demultiplexer 221. When index
data are supplied as decoding data, the timing controller
224 supplies a selection signal Cg of a logical "1" to
control terminal S of the demultiplexer 221.

[0098] When the demultiplexer 221 receives a logical
"1" as the selection signal Cg at its control terminal S,
it supplies the index data of the inputted decoding data
to the quantized coefficient retainer 226. When it re-
ceives alogical "0" as the selection signal Cg atits con-
trol terminal S, it supplies the run data of the inputted
decoding data to the address calculator 222.

[0099] The counter 225 is an up-down counter and
can choose the addition mode or the subtraction mode
depending on the count control signal inputted to the
control terminal S;p. The counter 225 is configured to
perform counting operations based on the chosen mode
and synchronized with synchronization signals supplied
to a clock terminal.

[0100] The quantized coefficient retainer 226 and the
quantization threshold retainer 227 are formed as stor-
age areas corresponding to the respective matrix ele-
ments of 8*8 matrices. The addresses of respective ar-
eas are specified by the zigzag scanning order shown
in Figure 9. The quantized coefficient retainer 226 can
select a write-in mode and a read-out mode depending
on the read-write control signal inputted to control ter-
minal Sgyy. For instance, when a logical "1" is inputted
to control terminal Sgyy, the quantized coefficient retain-
er 226 operates in the write mode, and when a logical
"0" is inputted to control terminal Sgyy, the quantized co-
efficient retainer 226 operates in the read mode.
[0101] The quantization threshold retainer 227 reads
and outputs the quantization threshold stored in the ad-
dresses designated by an address input, when a logical
"0" is supplied to control terminal Sg as a read control
signal.

[0102] As shown in Figure 18, the address retainer
223 is formed by e.g. 64 storage areas assigned with
numbers 1 through 64. Addresses supplied from the ad-
dress calculator 222 are sequentially stored in these
storage areas and the previously stored address is out-
putted back to the address calculator 222 as well as to
the quantized coefficient retainer 226.

[0103] The dequantizer 220 shown in Figure 16 first
restores the quantized coefficients to a matrix format,
based on the code data supplied from the decoder2111.
[0104] When the restoration processes for the decod-
ing data corresponding to respective blocks begin, the
contents of the above described address retainer 223
are cleared, and "1" is stored as the initial address value

15

20

25

30

35

40

45

50

55

10

in storage area 1. The timing controller 224 sets the write
mode to the quantized coefficient retainer 226 by input-
ting a logical "1", as the read/write control signal, to con-
trol terminal Sgyy, and clears the contents in the storage
areas corresponding to the respective addresses of the
quantized coefficient retainer 226.

[0105] The timing controller 224 sets the counter 225
to the addition mode and the count value of the counter
225 is reset to the initial value 0.

[0106] Depending on the selection signal Cg sup-
plied from the timing controller 224, the decoding data
outputted from the decoder 2111 (refer to Figure 17) are
separated into index data and run data. These data are
respectively supplied to the quantized coefficient retain-
er 226 and the address calculator 222.

[0107] When the first index data are inputted, the
quantized coefficient retainer 226 receives, as an ad-
dress, the initial value 1 prestored in the address retain-
er 223. The index data are stored in correspondence
with address "1".

[0108] Here, the run data refers to the number of in-
significant coefficients succeeding significant coeffi-
cients shown by the corresponding index data. Hence,
the result of accumulating the number indicated by the
supplied run data plus 1 shows the total number of the
elements of the quantized coefficients transformed in
one dimension. This total corresponds to the address in
the last element.

[0109] The address calculator 222 adds the run data
supplied from the demultiplexer 221 to the outputs from
the above described address retainer 223. By further
adding 1 to the added result, the address calculator 222
performs the above described accumulation. The ad-
dress calculator 222 supplies the accumulation result as
the address, to the address retainer 223 and these ad-
dresses are stored in the address retainer 223.

[0110] However, in this case, the initial address value
1 stored in the address retainer 223 is further added.
Accordingly, the addresses calculated by the address
calculator 222 are addresses for significant coefficients
corresponding to the index data supplied as the next de-
coding data. The inputted index data are stored in the
quantized coefficient retainer 226 in correspondence
with the addresses.

[0111] For instance, index data D,,, corresponding to
the D.C. elements of the decoding data shown in Figure
17 are stored in the storage area of the quantized coef-
ficient retainer 226 corresponding to the initial address
value 1 stored in the address retainer 223, i.e. the stor-
age area corresponding to the element (1,1) of the quan-
tized coefficients shown as number 1 in Figure 9.
[0112] The address calculator 222 calculates address
2 corresponding to next index data |, according to run
data R, corresponding to the index data D,,,. By perform-
ing similar processes for successively supplied decod-
ing data (I, Ry, I3, ...., lg, Ry), the address calculator
222 sequentially outputs addresses 3, 4, 5, and 10. In
correspondence with these addresses, the quantized
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coefficient retainer 226 stores index data |,, I3, Iy, |5, lg
and |l;, and the address retainer 223 sequentially accu-
mulates 1, 2, 3, 4, 5, 6 and 10 as the addresses of sig-
nificant coefficients.

[0113] By repeating the above processes each time
run data are supplied, the address calculator 222 se-
quentially calculates the addresses of significant coeffi-
cients, and the address retainer 223 sequentially stores
the addresses of these significant coefficients. The
quantized coefficient retainer 226 stores index data cor-
responding to the addresses supplied after the above
described run data, which restores the quantized coef-
ficients in the 8*8 matrix form.

[0114] The timing controller 224 supplies to the coun-
ter 225 synchronization signals synchronized with the
actions of storing index data by the above described
quantized coefficient retainer 226. The counter 225
counts the total of the significant coefficients included in
the quantized coefficients for the respective blocks.
[0115] When the address calculator 222 receives
Reop @s run data, it judges that the receipt of decoding
data corresponding to a block has ended, and outputs
a block ending signal (BEN) to the timing controller 224.
[0116] On receiving the block ending signal (BEN),
the timing controller 224 judges that the restoration
processes for quantized coefficients for a block has end-
ed, and the processes for dequantizing the quantized
coefficients corresponding to the block are to begin.
[0117] The dequantization processes for the restored
quantized coefficients are explained below.

[0118] The timing controller 224 supplies logical "0",
as a read/write control signal (R/W), to control terminal
Sgrw of the quantized coefficient retainer 226 and, as a
read control signal (RED), to the quantization threshold
retainer 227. Thereafter, in correspondence with the ad-
dresses supplied from the address retainer 223, the
quantized coefficients and the corresponding elements
of quantization matrix V), are read respectively from
the quantized coefficient retainer 226 and the quantiza-
tion threshold retainer 227, to be supplied to the multi-
plier 228.

[0119] The timing controller 224 also supplies logical
"0" to control terminal Sy in the counter 225, sets the
counter to a subtraction mode, sequentially specifies the
storage area of the address retainer 223, and supplies
synchronization signals synchronized with the specify-
ing actions to the counter 225.

[0120] Thus, addresses stored in the address retainer
223 are sequentially outputted to the quantized coeffi-
cient retainer 226 and the quantization threshold retain-
er 227. According to these addresses, the quantized co-
efficient retainer 226 outputs significant coefficients cor-
responding to the quantized coefficients and the quan-
tization threshold retainer 227 outputs the elements of
quantization matrix V1, corresponding to the significant
coefficients.

[0121] When restoration processes of the quantized
coefficients are performed for the decoding data shown
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in Figure 17, for example, addresses 1, 2, 3, 4, 5, 6 and
10 corresponding to the significant elements of the
quantized coefficients stored in the address retainer 223
are sequentially outputted. (Refer to Figure 18.) The el-
ements 64, -16, ...., -8, -8 of quantized coefficients
stored in the quantized coefficient retainer 226 are se-
quentially read according to these addresses. (Refer to
Figure 8.) The quantization threshold retainer 227 reads
out 16, 11, ..., 10, 14 of matrix V1), corresponding to
these elements of the quantized coefficients, and sup-
plies them to the multiplier 228.

[0122] The counter 225 subtracts the count value syn-
chronized with the above described synchronization sig-
nal in parallel with the dequantization processes of the
significant coefficients. When the count value falls to 0,
the counter 225 outputs a stop signal from its output ter-
minal O to the timing controller 224.

[0123] The timing controller 224 judges according to
the stop signal that a dequantization process of quan-
tized coefficients corresponding to a block have been
completed, and terminates its actions of specifying the
storage area for the address retainer 223.

[0124] Thus, by repeating the above described read-
ing actions until the count value of the counter 225 falls
to 0, the significant coefficients included in quantized co-
efficients and the corresponding elements in quantiza-
tion matrix V1, are supplied sequentially to the multiplier
228, where they are multiplied, thereby enabling only
significant coefficients included in quantized coefficients
to be dequantized selectively.

[0125] By supplying the output from the multiplier 228
and corresponding addresses to an input buffer (not
shown in the drawings) provided inside of the inverse
DCT unit 241 and by storing the the outputs from the
multiplier 228 corresponding to the above addresses,
8*8 DCT coefficient matrix D is restored. By performing
a conventional inverse DCT for 8*8 DCT coefficient ma-
trix D, image data of a block are obtained.

[0126] The multiplications by the multiplier 228 is the
most time-consuming of the processes for dequantiza-
tions. Thus, by omitting multiplications for insignificant
coefficients, dequantizations are considerably expedit-
ed.

[0127] Ordinarily, quantized coefficients contain
many insignificant coefficients. For instance, as shown
in Figure 7, fifty-seven (57) elements are insignificant
coefficients, whereas only seven (7) elements are sig-
nificant coefficients. In this case, since only seven (7),
instead of sixty-four (64), sum-of-product operations
need to be performed, dequantizations are processed
in about one-tenth of the time taken with the convention-
al method.

[0128] Thus, by selectively dequantizing only the sig-
nificant coefficients included in quantized coefficients,
the time required for the dequantizations is significantly
shortened and the restoration processes are expedited.
[0129] The quantized coefficient retainer 226 in the
dequantizer 220 shown in Figure 16 can be configured
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by a FIFO, so that only significant coefficients in quan-
tized coefficients corresponding to a block are stored.
In this case, the significant coefficients are sequentially
read from the quantized coefficient retainer 226. Fur-
thermore, the elements of quantization matrix V), cor-
responding to the significant coefficients are read from
the quantization threshold retainer 227 according to the
addresses sequentially outputted from the address re-
tainer 223.

[0130] Figure 19is a block diagram of the second em-
bodiment of this invention.

[0131] In Figure 19, an image data decoding proces-
sor 131 quickly restores image data coded by an image
data coding processor for coding the quantized coeffi-
cients obtained from the DCT coefficients calculated by
orthogonally transforming image data in a block. To re-
alize such processings, the image data decoding proc-
essor 131 comprises a decoder 132, a dequantizer 133,
a quantization threshold controller 134, an inverse DCT
unit 135 and an inverse DCT constant controller 136.
[0132] The decoder 132 performs a process to restore
quantized coefficients for the respective blocks coded
by an image data coding processor, not shown in Figure
19.

[0133] The dequantizer 133 comprises an address in-
formation detector 137 for detecting addresses in a
block of quantized coefficients having non-zero values
of the quantized coefficients restored by the decoder
132 and a DCT coefficient restorer 138 for restoring
DCT coefficients by multiplying the non-zero quantized
coefficients by the corresponding quantization thresh-
olds. The DCT coefficients restored by the DCT coeffi-
cient restorer 138 have non-zero values, because the
corresponding quantization thresholds have zero value.
[0134] The quantization threshold controller 134 con-
trols quantization thresholds used by the DCT coeffi-
cient restorer 138.

[0135] The inverse DCT unit 135 restores image data
by performing matrix multiplications between the pre-
pared matrix representing inverse DCT constants, the
matrix representing the DCT coefficients restored by the
dequantizer 133 and the transposed matrix of the pre-
pared matrix representing inverse DCT constants. To
expedite these processings, the inverse DCT unit 135
comprises a corresponding inverse DCT constant spec-
ifier 139 and a matrix multiplier 140. The inverse DCT
constant specifier 139 is for specifying the column ma-
trix of the inverse DCT constant corresponding to the
DCT coefficients restored by the DCT coefficient restor-
er 138 according to the address information notified by
the address information detector 137. The matrix multi-
plier 140 is for multiplying the prepared matrix repre-
senting inverse DCT constants by the matrix represent-
ing the DCT coefficients restored by the dequantizer 133
by multiplying the DCT coefficients restored by the DCT
coefficient restorer 138 by the column matrix specified
by the corresponding inverse DCT constant specifier
139.
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[0136] The inverse DCT constant controller 136 con-
trols the DCT constants required by the matrix multiplier
140.

[0137] The matrix multiplier 140 of the inverse DCT
unit 135 first multiplies matrix A-1 representing inverse
DCT constants by matrix B representing DCT coeffi-
cients, in order to obtain matrix Z. That is,

zZ=A"+*B

is calculated by multiplying the matrix representing the
inverse DCT constants by the respective column matri-
ces of the matrix representing DCT coefficients.

[0138] Inmultiplying the matrices, the matrix multiplier
140 specifies the significant coefficients in the column
matrices of the selected DCT coefficients, on receiving
the DCT coefficients with non-zero values from the DCT
coefficient restorer 138.

[0139] Thus, in specifying the significant DCT coeffi-
cients to be processed in the column matrices of the ma-
trix representing the DCT coefficients, according to the
address information received from the address informa-
tion detector 137, the corresponding inverse DCT con-
stant specifier 139 specifies the column matrix of the
matrix representing inverse DCT constants correspond-
ing to the significant DCT coefficient.

[0140] Upon receiving the columns of the matrix rep-
resenting inverse DCT constants, the matrix multiplier
140 calculates only the non-zero part of product matrix
Z obtained by multiplying matrices A-1 by B. It performs
this calculation by multiplying only the specified ele-
ments in the rows of the matrix representing the inverse
DCT constants by the selected significant elements in
the column matrices of the matrix representing the DCT
coefficients. Thus, only the non-zero value elements of
product matrix Z is subjected to an arithmetic operation.
[0141] This invention causes only the necessary op-
erations for the DCT coefficients having non-zero values
to be performed and unnecessary operations for the
DCT coefficients having the zero value to be omitted.
Accordingly, the image data are restored faster in this
method than in the conventional DCT image data res-
toration method.

[0142] Figure 20 shows an embodiment of a dequan-
tizer 550 configured by this invention.

[0143] Figure 21 shows an embodiment of a two-di-
mensional DCT unit 560 configured by this invention.
[0144] In Figure 20, 53 is a quantization threshold
storage unit shown in Figure 3 for storing the download-
ed quantization thresholds. 551 is a demultiplexer for
separating the decoding data sent from the variable
length decoder 50 into index data (IDX) and run data
(RUN). 552 is a block end detector for detecting whether
a block has reached the end. 553 is a significant coeffi-
cient selector for retaining the addresses within a block
of the index data having non-zero values according to
the run data distributed from the demultiplexer 551 and
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for outputting address information to the two-dimension-
alinverse DCT unit 560. 554 is a DCT coefficient restor-
er for retaining index data distributed from the demulti-
plexer 551, restoring the DCT coefficients by multiplying
the index data by quantization thresholds in the quanti-
zation threshold storage 53 read from the address infor-
mation specified by the significant coefficient selector
553, and outputting the restored DCT coefficients to a
two-dimensional inverse DCT unit 560. 555 is a timing
controller for controlling respective functional parts.
[0145] In Figure 21, 561 is a DCT constant storage
unit provided in the two-dimensional inverse DCT unit
560 shown in Figure 3. It comprises a DCT constant ad-
dress calculator 569 and a DCT constant memory 570,
and stores inverse DCT constants. 562 is a DCT coef-
ficient retainer for retaining the DCT coefficients notified
by the DCT coefficient restorer 554 in the revere quan-
tizer 550. 563 is a significant coefficient address retainer
comprising a significant coefficient address memory
564 for retaining the address information notified from
the significant coefficient selector 553 in the dequantizer
52, a column address detector 565 for detecting address
information included in the column matrix to be proc-
essed in the address information stored in the significant
coefficient address memory 564, and a column number
calculator 566 for calculating the number of non-zero
value DCT coefficients included in the column matrices
to be processed. 567 is a read controller for controlling
the read-out of the storage data from the inverse DCT
constant storage 561 and the DCT coefficient retainer
562. 568 is an inverse DCT calculator for executing a
two-dimensional inverse DCT for restoring image data
from the inverse DCT constants read from the inverse
DCT constant storage 561 and the DCT coefficients
read from the DCT coefficient retainer 562.

[0146] Next, the operations of the second embodi-
ment of this invention thus configured is explained in de-
tail. First, the operation of the dequantizer 550 is ex-
plained.

[0147] The quantized coefficients composed of index
data and run data decoded from code data by the vari-
able length decoder 50 are inputted to the demultiplexer
551. The index data and run data are inputted alternate-
ly. That is, by taking the quantized coefficients (sent in
the scanning order shown in Figure 9) shown in Figure
8A as an example, the first D.C. element index datum
"5", the run datum "0" representing the number of the
zero-value quantized coefficients until the next index da-
tum "-1", the index datum "-1", the run datum "0" repre-
senting the number of the zero-value quantized coeffi-
cients until the next index datum "-2", the index datum
"-2", the run datum "0" representing the number of the
zero-value quantized coefficients until the next index da-
tum "1", the index datum "1", the run datum "5" repre-
senting the number of the zero-value quantized coeffi-
cients until the next index datum "-1", the index datum
"-1", and then "R,,," representing that all the remaining
quantized coefficients in the block are "0".
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[0148] When the decoding data columns of the quan-
tized coefficients comprising the index data and run data
are inputted, the timing controller 555 separates input-
ted data into index data for the DCT coefficient restorer
554 by outputting the selection signal Cg, to the demul-
tiplexer 551 and run data to the block end detector 552.
The above described input of quantized coefficients
shown in Figure 8A is explained below.

[0149] The timing controller 555 first transmits the in-
putted index datum "5" to the DCT coefficient restorer
554 by controlling the demultiplexer 551, when the sig-
nificant coefficient retainer 553 retains address "0" and
where index datum "5" exists in correspondence with
the head end of a block.

[0150] Then, the timing controller 555 transmits the
inputted run datum "0" to the block end detector 552 by
controlling the demultiplexer 551. Upon receiving run
datum "0", because it is different from "R.,,", the block
end detector 552 judges that significant (i.e. non-zero
value) quantized coefficients remain in a block and
make a processing request to the significant coefficient
selector 553.

[0151] Inresponse to this processing request, the sig-
nificant coefficient selector 553 calculates and retains
address (specified by the number of from the head end
quantized coefficient) position "1", i.e., the next signifi-
cant quantized coefficients from the inputted run datum
"0".

[0152] The timing controller 555 transmits index da-
tum "-1" inputted in correspondence with address "1" to
the DCT coefficient restorer 554 where it retains index
datum "-1" by controlling the demultiplexer 551.

[0153] Then, the timing controller 555 transmits the
inputted run datum "0" to the block end detector 552,
which makes a processing request to the significant co-
efficient selector 553 upon receiving inputted run datum
"0". The significant coefficient selector 553 in turn cal-
culates the address position "2" where the significant
quantized coefficient exists next to the inputted run da-
tum "0". The timing controller 555 transmits the inputted
index datum "-2" corresponding to address "2" to the
DCT coefficient restorer 554.

[0154] The timing controller 555 also transmits input-
ted run datum "0" to the block end detector 552, which
makes a processing request to the significant coefficient
selector 553, upon receiving inputted run datum "0". The
significant coefficient selector 553, in turn, calculates
the address position "3" where the significant quantized
coefficient exists next to the inputted run datum "0". The
timing controller 555 transmits inputted index datum "1"
corresponding to address "3" to the DCT coefficient re-
tainer 554 where it is retained.

[0155] The timing controller 555 also transmits input-
ted run datum "5" to the block end detector 552, which
makes a processing request to the significant coefficient
selector 553 upon receiving inputted run datum "5". The
significant coefficient selector 553 in turn calculates the
address position "9" where the significant quantized co-
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efficient exists next to the inputted run datum "5". The
timing controller 555 transmits inputted index datum "-
1" corresponding to address "9" to the DCT coefficient
retainer 554, where it is retained.

[0156] The timing controller 555 also transmits input-
ted run datum "R,,," to the block end detector 552,
which judges no significant quantized coefficient re-
mains in the block and notifies the timing controller 555
of the signal (BEN) indicating the judgment. By trans-
mitting a BSE signal to the significant coefficient selector
553, the timing controller 555 instructs the significant co-
efficient selector 553 to terminate the address calcula-
tions and to output the retained address information to
the two-dimensional inverse DCT unit 560. The signifi-
cant coefficient selector 553 retains addresses "0", "1",
"2","3" and "9" corresponding to index data "5", "-1", "-
2", "1" and "-1". Therefore, the DCT coefficient restorer
554 restores the DCT coefficients by multiplying the cor-
responding quantization thresholds in the quantization
threshold storage 53 read according to the addresses
of the significant coefficient selector 553 and the index
data retained in itself and outputs the restored DCT co-
efficients to the two-dimensional inverse DCT unit 560
where it is retained.

[0157] Next, the actions of the two-dimensional in-
verse DCT unit 560 for receiving the DCT coefficients
and the addresses appearing in the second embodi-
ment of this invention are explained by using the above
example.

[0158] A significant coefficient address memory 564
retains addresses "0", "1", "2", "3" and "9" notified by the
significant coefficient selector 553. An inverse DCT cal-
culator 568 restores image data according to the con-
figuration shown in Figure 4 comprising the one-dimen-
sional inverse DCT unit 540, the transposer 542, the
one-dimensional inverse DCT unit 543 and a transposer
544. The inverse DCT calculator 568 first multiplies the
matrix representing the DCT coefficients read from the
DCT coefficient retainer 562 and the matrix representing
the inverse DCT constants read from the inverse DCT
constant storage 561. More specifically, the matrix rep-
resenting the inverse DCT constants are multiplied by
the respective column matrices sequentially selected
from the matrix representing the DCT coefficients.
[0159] When the column matrix to be processed is se-
lected, the column address detector 565 detects ad-
dress information stored in the selected column matrix
of the DCT coefficients from the address information
stored in the significant coefficient address memory
564. For instance, by selecting the column matrix rep-
resenting the first column of the DCT coefficients, the
column address detector 565 detects addresses "0",
"2", "3" and "9" of addresses "0", "1", "2", "3" and "9"
retained in the significant coefficient address memory
564. Inresponse to this detection by the column address
detector 565, a column number calculator 566 calcu-
lates that the selected column matrix to be processed
has four (4) non-zero value DCT coefficients.
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[0160] When the column address detector 565 de-
tects the addresses included in the column matrix of the
DCT coefficients to be processed, a read controller 567
reads the DCT coefficients specified by the addresses
from the DCT coefficient retainer 562, reads the column
matrix of the inverse DCT constants corresponding to
the addresses from the inverse DCT constant storage
561, and sends the read data to the inverse DCT calcu-
lator 568. The read processings are synchronized with
the number calculated by the column number calculator
566.

[0161] Thatis, in correspondence with the addresses
"0","2", "3" and "9" detected by the column address de-
tector 565, the read controller 567 sequentially reads
DCT coefficients "B44", "B,4", "B34" and "B44 from the
DCT coefficient retainer 562 and outputs them to the in-
verse DCT calculator 568, and also sequentially reads
from the inverse DCT constant storage unit 561 the col-
umn matrix of the inverse DCT constants corresponding
to DCT coefficient "B44",

2. [Aq1, Ag1, At Agqs Ay, Agis Arg, Agqll,

the column matrix of the inverse DCT constants corre-
sponding to DCT coefficient "B,4",

i.e. [Aq2, Aga, Agp, A, Asp, Asa: Ara, Agal',

the column matrix of the inverse DCT constants corre-
sponding to DCT coefficient "B34",

i.e. [A13, Agz, Agz, Aga, Ass, Ass, Azz, Agsl', and

the column matrix of the inverse DCT constants corre-
sponding to DCT coefficient "B44",

i.e. [Arg, Aga, Agas Asgs Asas Poas Azgs Agal',

and outputs these column matrices to the inverse DCT
calculator 568.

[0162] Upon receiving the non-zero value DCT coef-
ficients in matrix B and the corresponding column ma-
trices of matrix AT representing the inverse DCT con-
stants, the inverse DCT calculator 568 sequentially mul-
tiplies them to calculate the non-zero value elements in
product matrix Z. That is, instead of calculating all ele-
ments of product matrix Z, only the non-zero value ele-
ments are calculated, i.e., unnecessary calculations for
the zero-value elements are omitted.

[0163] Thus, the two-dimensional inverse DCT unit
560 reduces the number of calculation steps by execut-
ing only the necessary operations for non-zero values.
[0164] Although the second embodiment of this in-
vention has been explained by referring to Figures 19,
20 and 21, which explain the adaptive discrete cosine
coding method, the application of this invention should
by no means be construed as limited to this embodi-
ment. It is in fact applicable to any process involving an
orthogonal transformation.

[0165] Figure 22 is a block diagram of the third em-
bodiment of this invention.

[0166] InFigure 22, animage is divided into a plurality
of blocks each comprising a plurality of picture ele-
ments. The respective elements of the DCT coefficients
obtained by a two-dimensional DCT for the picture ele-
ments of these blocks are quantized by quantization
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thresholds, and the quantized coefficients obtained
through the quantization processes are coded to gener-
ate code data. A decoder 151 decodes the inputted code
data and outputs the quantized coefficients according
to an image data restoration method for restoring image
data from the generated code data.

[0167] A dequantizer 161 performs a dequantization
by multiplying the respective elements outputted from
the decoder 151 and the corresponding quantization
thresholds and restores the DCT coefficients.

[0168] A DCT unit 181 generates image data by per-
forming a two-dimensional DCT for the DCT coefficients
supplied by the dequantizer 161.

[0169] A D.C. multiplier 182 multiplies the D.C. ele-
ment of the DCT coefficients by a predetermined con-
stant and generates an image datum based on the mul-
tiplications.

[0170] A block detector 171 detects blocks without
any significant A.C. element based on the DCT coeffi-
cients corresponding to the respective blocks or the
quantized coefficients corresponding to the respective
blocks inputted from the dequantizer 161.

[0171] A selector 191 transmits, as an image datum,
an output from either the DCT unit 181 or the D.C. mul-
tiplier 182, according to the detection result of the block
detector.

[0172] Code data inputted to the decoder 151, which
outputs quantized coefficients by decoding the code da-
ta. By multiplying the respective elements of the quan-
tized coefficients by the corresponding quantization
thresholds, the dequantizer 161 dequantizes the sup-
plied quantized coefficients and outputs the correspond-
ing DCT coefficients. The DCT unit 181 performs two-
dimensional DCTs to the DCT coefficients and also gen-
erates and outputs image data of the blocks correspond-
ing to the DCT coefficients.

[0173] The D.C. multiplier 182 multiplies the D.C. el-
ements of the above described DCT coefficients by pre-
determined constants and generates image data based
on the multiplications.

[0174] At this time, the block detector 171 detects
blocks without any significant A.C. elements, based on
the DCT coefficients or the quantized coefficients cor-
responding to the respective blocks inputted from the
dequantizer 161. The selector 191 transmits an output
from either the DCT unit 181 or the D.C. multiplier 182
according to the detection results.

[0175] Here, the values of the respective picture ele-
ment data of the block obtained by performing DCTs for
the DCT coefficients corresponding to the blocks with-
out any significant A.C. elements by the above de-
scribed DCT unit 181 are equal to the values obtained
by multiplying the D.C. elements of the above described
DCT coefficients by the predetermined constants.
[0176] Therefore, as to a block judged by the block
detector 171 as not having any significant A.C. ele-
ments, two-dimensional DCT by the DCT unit 181 is re-
placed by the above described multiplications of the D.
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C. elements by the predetermined constants.

[0177] In the third embodiment of this invention, the
block detector 171 detects blocks without any significant
A.C. elements based on quantized coefficients. The
DCT unit 181 does not perform two-dimensional DCT
processes for such blocks. These processed are re-
placed by the multiplications, by the D.C. multiplier 182,
of the D.C. elements of the DCT coefficients by the pre-
determined constants. Since the D.C. multiplier 182 per-
forms multiplications faster than the two-dimensional
DCTs processed by the DCT unit 181, image data are
restored faster.

[0178] Figure 23 shows the configuration of the re-
storer to which the image data restoration method ac-
cording to the third embodiment of this invention is sup-
plied.

[0179] Here, the correspondence between the parts
appearing in Figures 22 and 23 is as follows.

[0180] The decoder 151 corresponds to a decoder
251 and a decoding table 252.

[0181] The dequantizer 161 correspondstoaDCT co-
efficient restorer 268 and quantization threshold retainer
263 in a dequantizer 260.

[0182] The block detector 171 corresponds to a coun-
ter 265 and a judge 266 in the dequantizer 260.

[0183] The DCT unit 181 corresponds to an inverse
DCT unit 281.

[0184] The D.C. multiplier 182 corresponds to a D.C.
element multiplier 282.

[0185] The selector 191 corresponds to a multiplexer
291.

[0186] By assuming the above correspondences, the
third embodiment of this invention is explained below.
[0187] The decoding table 252 prestores, in a table,
the combination of variable length codes and the corre-
sponding index and run data.

[0188] The quantization matrix retainer 269 stores
quantization matrix Vyy representing quantization
thresholds. (Refer to Figure 7.)

[0189] The code data supplied to the decoding unit
over a transmission route, etc. are inputted first to the
decoder 251, which searches the above described de-
coding table 252 based on the inputted code data and
reads the combination of the corresponding index and
run data from the decoding table 252.

[0190] Thus, the inputted codes are decoded to the
combination of the corresponding index and run data,
and the index data indicating the values of the significant
coefficients and the run data indicating the length of the
consecutive insignificant elements after the significant
coefficients are successively supplied to the dequantiz-
er 260.

[0191] Based on the index and run data, the dequan-
tizer 260 dequantizes the quantized coefficients into the
restored DCT coefficients, judges whether or not there
are non-zero significant coefficients in the A.C. ele-
ments, and outputs a switching signal based on the
judging result.
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[0192] The restored DCT coefficients are supplied to
the D.C. element multiplier 282.

[0193] The inverse DCT unit 281 performs inverse
DCTs for the supplied restored DCT coefficients to re-
store image data.

[0194] Here, when there are no significant A.C. ele-
ments in the DCT coefficients, i.e. when there are only
significant D.C. elements, the respective picture ele-
ment data obtained by performing inverse DCTs for the
DCT coefficients are equal to the results obtained by
multiplying these D.C. elements by the corresponding
constants (hereafter referred to as D.C. multiplication
constants) obtained from the DCT constants.

[0195] Thus, when only the D.C. elements in the DCT
coefficients compose significant coefficients, by multi-
plying such significant D.C. elements by the above de-
scribed D.C. multiplication constants to obtain all picture
element data in a block, the D.C. element multiplier 282
restores image data of the block.

[0196] The multiplication results, i.e. the restored im-
age data of a block, together with the result of perform-
ing inverse DCTs by the inverse DCT unit 281, are sup-
plied to the multiplexer 291.

[0197] The multiplexer 291 transmits as image data
an output from either the inverse DCT unit 281 or the D.
C. element multiplier 282, depending on the above de-
scribed switching signal supplied from the dequantizer
260. The configuration and actions of the dequantizer
260 are described below.

[0198] Before restoring images of the blocks in a
screen, a quantization control parameter SF specifying
the accuracy of the image quantization is inputted to the
dequantizer 260, and the quantization threshold retainer
263 stores, as a quantization threshold Qry, the result
of multiplying the quantization control parameter SF by
the quantization matrix V1 stored in the quantization
matrix retainer 269.

[0199] When the images are restored, the decoder
251 alternately supplies the index data and the run data
to the demultiplexer 261 in the dequantizer 260, e.g. as
shown in Figure 24A.

[0200] According to the selection signal Cg_supplied
by the timing controller 264, the demultiplexer 261 out-
puts the inputted data alternately from output terminals
0, and O,, so that the successively supplied index and
run data are separated and supplied respectively to the
DCT coefficient restorer 268 and a block end detector
262.

[0201] On receiving run datum R, which indicates
the block end of the supplied run data, the block end
detector 262 judges that all quantized coefficients in-
cluded in a block are inputted, and outputs an end-of-
block (EOB) signal. The block end detector 262 passes
all supplied run data other than R, to an address gen-
erator 267.

[0202] The address generator 267 accumulates the
values of the sequentially supplied run data to which 1
is added. The address generator 267 outputs, as ad-
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dresses corresponding to the next index data, the matrix
positions corresponding to the zigzag scanning order
(refer to Figure 9) indicated by the accumulation results,
to the quantization threshold retainer 268 and the DCT
coefficient restorer 263.

[0203] The accumulation values obtained by the ad-
dress generator 267 are reset to the initial value "1" each
time the block end detector 262 detects a block end.
[0204] Forinstance, when the decoding data, such as
those shown in Figure 24A, are supplied to the demul-
tiplexer 261 in the dequantizer 260, the address gener-
ator 267 generates an address indicating the (1,1) ele-
ment of the address corresponding to a firstindex datum
D, Then, in response to a run datum R, 1 is added to
the accumulation values in the address generator 267,
and the address generator 267 generates, as the ad-
dress of the next index datum I,, an address indicating
the (1,2) element of the matrix corresponding to the sec-
ond position of the zigzag scanning.

[0205] The quantization threshold retainer 263 out-
puts the corresponding elements of the quantization
thresholds Qr to the DCT coefficient restorer 268 ac-
cording to the addresses generated in correspondence
with the index data.

[0206] The DCT coefficient restorer 268 dequantizes
elements of the quantized DCT coefficients by multiply-
ing the supplied elements of the quantization thresholds
Qry by the inputted index data values. The DCT coeffi-
cients generated by the dequantization are stored in cor-
respondence with the addresses supplied from the ad-
dress generator 267.

[0207] Thus, the timing controller 264 outputs an ad-
dition signal in synchronization with the input timings of
the index data from the decoder 251. The counter 265
performs the counting actions synchronized with the ad-
dition signal, in parallel with the above described de-
quantization. Each time inputs of the index and run data
corresponding to a block are finished, the count value
of the counter 265 is reset to its initial value "0".
[0208] Thus, the counter 265 counts the total number
of index data inputted as the quantized coefficients cor-
responding to the respective blocks.

[0209] Here, if the total of the index data counted by
the counter 265 is "1" when the DCT coefficients corre-
sponding to the respective blocks are restored, the A.C.
element values of the DCT coefficients are all 0. There-
fore, the image block corresponding to the DCT coeffi-
cients is judged to comprise only the D.C. elements with-
out any significant A.C. elements.

[0210] The count value of the counter 265 is supplied
to the judging unit 266, which judges according to an
instruction from the timing controller 264, whether or not
the supplied counting value is "1", and outputs a logical
"1" when the counting value is "1" and a logical "0" oth-
erwise. The timing controller 264 instructs the judging
266 to perform judging actions according to the EOB sig-
nal from the block end detector 262.

[0211] When the decoded data, such as those shown
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in Figure 24A, are supplied to the dequantizer 260 as a
result of decoding the code data corresponding to the
m-th block, the total of the significant coefficients count-
ed by the counter 265 is "5". In this case, the judging
unit 266 judges that the block contains not only D.C. el-
ements but also something else, and the multiplexer 291
receives a logical "0" as a switching signal. In response,
the multiplexer 291 ordinarily transmits an output from
the inverse DCT unit 281 as the m-th block image data.
[0212] When the decoded data, such as those shown
in Figure 24B, are supplied to the dequantizer 260 as a
result of decoding the code data corresponding to the
n-th block, the total of the significant coefficients count-
ed by the counter 265 is "1". In this case, the judging
unit 266 judges that the block contains only D.C. ele-
ments and the multiplexer 291 receives a logical "1" as
a switching signal. In response, the multiplexer 291
transmits an output from the D.C. element multiplier 282
as the n-th block image data.

[0213] Since the D.C. element multiplier 282 multi-
plies the D.C. elements of the supplied DCT coefficients
by the D.C. constants, the D.C. element multiplier 282
operates much faster than the inverse DCT unit 281 for
inverse DCT processings.

[0214] Thus, by replacing the inverse DCT processing
for the blocks comprising only D.C. elements with the
multiplication of the D.C. elements in the block by the
D.C. constants, the code data are restored considerably
faster.

[0215] Forinstance, when a database performs a pro-
gressive image buildup, the image in the first stage with
the least amount of information is sometimes configured
solely by the blocks comprising only D.C. elements. In
this case, only the D.C. elements of the respective
blocks contained in the coding data accumulated in the
database are supplied to the restoring unit shown in Fig-
ure 23 to be restored.

[0216] In this case, the decoded data obtained by de-
coding the code data corresponding to all blocks com-
prise index data for indicating D.C. elements and run
datum R, for indicating the block end, and the judging
unit 266 in the dequantizer 260 judges that all the blocks
comprise only D.C. elements. Thus, the inverse DCT
processings are not performed for all the blocks in a
screen, and an output from the D.C. element multiplier
282 is transmitted as the restored image data.

[0217] When an image with a small amount of infor-
mation is restored, the required restoration time is short-
ened significantly, e.g. to one-eighth that for convention-
al processes.

[0218] Thus, it becomes possible to expedite the
searchingimages, e.g. stored in a database, by applying
the progressive image buildup.

[0219] Meanwhile, standard images have many
blocks comprising only D.C. elements in the back-
ground, and such blocks account for about 40% of the
blocks composing a screen.

[0220] Consequently, the restoring unit shown in Fig-
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ure 23 shortens the time required to restore the image
of a screen, even when a detailed image is restored.
[0221] The third embodiment of this invention de-
scribes the case in which the counter 265 and the judge
266 provided in the dequantizer 260 judge whether or
not the total of the significant coefficients is not greater
than "1", to detect blocks with only D.C. elements. How-
ever, itis possible to detect blocks comprising only D.C.
elements by the DCT coefficients restored by the DCT
coefficient restorer 268.

[0222] In this case, as shown in Figure 25, instead of
the dequantizer 260 shown in Figure 23, a dequantizer
270 excluding the counter 265 and the judging unit 266
of the dequantizer 260 is used together with a block de-
tector 271 to configure the restoring unit.

[0223] The block detector 271 receives the DCT co-
efficients generated by the dequantizer 270 to detect the
significant elements of the DCT coefficients. The block
detector 271 judges that a block comprises only D.C.
elements, and outputs a logical "1" as the switching sig-
nal to the multiplexer 291 when the number of significant
numbers detected is not greater than "1".

[0224] Figure 26 is a block diagram of the fourth em-
bodiment of this invention.

[0225] In Figure 26, an image data orthogonal trans-
former 81 orthogonally transforms image data or trans-
forms coded image data in inverse, and a matrix oper-
ation circuit 82 executes matrix operations between an
N*N matrix representing transformation constants and
an N*1 matrix representing data to be processed, re-
quested during an orthogonal transformation by the im-
age data orthogonal transformer 81.

[0226] The matrix operation circuit 82 comprises a
first latch 210, second latches 211-1 through 211-n, mul-
tipliers 212-1 through 212-n provided corresponding to
the second latches 211-1 through 211-n, adders 213-1
through 213-n provided corresponding to the multipliers
212-1through 212-n, third latches 214-1 through 214-2n
provided for the adders 213-1 through 213-n, and se-
lectors 215-1 through 215-n provided corresponding to
the adders 213-1 through 213-n, where n is the number
of columns in one of the N/n N*n matrices all having the
same N*n matrix dimensions divided from the N*N ma-
trix of the transformation constants.

[0227] An example, in which N=8 and n=4, is dis-
cussed below. That is, an 8*8 matrix of transformation
constants is divided into two (2) 8*4 matrices, and an
8*1 column matrix represents the data to be processed.
[0228] Specifically, the matrix operation circuit 82
comprises the first latch 210, four (4) second latches
211-1 through 211-4, four (4) multipliers 212-1 through
212-4, four (4) adders 213-1 through 213-4, eight (8)
third latches 214-1 through 214-8, and selectors 215-1
through 215-4. That is, the adders 213-1 through 213-4
are connected to respective pairs of two (2) third latches
(214-1 and 214- 2 through 214-7 and 214-8).

[0229] Thefirstlatch 210 sequentially latches eight (8)
items of data in the 81 column matrix. The second latch-
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es 211-1 through 211-4 sequentially latch the transfor-
mation constants in the column matrices, corresponding
to the data processed, latched by the first latch 210 for
the respective two (2) 8*4 matrices. The multipliers
212-1 through 212-4 multiply the data to be processed,
latched by the first latch 210, by the transformation con-
stants latched by the second latches 211-1 through
211-4. The adders 213-1 through 213-4 accumulate the
products obtained by the multipliers 212-1 through
212-4. The third latches 214-1 through 214-8 latch the
accumulated sums obtained by the adders 213-1
through 213-4. The selectors 215-1 through 215-4 se-
lect pairs of the third latches (214-1 and 214- 2 through
214-7 and 214-8) provided corresponding to the trans-
formation constants latched by the second latches
211-1 through 211-4 and supply the heretofore accumu-
lated sums latched by the third latches 214-1 through
214-8 to the adders 213-1 through 213-4.

[0230] In the embodiment of this invention, when the
first latch 210 latches the same data to be processed,
the second latches 211-1 through 211-4 latch the corre-
sponding column matrices of the transformation con-
stants for the respective two divisions of the original 8*8
matrix in a time series.

[0231] In response to the sequential latching actions
by the second latches 211-1 through 211-4, the multipli-
ers 212-1 through 212-4 sequentially multiply the same
data to be processed that is latched by the first latch 210
by the corresponding column matrices' transformation
constants sequentially latched by the second latches
211-1 through 211-4.

[0232] After this multiplication has been executed in
a time series, the adders 213-1 through 213-4 sequen-
tially add the data outputted from the multipliers 212-1
through 212-4 corresponding to the second latches
211-1 through 211-4 to the previously accumulated data
outputted from the selectors 215-1 through 215-4, and
output the updated accumulated data to respective pairs
of the third latches (214-1 and 214- 2 through 214-7 and
214-8). These pairs latch the accumulated values for
the respective two divisions each of 8*4 matrices.
[0233] The selectors 215-1 through 215-4 select the
accumulated data latched by the pairs of the third latch-
es and output them to the adders 213-1 through 213-4
to update the accumulated data.

[0234] The accumulations thus executed are contin-
ued until the first latch 210 terminates its latching ac-
tions. The multiplications of the original 8*8 matrix of the
transformation constants by the 8*1 column matrix are
completed when the third latches 214-1 through 214-8
latch the element values of the 8*1 product matrix.
[0235] Thus, according to the fourth embodiment of
this invention, the number of multipliers 212-1 through
212-4 is reduced by half from what is required by the
prior art, thus greatly reducing the circuit size.

[0236] The fourth embodiment of this invention is fur-
ther discussed below by applying its principle to the one-
dimensional DCT unit 400 referred to in Figure 2. As
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stated earlier, the one-dimensional DCT unit 400 multi-
plies image signal matrix X, e.g. of 8*8 picture elements,
by DCT constant matrix A, e.g. of 8*8 elements, provid-
ed in the DCT constant storage 401, to obtain the prod-
uct matrix Y( = A * X).

[0237] The fourth embodiment of this invention expe-
dites matrix multiplications. More specifically, the 8*8
image signal matrix X is divided into eight (8) 8*1 column
matrices. If the column matrix representing the first col-
umn of matrix X is processed, the multiplications re-
quired to calculate matrix elements Y4 through Yg, in
the first column of product matrix Y are performed.
[0238] Figures27A,27B and 27C show an application
of the fourth embodiment of this invention to the one-
dimensional DCT unit 400.

[0239] The example shown in Figures 27A, 28B and
28C assumes that the DCT constants in the original 8*8
matrix are divided into a 4*8 first group representing the
elements in the upper half of the original 8*8 matrix and
another 4*8 second group representing the elements in
the lower half.

[0240] As already discussed in the explanation for
Figure 3, the DCT constant storage 401 stores the DCT
constants. First multiplexers 31-1 through 31-4 multi-
plex eight (8) elements in four (4) respective rows.
[0241] A first latch 20, second latches 21-1 through
21-4, multipliers 22-1 through 22-4, adders 24-1 through
24-4, fourth latches 25-11 through 25-42 and second
multiplexers 26-1 through 26-4 shown in Figure 27A re-
spectively correspond to the first latch 210, the second
latches 211-1 through 211-n, the multipliers 212-1
through 212-n, the adders 213-1 through 213-n, the third
latches 214-1 through 214-2n and the selector 215-1
through 215-n shown in Figure 26. Third latches 23-1
through 23-4 latch the products outputted from the mul-
tipliers 22-1 through 22-4. Fifth latches 27-11 through
27-42 respectively latch the products of the matrix mul-
tiplications latched by the fourth latches 25-11 through
25-42. An output multiplexer 28 selectively outputs the
matrix multiplication products latched by the fifth latches
27-11 through 27-42. An operation controller 30 controls
the respective circuits shown in Figure 27A.

[0242] As already discussed, the 8*8 matrix of DCT
constants is divided into two (2) 4*8 matrices. The num-
bers of the first multiplexers 31-1 through 31-4, the sec-
ond latches 21-1 through 21-4, the multipliers 22-1
through 22-4, the third latches 23-1 through 23-4, the
adders 24-1 through 24-4 and the second multiplexers
26-1 through 26-4, which are four (4), correspond to the
four (4) sets of eight (8) matrix elements outputted from
the 4*8 matrices of the first and second groups. The
number of the paired fourth latches in each of the four
pairs (25-11 and 25-12) through (25-41 and 25-42),
which is two, corresponds to the number of the divisions
from the original 8*8 matrix.

[0243] Figure 27C is a flowchart for explaining the op-
erations of the one-dimensional DCT unit 400.

[0244] When the image data in the first column of an
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8*8 image signal are inputted sequentially, the operation
controller 30 first stores the head end image signal ele-
ment X44 in the first column by transmitting a latch in-
struction signal to the first latch 20. (Refer to Figure 27B
for the input of SP1.) The first multiplexers 31-1 through
31-4 select four DCT constants A4 through A4, belong-
ing to the first group of the matrix division from among
the eight (8) DCT constants A4, through Ag, outputted
from the DCT constant storage 401 in synchronization
with the storage of X;4 in the first latch 20 according to
a selection control signal (SEL), and set the four (4) se-
lected DCT constants A4 through A4, in the second
latches 21-1 through 21-4, by transmitting latch instruc-
tion signals to the second latches 21-1 through 21-4.
(Refer to Figure 27B for the constants of SP1.)

[0245] When the second latches 21-1 through 21-4
latch four DCT constants A4 through A4, the respective
multipliers 22-1 through 22-4 multiply the DCT con-
stants A4 through A, by the head end image signal
element X,4. That is, first, the operation controller 30
transmits latch signals to the third latches 23-1 through
23-4. (Refer to Figure 27B for SP2.) Then, the third
latches 23-1 through 23-4 latch the multiplication results
F 44 through Fy4.

[0246] Thus, the products F44 through F,4 are calcu-
lated in parallel, and represent the first terms of the sum-
of-product operations for obtaining the matrix elements.
[0247] The operation controller 30 performs a control
toinput to the adders 24-1 through 24-4 the outputs from
the fourth latches 25-11 through 25-41 provided in cor-
respondence with the DCT constants A4 through A44 in
the first group, by controlling the second multiplexers
26-1 through 26-4 according to the selection control sig-
nal (SEL), and set the four (4) selected DCT constants
A4, through A4 inthe second latches 21-1 through 21-4,
by transmitting latch instruction signals to the second
latches 21-1 through 21-4. (Refer to Figure 27B for the
constants of SP1.)

[0248] When the second latches 21-1 through 21-4
latch four DCT constants A4 through A4, the respective
multipliers 22-1 through 22-4 multiply the DCT con-
stants A4 through A4, by the head end image signal
element X,4. That is, first, the operation controller 30
transmits latch signals to the third latches 23-1 through
23-4. (Refer to Figure 27B for SP2.) Then, the third
latches 23-1 through 23-4 latch the multiplication results
F 44 through Fy4.

[0249] Thus, the products F44 through F,4 are calcu-
lated in parallel, representing the first terms of the sum-
of-product operations for obtaining the matrix elements.
[0250] The operation controller 30 performs a control
toinput to the adders 24-1 through 24-4 the outputs from
the fourth latches 25-11 through 25-41 provided in cor-
respondence with the DCT constants A4 through A44 in
the first group, by controlling the second multiplexers
26-1 through 26-4 according to the selection control
(SEL) signal. The fourth latches 25-11 through 25-42 are
cleared to zero according to instructions from the oper-
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ation controller 30, when the operations begin for the
column matrix of the head end image signal element
X41-

[0251] Upon receiving the zero values from the fourth
latches 25-11 through 25-41 and the products Fq4
through F,; from the latches 23-1 through 23-4, the
adders 24-1 through 24-4 add them together to produce
the accumulated values, F4; through F,4 in this case.
By transmitting latch instruction signals to the fourth
latches 25-11 through 25-41, the operation controller 30
sets the accumulated values F 4 through F44. Then, the
processings for the DCT constants Ay, through A44 in
the first group are terminated.

(Refer to Figure 27B for SP3.)

[0252] Contemporaneous with the conclusion of the
above processings, while the operation controller 30
keeps the head end image signal element X4 latched
in the first latch 20 according to the selection control
(SEL) signal, the first multiplexers 31-1 through 31-4 se-
lect the four DCT constants Ag4 through Ag, belonging
to the second group from the eight DCT constants A4,
through Ag4, and set the selected DCT constants Az,
through Ag to the first latches 21-1 through 21-4. (Refer
to Figure 27B for SP2.) According to the latching oper-
ations, the multipliers 22-1 through 22-4 multiply the
head end image signal element X, latched in the first
latch 20 by the corresponding DCT constants Asy
through Ag,. The operation controller 30 sets the prod-
ucts Fg4 through Fgq to the third latches 23-1 through
23-4. (Refer to Figure 27B for SP3.) Thus, the first terms
Fsq through Fg, are calculated in parallel.

[0253] By controlling the second multiplexers 26-1
through 26-4, the operation controller 30 performs a
control to input to the adders 24-1 through 24-4 the out-
puts from the fourth latches 25-12 through 25-42 (initial-
ized to zero ) provided in correspondence with the DCT
constants Ag4 through Ag, classified as belonging to the
second group. The adders 24-1 through 24-4 add the
initial zero value stored in the fourth latches 25-12
through 25-42 to the products F54 through Fg4 and sets
the sums in the latches 25-12 through 25-42. (Refer to
Figure 27B for SP4.) Thus, the processings for the DCT
constants Agy4 through Ag; belonging to the second
group are terminated to conclude the first step process-
es.

[0254] After the first step processes are concluded,
the operation controller 30 sets to latch 20 the second
image signal element from the head end in the first col-
umn X,4. The first multiplexers 31-1 through 31-4 select
the four DCT constants A,, through Ay, in the first group
from among the eight DCT constants A,, through Ag,.
The operation controller 30 also sets the four (4) select-
ed DCT constants A, through A, in latches 21-1
through 21-4. (Refer to Figure 27B for the constants of
SP3.) According to the latching processings, the multi-
pliers 22-1 through 22-4 multiply the DCT constants A4,
through A4, by the second image signal element X,,.
The operation controller 30 sets the products Fy,
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through F 4, in the third latches 23-1 through 23-4. (Refer
to SP4 in Figure 27B.) Hence, the second terms F,
through F 4, of the sum-of-product operations for obtain-
ing the element values in the product matrix are calcu-
lated sequentially.

[0255] By controlling the second multiplexers 26-1
through 26-4, the operation controller 30 inputs to the
adders 24-1 through 24-4 the hitherto accumulated
sum-of-product values F,4 through F44 outputted from
the fourth latches 25-11 through 25-41 provided in cor-
respondence with the DCT constants A4, through A4,
belonging to the first group.

[0256] The operation controller resets the fourth latch-
es 25-11 through 25-41 with the updated accumulated
sum-of-product values F44+F 4, through F 41 +F 4,. (Refer
to Figure 27B for SP5.) Thus, the processes for the first
step are concluded. After the above processes, the op-
eration controller 30 has the first multiplexers 31-1
through 31-4 select the four (4) DCT constants Ag,
through Ag, from among the eight (8) DCT constants
A, through Ag, stored in the DCT constant storage unit
401 according to the selection control (SEL) signal and
sets them in the second latches 21-1 through 21-4, while
keeping the second image signal element X,, latched
in the latch 20. (Refer to Figure 27B for SP4 constants.)
According to the latching actions, the multipliers 22-1
through 22-4 multiply the DCT constants As, through
Ag, by the second image signal element X,4. The oper-
ation controller 30 sets the products F5, through Fg, in
the third latches. (Refer to Figure 27B for SP5.) Thus,
the second terms Fg, through Fg, in the sum-of-product
operations for obtaining the element values of the prod-
uct matrix are calculated in parallel.

[0257] By controlling the second multiplexers 26-1
through 26-4, the operation controller 30 inputs to the
adders 24-1 through 24-4 the hitherto accumulated
sum-of-product values Fs4 through Fg4 outputted from
the fourth latches 25-11 through 25-41 provided in cor-
respondence with the DCT constants Az, through Ag,
belonging to the second group. The newly accumulated
sum-of-product values Fg+F5, through Fg +Fg, are
thus obtained. These values are resetin the fourth latch-
es 25-12 through 25-42.

[0258] This concludes the operations for the DCT
constants Ag, through Ag, in the second group in the
second step.

[0259] The third to the eighth image signal elements
X3¢ to Xgq are calculated by the respective DCT con-
stants belonging to the first group and those belonging
to the second group.

[0260] As a result, the fourth latches 25-11 through
25-41 set the final element values of the product matrix
calculated according to the matrices representing the
DCT constants belonging to the first group and the cor-
responding image signal elements. The fourth latches
25-12 through 25-42 set the final element values of the
product matrix calculated according to the matrices rep-
resenting the DCT constants belonging to the second
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group and the corresponding image signal elements.
[0261] When the fourth latches 25-11 through 25-41
latch the element values of the upper half of the product
matrix, the operation controller 30 sets these element
values in the fifth latches 27-11 through 27-41 by trans-
mitting the latch instruction signals to the fifth latches
27-11 through 27-41. (Refer to Figure 27B for SP17.)
[0262] When the fourth latches 25-12 through 25-42
latch the element values of the lower half of the product
matrix, the operation controller 30 sets these element
values in the fifth latches 27-12 through 27-42 by trans-
mitting the latch instruction signals to the fifth latches
27-12 through 27-42. (Refer to Figure 27B for SP18.)
[0263] Here, the element values of the product matrix
are set in the fifth latches 27-12 through 27-42. The out-
put multiplexer 28 completes the calculation in the first
column of the product matrix between the DCT con-
stants and the image signal elements.

[0264] By repeating the above processes for all the
eight (8) columns of matrix X representing image signals
in a block, the operation controller 30 completes the ma-
trix calculation between matrix A representing DCT con-
stants and matrix X. By performing similar processes of
matrix calculation for product matrix AX and matrix At
representing the transposition of the DCT constants, the
DCT coefficients are obtained for the image data of the
block.

[0265] As shown in Figure 27B, a total of sixty-four
(64) results are outputted by the 137 process timings.
[0266] Thus, according to this invention, a small
number of multipliers 22-1 through 22-4 multiply matri-
ces required in the orthogonal transformations of image
data.

[0267] Although drawings are referred to in explaining
various embodiments of this invention, this invention is
no way limited to such embodiments. For instance, this
invention is explained per ADCT, the application of the
fourth embodiment of this invention is not limited to such
transformation, but is applicable to all sorts of orthogo-
nal transformations. The configuration of the image data
and a block, the number of circuit elements and the
latching sequences described in this fourth embodiment
are simply examples. The fourth embodiment of this in-
vention is not limited to these examples.

[0268] Figure 28 is a block for diagram explaining the
fifth embodiment of this invention.

[0269] In Figure 28, an image data orthogonal trans-
former 83 orthogonally transforms image data or in-
versely normalizes coded image data. A matrix multipli-
er 84 multiplies a 1*N matrix by an N*1 matrix, as re-
quested by the image data normalizer 83.

[0270] The matrix multiplier 84 comprises first latches
310-1 through 310-N, selectors 311-1 through 311-n,
multipliers 313-1 through 313-n, an adder 314, an ac-
cumulator 315, an output selector 316, and an operation
controller 317, where N coincides with the number of
elements in a column of the matrix representing the data
to be processed and n represents the number of divi-
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sions containing an equal number of elements.

[0271] Assume, for instance, that column matrices of
an 8*8 matrix representing the data to be processed are
divided into two (2) divisions each having four (4) ele-
ments. In this case, there are eight (8) first latches 310-1
through 310-8, two (2) selectors 311-1 and 311-2, and
two (2) multipliers 311-1 through 311-2. Thus, since
there are far fewer multipliers than in the configuration
shown in Figure 10, the circuit size is reduced greatly.

[0272] The firstlatches 310-1 through 310-N latch the
elements in a column matrix of the matrix representing
selected data to be processed. The selectors 311-1
through 311-n sequentially select and output an element
of the data to be processed, latched in the first latches
310-1 through 310-N. The second latches 312-1
through 312-n sequentially latch the transformation con-
stants corresponding to the element outputted from the
selectors 311-1 through 311-n. The multipliers 313-1
through 313-n multiply the transformation constants
latched by the second latches 312-1 through 312-n by
the data to be processed outputted from the selectors
311-1 through 311-n. The adder 314 sums the products
outputted from the multipliers 313-1 through 313-n. The
accumulator 315 accumulate the sum-of-product values
outputted from the adder 314. The output selector 316
outputs zero (0) in lieu of the outputs from the accumu-
lator 315. The operation controller 317 detects whether
or not the elements of the matrix representing the data
to be processed latched in the first latches 310-1
through 310-N are zero (0), and controls the selectors
311-1 through 311-n and the output selector 316 accord-
ing to the detection results.

[0273] By controlling the first latches 310-1 through
310-N, the operation controller 317 has the first latches
310-1 through 310-N latch the column matrix [X44, Xo4,
X31, X41, X51, Xg1, X71, Xg4] Of the selected data to be
processed. By controlling the selectors 311-1 through
311-n, the operation controller 317 has the selectors
311-1 through 311-n sequentially select a latched ele-
ment of the data to be processed and output the select-
ed data to the corresponding multipliers 313-1 through
313-n.

[0274] In correspondence with the above process-
ings, the operation controller 317 selects a row matrix
representing DCT constants and has the second latches
312-1 through 312-n latch the DCT constants corre-
sponding to the data to be processed outputted from the
selectors 311-1 through 311-n within the selected row
matrix.

[0275] For example, when the row matrix represent-
ing the first row of the matrix representing DCT con-
stants is selected to calculate element Y4, of product
matrix Y (= A * X), if the selectors 311-1 through 311-n
output element X;4 from among matrix X representing
the (image signal) data to be processed, the second
latches 312-1 through 312-n corresponding to the se-
lector 311-1 through 311-n outputting X4 latch DCT con-
stant element A;. When the selectors 311-1 through
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311-n output image signal element X,4, the second
latches 312-1 through 312-n latch the corresponding
DCT constant element A,».

[0276] Upon receipt of the image signal data output-
ted from the selectors 311-1 through 311-n and the DCT
constants latched by the second latches 312-1 through
312-n, the multiplier 313 multiplies them. The adder 314
adds the products outputted from the multipliers 313-1
through 313-n. The accumulator 315 accumulates the
sum of the products outputted from the adder 314.
[0277] Through these processes, the first two terms
(A44X41+A12X51) in element Y4 of product matrix Y are
calculated, for example. According to the control by the
operation controller 317, the selectors 311-1 through
311-n sequentially output the image signal data ele-
ments to be processed, until finally the accumulator 315
latches the matrix element Y41 (A1 X14+A15Xo4+A 3
X31+A14X41+A15X51tA16Xe1tA17X71+A15Xs51).

[0278] The operation controller 317 executes these
processes by sequentially selecting the row matrices of
the DCT constants to calculate the matrix elements Y4,
through Yg,.

[0279] When all of the image signal data latched by
the first latches 310-1 through 310-N are zero (0) in the
matrix multiplication, since no operation is required to
calculate the corresponding element value, the opera-
tion controller 317 has the output selector 316 output
zero (0).

[0280] When some of the image signal data latched
by the first latches 310-1 through 310-N are not zero (0)
in the matrix multiplication, it is judged whether or not
the image signal data inputted to and outputted from the
selectors 311-1 through 311-n are zero (0). Ifitis judged
that they are in fact all zero (0), since no operations by
the multipliers 313-1 through 313-n are required to cal-
culate the corresponding products, the selectors 311-1
through 311-n skip outputting the image signal data.
Thus, the number of operations is reduced.

[0281] Thus, in the fifth embodiment of this invention,
the matrix multipliers used in an image data orthogonal
transformer have smaller circuits and operate faster.
[0282] Discussed below in detail is the application of
the principle of the fifth embodiment of this invention to
the one-dimensional inverse DCT unit 540 shown in Fig-
ure 4.

[0283] As already explained in the description of Fig-
ure 28, this embodiment aims at reducing the number
of operations by skipping those for the elements known
to be zero (0) in matrix multiplication.

[0284] As shown in Figures 8A and 8B, since the ma-
trix representing the coded quantized coefficients con-
tain many zero (0) values, the DCT coefficients inputted
into the one-dimensional inverse DCT unit 540 and re-
stored by the quantized coefficients also have many ze-
ro (0) values. Thus, it is especially effective to apply the
principle of the fifth embodiment of this invention to the
one-dimensional inverse DCT unit 540.

[0285] The one-dimensional inverse DCT unit 540
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calculates elements in product matrix Z (= A1 * B),
where 8*8 matrices A-' and B respectively represent in-
verse DCT constants and DCT coefficients, as stated
earlier.

[0286] More specifically, the 8*8 matrix multiplication
is configured by multiplying 1*8 matrices by 8*1 matrices
to obtain matrix Z. The row matrices sequentially select-
ed from the inverse DCT constant matrix A~ are multi-
plied by the column matrices sequentially selected from
the DCT coefficient matrix B.

[0287] Assume initially that the selected column ma-
trix represents the first column of the DCT coefficient
matrix B.

[0288] First, elementZ,, is obtained by multiplying the
row matrix representing the first row of the inverse DCT
constant matrix A [Aqy, Ao, Aqz, Aqg, Ags, Aggs Aq7, Agglt
by the selected column matrix.

[0289] Second, elementZ,, is obtained by multiplying
the row matrix representing the second row of the in-
verse DCT constant matrix A [Ayq, Ass, Ass, Aoy, Ags,
Agg, Agz, Axglt by the selected column matrix.

[0290] Third, element Z5, is obtained by multiplying
the row matrix representing the third row of the inverse
DCT constant matrix A [Azq, Asp, Azs, Asg, Ass, Asg, Asz,
Agglt by the selected column matrix.

[0291] By performing similar multiplications, elements
Z41, Zoq, 231, Z41, Zsq, Zgy, Z7¢, Zgq in the first column
of the product matrix Z are obtained.

[0292] Figure 29A shows the one-dimensional in-
verse DCT unit 540 to which the principle of the fifth em-
bodiment of this invention is supplied.

[0293] In Figure 29A, the inverse DCT constant stor-
age 541 stores the inverse DCT constants, as already
explained in the description of Figures 3 and 4. inverse
DCT constant storage units 320-1 through 320-8 com-
prise latches for storing DCT coefficients and corre-
spond to the first latches 310-1 through 310-N shown in
Figure 28.

[0294] Multiplexers 321-1 and 321-2 correspond to
the selectors 311-1 through 311-n shown in Figure 28.
[0295] Latches 322-1 and 322-2 correspond to the
second latches 312-1 through 312-n shown in Figure 28.
[0296] Multipliers 323-1 and 323-2 correspond to the
multipliers 313-1 through 313-n shown in Figure 28.
[0297] Latches 324-1 and 324-2 latch the products
calculated by the multipliers 323-1 and 323-2.

[0298] An adder 325 corresponds to the adder 314
shown in Figure 28.

[0299] A latch 326 latches the sum calculated by the
adder 325.
[0300] An adder 327 is a part of the accumulator 315

shown in Figure 28 and adds the previously accumulat-
ed sums of the products to the newly obtained sum of
the products.

[0301] A latch 328 is a part of the accumulator 315
shown in Figure 28 and latches the sum calculated by
the adder 327.

[0302] A multiplexer 329 corresponds to the output
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selector 316 shown in Figure 28.

[0303] A zero generator 320 outputs zero (0) to the
multiplier 329.

[0304] An operation controller 331 corresponds to the
operation controller 317 shown in Figure 28.

[0305] The operation controller 331 comprises a zero
detector 332 for detecting whether or not the DCT coef-
ficients latched by the latches 320-1 through 320-8 are
zero (0), an operation number controller 333 for trans-
mitting a control signal for controlling matrix multiplica-
tions according to the result detected by the zero detec-
tor 332, and a signal selection controller 334 for switch-
ing the multiplexer 329 according to the control signal
of the operation number controller 333.

[0306] As already explained in the description of Fig-
ure 28, the fifth embodiment of this invention divides the
selected column matrix of the DCT coefficients into di-
visions having equal numbers of column elements. The
multiplexers 321-1 and 321-2, the latches 322-1 and
322-2, the multipliers 323-1 and 323-2 are provided in
correspondence with the two (2) divisions of the col-
umns in the DCT coefficient matrix B according to a fifth
embodiment of this invention shown in Figure 29A.
[0307] The outputs from the four (4) latches 320-1
through 320-4 positioned in the upper half are inputted
to the upper multiplexer 321-1 whose selection output
is inputted to the upper multiplier 323-1, which also re-
ceives the outputs from the upper latch 322-1.

[0308] The outputs from the four (4) latches 320-5
through 320-8 positioned in the lower half are inputted
to the lower multiplexer 321-2 whose selection output is
inputted to the lower multiplier 323-2, which also re-
ceives the outputs from the lower latch 322-2.

[0309] Figure 30 is a flowchart illustrating the actions
of the operation controller 331.

[0310] By referring to Figure 30, the actions of the
one-dimensional inverse DCT unit 540 thus configured,
being a fifth embodiment of this invention, are explained
in detail.

[0311] The latch 320-1 receives in a predetermined
order receives at its input terminal the elements in the
first column of the DCT coefficient matrix B transmitted
from the dequantizer 52 shown in Figure 3. The inputted
DCT coefficients are respectively latched by the latches
320-1 through 320-8 connected for data transmission e.
g. in a shift register form.

[0312] Thus, for instance, the four (4) upper latches
320-1 through 320-4 respectively latch the first column
elements in the odd rows of the DCT coefficient matrix
B,i.e. B44, B34, Bs¢, and B74, and the four (4) lower latch-
es 320-5 through 320-8 respectively latch the first col-
umn elements in the even rows of the DCT coefficient
matrix B, i.e. Byq, B4q, Bg, and Bgy.

[0313] STEP1 through STEPS6 in the flowchart of Fig-
ure 30 show the processings during the latching actions.
[0314] First, the zero detector 332 of the operation
controller 331 judges whether or not the data latched in
the latches 320-1 and 320-5 are both zero (0). If they
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are, the zero detector 332 notifies the operation number
controller 333 of "R1=0"; otherwise, "R1=1".

[0315] Second, the zero detector 332 of the operation
controller 331 judges whether or not the data latched in
the latches 320-2 and 320-6 are both zero (0). If they
are, the zero detector 332 notifies the operation number
controller 333 of "R2=0"; otherwise, "R2=1".

[0316] Third, the zero detector 332 of the operation
controller 331 judges whether or not the data latched in
the latches 320-3 and 320-7 are both zero (0). If they
are, the zero detector 332 notifies the operation number
controller 333 of "R3=0"; otherwise, "R3=1".

[0317] Fourth, the zero detector 332 of the operation
controller 331 judges whether or not the data latched in
the latches 320-4 and 320-8 are both zero (0). If they
are, the zero detector 332 notifies the operation number
controller 333 of "R4=0"; otherwise, "R4=1".

[0318] Onreceiving the data regarding R1 through R4
from the zero detector 332, the operation number con-
troller 333 judges whether or not all the four (4) received
data R1 through R4 are zero (0). This is shown as
STEP7 in the flowchart of Figure 30.

[0319] If the judgment of STEP7 indicates that data
R1 through R4 are all zero (0), it is obvious without car-
rying out the actual calculations that the elements Z,4
through Zg, in the first column of product matrix Z are
zero (0). Thus, the operation number controller 333
ends the operations for the first column in the DCT co-
efficient matrix B latched by the latches 320-1 through
320-8, by transmitting an operation-end (END) signal.
The operation number controller 333 simultaneously
causes the multiplexer 329 to output zero (0) as the val-
ues of elements Z,4 through Zg4. These zero (0) values
are generated by the zero generator 330, by transmitting
a zero signal to the signal selection controller 334. The
operation number controller 333 then terminates its
processings.

[0320] If the judgment of STEP7 indicates that not all
data R1 through R4 are zero (0), i.e. at least one of data
R1 through R4 is one (1), the operation number control-
ler 333 specifies a datum being one (1) among R1
through R4, shown as STEP9 through STEP12 in the
flowchart of Figure 30. Subsequently in STEP 13, the op-
eration number controller 333 executes operations by
using the DCT coefficients latched by the two (2) paired
latches 320-i and 320-(i+4), where i satisfies "Ri=1", and
is an integer from 1 to 4.

[0321] Specifically, the operations begin first with in-
putting the DCT coefficients latched by the two (2)
paired latches 320-i and 320-(i+4), satisfying "Ri=1", to
the corresponding multipliers 323-1 and 323-2.

[0322] Second, the inverse DCT constant read from
the inverse DCT constant storage unit 541 and corre-
sponding to the initially selected DCT coefficient in the
first row of the matrix representing the inverse DCT con-
stants are set in the corresponding latches 322-1 and
322-2.

[0323] For example, when at least either DCT coeffi-
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cient B4, latched in the latch 320-1 or DCT coefficient
Bs4 latched in the latch 320-5 is not zero (0), i.e. is one
(1) (R1=1), elements Ay and A5 read from the inverse
DCT constant storage 541 are set in the multipliers
323-1 and 323-2, according to the processes from
STEP9 to STEP12.

[0324] The multiplier 323-1 and 323-2 multiply the re-
spective inputted values to obtain their products. These
products are then latched by the latch circuits 324-1 and
324-2 according to a latch instruction signal. Since the
adder 325 adds the products obtained by the two mul-
tipliers 323-1 and 323-2 according to the latching proc-
esses, the latch 326 latches the sum, and the adder 327
adds the hitherto accumulated total of the sums to the
newly obtained sum calculated by the adder 325.
Hence, the latch 328 latches the newly obtained accu-
mulated sums, according to a latch instruction signal.
[0325] When either DCT coefficient B44 latched in the
latch 320-1 or DCT coefficient B,4 latched in the latch
320-2 is not zero (0), if the hitherto accumulated total of
the sums latched by the latch 328 is zero (0), the latch
328 latches as a new accumulated total
(A44B41+A42B5¢) according to the processes in STEP13.
[0326] After the operations in STEP13 are completed,
the operation number controller 333 judges whether or
not all processes for "Ri=1" through STEP14 and
STEP15 shown in the flowchart of Figure 30 are termi-
nated. If the operation number controller 333 judges that
the processes have not yet been completed, the oper-
ation number controller 333 specifies the DCT coeffi-
cient satisfying "Ri=1" or terminates its processings, un-
less there is no such DCT coefficient. Subsequently, in
STEP13, DCT coefficients latched by the two (2) paired
latches 320-i and 320-(i+4) satisfying g "Ri=1" are used
for the matrix multiplication.

[0327] Hence, when the latches 320-1 through 320-8
latch the first column of the DCT coefficient matrix B, the
first and fifth terms, the second and sixth terms, the third
and seventh terms, and the fourth and eighth terms are
paired and used as units in calculating the element of
the product matrix Z (= A-1 * B). Concurrently, if the two
DCT coefficients B41 and By;,4)4 included in the calcula-
tion units are both zero, the operations for their terms
are omitted. After the operations to obtain the product
matrix element Z,4 are over, the second row of the in-
verse DCT constants latched in the latches 320-1 and
320-2 is similarly multiplied by the first column of the
DCT coefficients to obtain Z,,.

[0328] By similarly performing the processes, ele-
ments in the first column Z,, through Zg, are efficiently
calculated.

[0329] Then, the latches 320-1 and 320-2 latch the
second column of the DCT coefficients outputted from
the dequantizer 52 in Figure 3, and the above processes
are repeated.

[0330] Further, by repeating these procedures up to
the eighth column of the DCT coefficient matrix B, the
product matrix Z (= A-1 * B) is calculated.



45

[0331] Figures 29B and 29C show the operation tim-
ing from process ST9 to ST15 in Figure 30. The target
of the operation in Figure 29B and 29C is shown in the
block diagram of Figure 13, where non-zero data are
contained in lines 1 through 4 while all data following
line 4 are zero. In line 1, four inputted data X11 through
X41 are not zero, and the processes ST10 through ST15
are performed with the timing shown in Figure 29B. In
line 2, as inputted data X42 are zero and X32 not zero,
the determination of R2 at ST10 is 1, thereby requiring
two variations of process timing for obtaining one ele-
ment. In line 3, two inputted data X through X21 are not
zero and the process timing shown in Figure 29C is
adopted. In line 4, as inputted data X24 are zero and
X14 not zero R1 is determined to be 1, thereby requiring
one process timing for obtaining one element. In lines 5
through 8, processes AT9 through ST15 are not per-
formed, but process ST8 performed resulting in the out-
put of zero.

[0332] Accordingly, in the fifth embodiment of this in-
vention, the matrix multiplication is expedited by skip-
ping the operations for the terms known to be zero (0).
Thus, the number of operations is greatly reduced.
[0333] The fifth embodiment of this invention has
been described by referring to the attached drawings.
However, thies invention is not limited to the only such
embodiment. For instance, the fifth embodiment of this
invention has been explained according to ADCT, but
the principle of this embodiment is applicable to all sorts
of normalizations. The configuration of a block of image
data and the number of the circuit elements and the
latching sequences illustrated heretofore are only ex-
amples. The application of the fifth embodiment of this
invention is no way limited to these examples.

[0334] Figures 31 and 32 are block diagrams for ex-
plaining the sixth and seventh principles of this inven-
tion. Per these principles, an original image is split into
a plurality of blocks comprising a plurality of picture el-
ements having N bit gradation values. DCT coefficients
are quantized, which are obtained by performing two-
dimensional discrete cosine transformations for the gra-
dation values of a plurality of picture elements in each
block and the original image is progressively restored
from data obtained by encoding the quantized DCT co-
efficient.

[0335] An object of the sixth principle of this invention
is to realize the above mentioned image data restoration
by a device comprising a decoder 612 for decoding split
encoded data (split from one block) into DCT coeffi-
cients, a dequantizer 616 for obtaining a DCT coefficient
by dequantizing a quantized DCT coefficient decoded
by decoder 612, an inverse DCT unit 620 for obtaining
image data by performing inverse DCT operation
through matrix operation on a DCT coefficient inputted
from dequantizer 616, an image data storage 624 hav-
ing image memory of at least N+1 bits in the depth di-
rection for storing image data provided by inverse DCT
unit 620, and an adding means 622 for reading image
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data already stored in image data storage 624 and add-
ing them to image data provided by inverse DCT unit
620 where image data are inputted from inverse DCT
unit 620 to image data storage 624, thereby obtaining
an image data restoring device for progressively restor-
ing and storing an original image by accumulating split
image data sequentially restored from split encoded da-
ta.

[0336] Perthe seventh principle of this invention illus-
trated in Figure 32, an image data restoring device com-
prises a decoder 612 for decoding split encoded data
(split from one block) into a DCT coefficient, a dequan-
tizer 616 for obtaining a DCT coefficient by dequantizing
a quantized DCT coefficient decoded by the decoder
612, an inverse DCT unit 620 for obtaining image data
by performing an inverse DCT operation through a ma-
trix operation on a DCT coefficient inputted from the de-
quantizer 616, a level shifting means 630 for preventing
underflowing by adding 2 N-1 to image data obtained by
the inverse DCT unit 620, an image data storage unit
624 having an image memory of N+1 bits in the depth
direction for storing image data provided by the level
shifting means 630, an accumulating means 632 for
adding image data provided by the level shifting means
630 to hitherto accumulated image data read from the
image data storage unit 624, and re-storing the new ac-
cumulated image data in the image data storage unit
624; thereby obtaining an image data restoring device
for progressively restoring an original image by accu-
mulating and re-storing splitimage data sequentially re-
stored from split encoded data.

[0337] An image data restoring device having the
above mentioned configuration according to the 6th and
7th embodiments of this invention provides the following
effects:

[0338] The sixth and seventh principles of this inven-
tion utilize the linearity of a DCT and an inverse DCT.
For example, when one block is split into two, the sum
of the image data obtained by performing inverse DCTs
for respective DCT coefficients is equal to the image da-
ta obtained by performing the inverse DCTs for the DCT
coefficients without splitting the block.

[0339] Accordingly, per the sixth and seventh princi-
ples of this invention, image data are sequentially re-
stored and stored in a memory after being decoded from
split code data, dequantized, and inverse DCTed. When
the restored image data are stored in a memory, image
data already stored in the image memory are read and
summed, thereby skipping an intermediate image mem-
ory that temporarily stores DCT coefficients and realiz-
ing a smaller circuit.

[0340] For 8-bit image data, for example, a dynamic
range of image data decoded when a split DCT coeffi-
cient is individually restored into encoded data may be
extended by one bit and yield a 9-bit image memory.
However, a circuit having a memory configuration of less
than a half of a conventional circuit can be obtained,
while a conventional circuit requires an 11-bit image
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memory for storing intermediate data and 8 bit image
memory for storing restored images.

[0341] Figure 33 shows the configuration of a further
embodiment of this invention.

[0342] In Figure 33, the variable length data decoder
612, the decoding table 614, the linear dequantizer 616,
the quantization matrix 618, and the two-dimensional in-
verse DCT unit 620 are the same as the conventional
devices shown in Figure 3. In the 6th and 7th embodi-
ments of this invention, however, a two-dimensional in-
verse DCT unit 620, an adding means 622 and an image
memory 624 as an image data storing means having at
least N+1 bits in the depth direction for performing pro-
gressive image buildup are provided. When the adding
means 622 stores image data restored from split encod-
ed data, it reads image data already stored in the image
memory 624, and sums them.

[0343] The gradation value of picture elements of an
original image is represented in N=8 bits, while image
memory 624 has an N+1=9-bit configuration. That is, the
memory can store the gradation value from 0 to 384
which is the sum of the gradation values from 0 to 256
of an N=8-bit configuration and the gradation value 128
for a 1-bit extension.

[0344] The comparing section 626 adds bit restriction
to image data read from the image memory 624 and out-
puts the result from the terminal 628 to a display, etc.
As the image memory 624 has an N+1=9-bit configura-
tion (1 bit extension), an overflow having a gradation val-
ue of image data exceeding 255 is fixed to 255, and an
underflow having a negative gradation value of image
data is fixed to 0.

[0345] Next, a progressive image buildup operation is
described as shown in Figure 33.

[0346] Encoded data D1 (X01, X02, ... Xn1, nl<64)of
the first stage are inputted from terminal 610. The en-
coded data D1 of the first stage are decoded by the var-
iable length data decoder 612 using the decoding table
614 and provided to the linear dequantizer 610. The lin-
ear dequantizer 616 restores a DCT coefficient by mul-
tiplying an inputted DCT coefficient by the quantization
threshold obtained in the quantization matrix 618 (de-
quantizing operation). The DCT coefficient restored in
the linear dequantizer 616 is provided to the two-dimen-
sional inverse DCT unit 620 and restored into image da-
ta.

[0347] When headerinformation is provided to the de-
terminer 608 of the first stage, it determines from this
information whether or not the present stage is the first
stage. If it is, the multiplexer 609 selects the output of
the two-dimensional inverse DCT unit 620, and the de-
terminer 608 of the first stage is controlled to store the
output in the image memory 624. On the other hand,
split image data of the first stage which are restored in
the two-dimensional inverse DCT unit 620 are provided
to the adding means 622, and added to the image data
already stored and read from the image memory 624.
In the second stage, the determiner 608 of the first stage
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is controlled so that the multiplexer 609 may select the
output of the adding means 622 and the image memory
624 may store the output. The image memory 624
stores split image data obtained by a cumulative addi-
tion, and outputs the data from terminal 628 after adjust-
ing overflow and underflow in the comparing section
626.

[0348] Thus, progressive image buildup of one screen
is completed by performing the procedure up to the last
image data X64 of the last stage.

[0349] For 2-stage progressive image buildup where
image data are encoded by ADCT as shown in Figure
34, a DCT coefficient is restored without splitting as
shown in Figure 35, while in a two-stage progressive im-
age buildup, a split DCT coefficient is restored as shown
in Figures 36 and 37. The splitting operation is not per-
formed for a DCT coefficient, but is obtained by splitting
encoded data at terminal 610.

[0350] A split DCT coefficient of the first stage as
shown in Figure 36 has the first 3 levels from X01 to
X03, while a split DCT coefficient of the second stage
as shown in Figure 37 has the following levels from X04
to X64.

[0351] A split DCT coefficient of the first stage, as
shownin Figure 36, is restored to splitimage data shown
in Figure 38 by an inverse DCT operation and stored in
the image memory 624. Then a split DCT coefficient of
the second stage, as shown in Figure 37, is transformed
by inverse DCT, and split image data shown in Figure
39 are provided to the adding section 622. The adding
section 622 sums split image data shown in Figure 38
and split image data shown in Figure 39, and outputs
the result to image memory 624.

[0352] In Figures 38 and 39, dotted portions of split
image data indicate underflow portions having negative
values which extend the image memory 624 by 1 bit to
an N+1=9-bit configuration, thereby enabling the image
data to be stored. Underflow portions in the image mem-
ory 624 before the last split stage are all fixed to the
gradation value of 0 and displayed by the comparing
section 626.

[0353] One of the embodiments shown in Figure 33
uses the image memory 624 having an N+1=9-bit con-
figuration (1 bit extension), but the other uses image
memory 624 having an N+2=10 bit configuration (2 bit
extension). In this case the extended 2 bits can be used
for underflow or overflow information. Using an extend-
ed 1-bit for overflow information yields the gradation val-
ue from 0 to 256 of an 8-bit configuration to the value
from 0 to 384 increased by 128. Assigning another ex-
tended 1-bit to the process of an underflow enables the
the gradation value from 0 to -128 to be represented.
Thus, a wide range of gradation values from -128 to 384
are stored.

[0354] Figure 40 shows the configuration of the 7th
embodiment of this invention, where the image memory
624 has an N+1=9-bit configuration with one bit extend-
ed, and image data without any underflow are cumula-
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tively added.

[0355] The configuration from the variable length de-
coder 612 to the two-dimensional inverse DCT unit 620
shown in Figure 40 is the same as that in Figure 33.
Following the two-dimensional inverse DCT unit 620,
the level shifting section 630 is provided to prevent over-
flow by adding 2 N-1=128 to the image data obtained
from the two-dimensional inverse DCT unit 620.
[0356] Image data level-shifted by level shifting sec-
tion 630 is provided to the cumulating section 632, and
added to the image data already stored in the image
memory 624 by the cumulating section 632. The cumu-
lating section 632 comprises a subtracting section 634
and an adding section 636. Image data processed by
cumulating in the cumulating section 632 are stored in
the image memory 624, which has an N+1=9-bit config-
uration with a 1-bit extension. Following the image mem-
ory 624, the subtracting section 640 is provided for sub-
tracting 2 N-1=128 from the level-shifted amount in the
level shifting section 630, thereby outputting an N=8-bit
configuration to terminal 28.

[0357] Figure 41 is a model view for explaining the
principle of operation of the cumulating section 632
where the image memory 624 comprises an N+1=9-bit
configuration.

[0358] In Figure 41, block A comprises a two-dimen-
sional inverse DCT unit 620 and a level shifting section
630, and block B comprises a cumulating section 632
and an image memory 624. Image data f(i), f'(i), and g
(i) are defined as follows:

f(i): result of the ith inverse DCT

(-128 <f (i) < 383)

f'(i): data transformed to positive

(0 <f(i)<511)

g(i): contents of image memory after the ith updat-
ing

(0 <g(i) <511)

[0359] Thetwo-dimensionalinverse DCT unit620 has
an N+2=10-bit configuration because it contains over-
flowing and underflowing data, while all other sections
have an N+1=9-bit configuration.

[0360] If the two-dimensional inverse DCT unit 620
yields image data f(i) at the i-th stage, level shifting sec-
tion 630 adjusts the underflowing data by level shifting,
and level shifting section 30 outputs the following image
data:
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(i) = f(i) + 128 9)

[0361] The level shifting is shown in Figure 42.
[0362] AsshowninFigure 42 an N=8-bit configuration
has the gradation value from 0 to 255, and the two-di-
mensional inverse DCT unit 620 outputs 10-bit image
data including 1 bit each for underflowing and overflow-
ing. The gradation value can be transformed to be pos-
itive within the range from 0 to 511 as shown in the right
part of Figure 42 by adding 2 N-1 = 128 with the level
shifting section 630 to the above value which includes
additional bits for overflowing and underflowing. As the
level shifting section 630 outputs data of an N+1=9-bit
configuration, the gradation value can be transformed
to be positive within the range from 0 to 511.

[0363] Data g(0) which are read from the image mem-
ory 624 at the ith=0 stage show the following equation:

g(0)=0

[0364] If the two-dimensional inverse DCT unit 620
outputs image data f(i)=f(1) at the ith=1st stage at the
above initial state, the data is transformed to f'(i)=f'(1)
by the level shifting section 630 and provided to the ac-
cumulating section 632. At the same time, as the image
data g(i)=g(0) are read from the image memory 632, the
output g(i+1)=g(1) from the accumulating section 632 is
represented as follows:

g(1) = g(0) + £'(1)
= g(0) + £(1)+128
=f(1) + 128 ... (10)

Similarly, the image data g(i+1) outputted from the ac-
cumulating section at the ith stage are represented as
follows:

g(i+1) = g(i) + f(i+1) + 128 (11)

where:

f1(i+1) = f(i+1) + 128

f(i+1) = f'(i+1) - 128 (12)

Substituting f(i+1) of (12) in the preceding equation (11),
the image data g(i+1) outputted from the accumulating
section 632 are obtained as follows:
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g(i+1) = g(i) + f(i+1) - 128 (13)

Equation (13) indicates the result of the accumulating
operation of the accumulating section 632 at any stage.
Accordingly, the accumulating section 632 comprises
the subtracting section 634 and adding section 636.
When the adding operation is performed separately for
the first stage and second stage, the accumulating sec-
tion 632 is configured as shown in Figures 43B and 43C.
In figure 43B, a switch circuit 632b selects image data f
(i+1) and outputs the result to an adding section 632c
when it receives a signal of the first stage. As the image
memory 24 is cleared at the initializing process prior to
the first stage, the adding section 632c outputs the im-
age data f(i+1) to the image memory 24. At the second
stage, the switch circuit 632b selects the output of a sub-
tracting section 632a and outputs the result to the add-
ing section 632c. The adding section 632¢ adds the val-
ue stored in the image memory 24 at the first stage to
the selected image data, and then stores the result in
the image memory 24.

[0365] InFigure 43C, a switch circuit 632e selects the
output of the image memory 24 when it receives a signal
of the first stage, and outputs it to an adding section
632f. As the image memory 24 is cleared at the initial-
izing process as described above, the adding section
632f outputs the image data f(i+1) to the image memory
24. At the second stage, the switch circuit 632e selects
the output of the subtracting section 632d and outputs
it to the adding section 632f. The adding section 632f
adds the value obtained by subtracting 128 from the im-
age data stored in the image memory 24 at the first stage
to the image data inputted at the second stage, and then
stores the result in the image memory 24.

[0366] The image data stored in the image memory
24 at the first and second stages are consequently iden-
tical.

[0367] In Figure 40, when original image data have
an N=8 (gradation value of 256) bit configuration, the
level shifting section 630 adds 2 N-1 = 128 to the split
image data which are processed by the inverse DCT op-
eration by the two-dimensional inverse DCT unit 620.
According to this level shifting operation, original image
data are transformed to be positive, eliminating over-
flowing data as shown in Figure 42.

[0368] Figures 44 and 45 show splitimage data where
splitimage data shown in Figures 38 and 39 are added
to the gradation value 128 by the level shifting section
630. The addition of the gradation value 128 eliminates
all underflowing data indicated by the dotted portion in
Figures 38 and 39, while only overflowing data indicated
by the dotted portion of the higher level part in Figure
44 remain.

[0369] Thus, the split image data with underflowing
data eliminated as shown in Figure 44 are stored in the
image memory 624 in the first stage, and in the second
stage are added to the split image data shown in Figure
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45 by the accumulating operation by the accumulating
section 632, and are then stored in the image memory.
[0370] Image data read from the image memory 624
are outputted from the terminal 28 after the subtraction
2 N-1 = 128 by the subtracting section 640 to return to
an 8-bit data configuration.

[0371] Figure 46 is a block diagram illustrating the
principle of the 8th embodiment of this invention.
[0372] In this embodiment, an original image is split
into blocks comprising a plurality of N*N images. Then
a transformation coefficient obtained from a two-dimen-
sional discrete cosine transformation on the gradation
value of a plurality of N*N images in each block is quan-
tized. Thus, the original image is restored through data
obtained by encoding the resultant quantized coeffi-
cient.

[0373] A decoding means 701 decodes encoded da-
ta.

[0374] A dequantizing means 702 provides a DCT co-
efficient by dequantizing the quantized coefficient de-
coded by the decoding means 701.

[0375] An inverse DCT means 703 performs inverse
DCT operation on the DCT coefficient dequantized by
the dequantizing means 702.

[0376] When no significant coefficient exists in the
quantized coefficient in a block decoded by decoding
means 701, a significant coefficient detecting means
704 controls the output of restored image data for the
dequantization performed by the dequantizing means
702 and the inverse DCT performed by the inverse DCT
means 703.

[0377] Animage memory 707 stores image data.
[0378] An adding means 705 adds the output of the
image memory 707 and the output of the inverse DCT
means 703. The adding operation is not performed in
the first stage, but is started in the second stage.
[0379] A selecting means 706 obtains the output of
the adding means 705 and the inverse DCT means 703,
selects the output of the inverse DCT means 703 in the
first stage, selects the output of the adding means 705
started in the second stage, and provides the image
memory 707 with these outputs.

[0380] Encoded data are decoded by the decoding
means 701, thereby providing a quantized coefficient.
When no significant coefficient exists in the decoded
quantized coefficient in a block, 0 is outputted as re-
stored data. When a significant coefficient exists, the de-
quantizing means 702 and the inverse DCT means 703
are operated to restore the original image.

[0381] Further, in the first stage the restored image
data is selected by the selecting means 706 and stored
in the image memory 707. In the following stages, image
data stored in the image memory 707 and image data
restored by inverse DCT means 703 are summed, the
output is selected by the selecting means 706, and the
resultant data are stored in the image memory 707.
[0382] When no significant coefficient exists in a
quantized coefficient in a block, proceed to the next
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block address without performing an addition or any oth-
er operation, thereby eliminating operations such as ad-
ditions of dequantization and inverse DCT.

[0383] Figure 47A shows the configuration of the
eighth principle of this invention.

[0384] Code data inputted from a terminal 711 is en-
tered in a variable-length data decoder 712. The varia-
ble-length data decoder 712 decodes the inputted code
data into fixed-length data comprising an index and run
data according to a decoding table 713 comprising a
Huffman table and an inverse-table, and then outputs
the result to dequantizer 714. The dequantizer 714 de-
termines the number of significant coefficients in a
block, and outputs an insignificant block signal zero to
a two-dimensional inverse DCT unit 716 if none signifi-
cant exists. If one or more significant coefficients exist
in a block, the dequantizer 714 restores a DCT coeffi-
cient by multiplying the inputted quantized coefficients
by corresponding values provided by a quantization ma-
trix 715, and outputs the result to the two-dimensional
inverse DCT unit 716. If an insignificant block signal zero
is entered, the two-dimensional inverse DCT unit 716
outputs an insignificant block signal zero to terminal 718
without performing two-dimensional inverse DCT. Un-
less an insignificant block signal zero is entered, input-
ted DCT coefficients are orthogonally transformed by
the inverse DCT means 703, a coefficient of the space
frequency distribution is transformed by an image sig-
nal, and the result is outputted to terminal 717.

[0385] The procedure described above is repeated to
complete image restoring operations for one screen.
[0386] Figure 47B is an operational flowchart of the
8th embodiment of this invention. The operation is start-
ed by entering decoded data. Decoded data, including
quantized coefficients, is provided by executing variable
length data decoding process ST21. Then determina-
tion ST22 is made to determine the presence or ab-
sence of a significant coefficient. If determination ST22
indicates that a significant coefficient exists (YES), de-
quantizing process ST23 dequantizes a quantized co-
efficient to obtain a DCT coefficient. The DCT coefficient
is then processed by two-dimensional inverse DCT
ST24 to output a restoration signal ST25.

[0387] If determination ST22 indicates that a signifi-
cant coefficient does not exist (NO), an insignificant
block signal zero is outputted (ST26). That is, all-zero
data are outputted. After processes ST25 and ST26
have been executed, determination ST27 is made to de-
termine whether all blocks have been checked. If all
blocks not been checked (NO), the procedure is repeat-
ed, starting with variable length data decoding process
ST21. If all blocks have been checked (YES), the pro-
cedure is terminated.

[0388] As described above, as all-zero data are out-
putted when no significant coefficient exists. Thus, de-
quantizing process ST23 and two-dimensional inverse
DCT process ST24 are not required, so higher speed
performance is realized.
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[0389] Figure 48is ablock diagram of a circuit for gen-
erating an insignificant block signal in the dequantizer
714 of an embodiment of this invention. Figure 49 illus-
trates rows of decoded data.

[0390] Hereinafter, a method of calculating the
number of significant coefficients contained in a block is
described according to a block diagram of a circuit for
generating an insignificant block signal of this invention,
as shown in Figure 48.

[0391] Decoded data comprising anindex and run da-
ta decoded from encoded data by the variable length
data decoder 712 are inputted from terminal 710 to the
demultiplexer 721. The demultiplexer 721 selects an in-
dex and run data alternately from decoded input data
according to a selection signal (CSL) provided from the
timing controller 725, and then inputs an index (IDX) to
the DCT coefficient restoring section 728 and run data
(RUN) to the end-of-block detecting section 722.
[0392] In the case of a DC-component-only block (as
shown in Figure 49(A)), decoded data (DI) of the first
DC component are selected by the demultiplexer 721
and outputted to the DCT coefficient restoring section
728. Then the number of significant coefficients of value
1in atarget block is counted by the significant coefficient
calculator 723 according to a count signal (ICN) provid-
ed from the timing controller 725. The significant coeffi-
cient selecting section 726 stores addresses (ADR=0)
of decoded data (D1). Then the demultiplexer 721 se-
lects run data (R,,,) and outputs the data to the end-of-
block detecting section 722. The end-of-block detecting
section 722 recognizes that, as the value of the inputted
run data (RUN) "(Rgp)", the remaining coefficients of
picture elements in the block are all insignificant coeffi-
cients, determines that the end of coefficients in the
block is reached, and outputs to the timing controller 725
a signal (BEN) indicating the end of coefficients in the
block. Then the timing controller 725 instructs (BCN) the
significant coefficient determiner 724 to determine the
number of significant coefficients in the block. As the
number of significant coefficients in the block is "1", the
significant coefficient determiner 724 determines the
presence of a significant coefficient in the target block,
and outputs an insignificant block signal zero as "0" from
terminal 720.

[0393] The DCT coefficient restoring section 728 mul-
tiplies decoded data stored therein by a quantization
threshold stored in the address (ADR=0) of DC compo-
nents in the quantization threshold storage 727, and out-
puts the result from terminal 729. Then the two-dimen-
sional inverse DCT unit 716 transforms the output to im-
age signals, thereby restoring all picture elements in a
block into image signals.

[0394] In the case of a block where coefficients of DC
components and AC components are mixed (as shown
in Figure 49(C)), the demultiplexer 721 selects decoded
data (D2) of the first DC component and outputs them
to the DCT coefficient restoring section 728. Then the
significant coefficient calculator 723 counts the number
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of significant coefficients in a target block as "1" accord-
ing to a count signal (ICN) provided by the timing con-
troller 725. The significant coefficient selecting section
726 stores addresses(ADR=0) of decoded data (D2).
Then the demultiplexer 721 selects run data (RO) and
outputs them to the end-of-block detecting section 722.
As the value of inputted run data (RUN) is RO, the end-
of-block detecting section 722 determines that the end
of the coefficients in the block has not been reached.
Significant coefficient selecting section 726 calculates
and stores an address (ADR) of the next significant co-
efficient according to a value of inputted run data (RUN).
On the other hand, as the demultiplexer 721 selects an
index (11) this time, an inputted index (11) is stored in the
DCT coefficient restoring section 728. Then the number
of significant coefficients in a target block of "+1" is add-
ed to the significant coefficient calculator 723 according
to a count signal (ICN) provided by the timing controller
725, thereby producing a total of "2". Next, the demulti-
plexer 721 selects run data (R0O) and outputs them to
the end-of-block detecting section 722. As the value of
inputted run data (RUN) is RO, the end-of-block detect-
ing section 722 determines that the end of significant
coefficients in the block has not been reached. Then the
significant coefficient selecting section 726 calculates
and stores an address (ADR) of the next significant co-
efficient according to the value of inputted run data
(RUN).

[0395] The demultiplexer 721 selects an index (12)
this time, and the inputted index (12) is stored in the DCT
coefficient restoring section 728. According to a count
signal (ICN) provided by the timing controller 725, the
number "+1" of the significant coefficient in a target block
is added to the significant coefficient calculator 723,
thereby producing a total of "3". Then the demultiplexer
721 selects run data (R,,) and outputs them to the end-
of-block detecting section 722. As the inputted signal
indicates run data (R,,), the end-of-block detecting
section 722 determines that the remaining coefficients
of picture elements in the block are all insignificant co-
efficients and the end of the coefficients in the block has
been reached, and then outputs to the timing controller
725 a signal (BEN) indicating that the end of the signif-
icant coefficients in the block has been reached. The
timing controller 725 instructs (BCN) the significant co-
efficient determiner 724 to determine the number of sig-
nificant coefficients in the block. As this number is 3, the
significant coefficient determiner 724 determines the
presence of significant coefficients, and outputs an in-
significant block signal zero as "0" from terminal 720.
The DCT coefficient restoring section 728 multiplies de-
coded data (D1, I1, 12) stored therein by the quantization
threshold stored in the corresponding address (ADR) of
the quantization threshold storage unit 727, and outputs
the result from terminal 729. The two-dimensional in-
verse DCT unit 716 transforms the result into image sig-
nals, thereby restoring all picture elements in a block
into image signals.
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[0396] Following the second stage of the progressive
image buildup, the demultiplexer 721 first selects run
data. If no significant coefficient exists (as shown in Fig-
ure 49(B)), the selected run datum (R,.,) is outputted
to the end-of-block detecting section 722. As the value
of the inputted run data (RUN) is R, the end-of-block
detecting section 722 determines that the remaining co-
efficients of picture elements in the block are all insig-
nificant coefficients and the end of significant coeffi-
cients in the block is reached. It then outputs to the tim-
ing controller 725 a signal (BEN) indicating the end of
significant coefficients in the block. The timing controller
725 instructs (BCN) the significant coefficient determin-
er 724 to determine the number of significant coeffi-
cients in the block. The significant coefficient determiner
724 determines that the number of significant coeffi-
cients in the block is 0, that is, no significant coefficient
exists in the target block, and outputs an insignificant
block signal zero as "1" from terminal 720, thereby ter-
minating all processes in the block.

[0397] Figure 50 is a block diagram showing image
updating of the second embodiment of the 8th embodi-
ment of this invention. Encoded data D1 (X01 from a
terminal 761 are decoded by a variable-length-data de-
coder 762 according to a decoding table 763, and input-
ted to a dequantizer 764. As DC components are includ-
ed at the first stage, an insignificant block signal indi-
cates "0", and the dequantizer 764 performs an orthog-
onally dequantizing operation using a quantization ma-
trix 765. After the dequantizing operation, the DCT co-
efficient is outputted to a two-dimensional inverse DCT
unit 766, which restores it to image data. A signal FIRST
indicating the first stage instructs selector 769 to select
the restored split image data. According to a writing sig-
nal WRITE outputted by an image memory controller
767, an image memory 768 stores the output of the two-
dimensional inverse DCT unit 766 which is selected by
the selector 769. A storage address is given as an ad-
dress MADR which is outputted from an address gen-
erator 771. The first stage of the image restoring oper-
ation for one screen is completed by repeating the
above procedure for all blocks.

[0398] Next, codedataD2(Xn1+ 1 ...Xn2:n1<n2<64)
of the second stage are decoded to image data by the
procedure described above. Where no significant coef-
ficient exists as shown in Figure 49(B), however, an in-
significant block signal ZERO is outputted as "1" as de-
scribed above. In this case, the image memory control-
ler 767 does not have access to an image memory, but
terminates the operation on the present block after in-
creasing the value of a block address generating coun-
ter 774 by one through an OR circuit 772 as shown in
Figure 51. If one or more significant coefficients exist in
a block, normally restored image data are added by an
adding section 770 to image data of the preceding
stage. The selector 769 selects the result of the addition,
writes the result in the image memory 768 according to
a write signal WRITE provided by the image memory
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controller 767, increases by one the value of a 6-bit
counter 773 which generates addresses in a block ac-
cording to request address update signal REQ, and up-
dates write address MADR for writing in image memory.
After all picture elements in a block have been updated,
a carry signal CARRY is outputted by the 6-bit counter
773, the value of the block address generating counter
774 is increased by one through the OR circuit 772, and
the process of the present block terminates. The second
stage of the image restoring operation for one screen is
completed by repeating the above procedure for all
blocks.

[0399] Progressive restoring of one screen is com-
pleted by performing the same procedure as the second
stage up to the process of encoded data Di (Xni+1 ...
X64:ni<64) of the ith stage.

[0400] Figure 52 is a block diagram of the 9th embod-
iment of this invention. In this embodiment, an original
image is split into blocks comprising a plurality of N*N
picture elements. Then a transformation coefficient ob-
tained by performing two-dimensional discrete cosine
transformation on the gradation value of a plurality of
N*N picture elements of each block, is quantized. Thus,
restoring the original image from encoded data of the
resultant quantized coefficient is restored.

[0401] A decoding means 801 decodes the encoded
input data into a quantized coefficient. The decoding op-
eration is performed using a decoding table.

[0402] A dequantizing means 802 dequantizes a
quantized coefficient which is decoded by the decoding
means 801. The dequantization is performed using a
dequantization matrix.

[0403] An inverse DCT unit 803 performs inverse
DCT on a DCT coefficient.

[0404] An image data storage unit 804 stores data
such as image data.

[0405] Anadding means 805 selects and outputs data
provided by the inverse DCT unit 803 in the first stage,
and in the second stage sums and outputs image data
stored in the image data storage unit 804 and image da-
ta obtained by inverse DCT in the inverse DCT unit 803.
[0406] An address generating means 806 generates
an address for storing the image data obtained in the
adding means 805 in the image data storage unit 804.
[0407] When all image data in the block which are
processed by DCT are determined as 0, an insignificant
block determiner 807 replaces an address generated by
the generating means 806 with the next block address
without storing the output provided by the adding section
805 in the image data storage unit 804. For example, if
a counter is provided for counting the number of zero-
value image data in a block and the counter indicates 0
as the number of data inputted during the conter is
counting operation, the block address is replaced with
the next block address.

[0408] When code data are entered, the decoding
means 801 decodes encoded data using a decoding ta-
ble, thereby obtaining a quantized coefficient. The quan-
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tized coefficient is dequantized by the dequantizer 802
using a dequantization matrix, thereby providing a DCT
coefficient. The inverse DCT unit 803 performs inverse
DCT on the DCT coefficient and provides image data.
In the first stage, the image data are stored in the ad-
dress which the address generating means 806 notifies
to the image data storage unit 804. In the second stage,
image data stored in the image data storage unit 804
and image data processed by the inverse DCT opera-
tionin the inverse DCT unit 803 are summed and stored.
The insignificant block determiner 807 determines
whether or not the outputs of the inverse DCT unit 803
or image data are all zero, and if they are, proceeds to
the next block address without operating adding means
805.

[0409] The above description is summarized as fol-
lows:

[0410] Encoded input data is decoded into a quan-
tized coefficient and the quantized coefficientis dequan-
tized into a DCT coefficient.

[0411] If one or more image data in a block, which are
obtained by inverse DCT of the DCT coefficient, are oth-
er than 0, the stored data are added to the image data
in the block and the result is stored in the storage.
[0412] If all image data in the block, which are ob-
tained by inverse DCT of the DCT coefficient, are zero,
the stored image data remain unchanged and image da-
ta of the next block are decoded.

[0413] Figure 53 is a general block diagram of ADCT
restoration. Encoded data D1 (X01 ... Xn1:n1<64) of the
first stage, which are split by terminal 811, are decoded
in the variable length data decoder 812, and dequan-
tized in the dequantizer 813. Both the decoding opera-
tion in the variable length data decoder 812 and the de-
quantizing operation in the dequantizer 813 are per-
formed in the conventional manner. A DCT coefficient
dequantized in the dequantizer 813 is provided to the
two-dimensional inverse DCT unit 814, processed by an
inverse DCT operation, and restored to image data.
When the first restored image data are stored in the im-
age memory 816 at the first stage, split image data re-
stored by selector 819 are selected according to a signal
FIRST indicating the first stage, and written into the im-
age memory 816 according to a write signal WRITE pro-
vided by the image memory controller 810. The first
stage of image restoring operation for one screen is
completed by repeating the above procedure for all
blocks.

[0414] Next, encoded data D2(Xn1+1... Xn2:
n1<n2<64) of the second stage are restored to image
data in the procedure described above. Restored split
image data are provided to the insignificant block de-
tecting section 817.

[0415] Figure 54 is a block diagram of the insignificant
block detecting section 817. 64 picture-elements in a
block generated by a 6-bit counter 872 are read from
the two-dimensional DCT unit 814 according to a read
signal DR. Image data (DATA) outputted from the two-
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dimensional inverse DCT unit 814 are checked by a
comparing section 870 to determine whether or not they
are assigned "0". The comparing section 870 is provided
with "0" in addition to the above mentioned image data
DATA as basic input data, and a check is made to detect
whether or not "0" and image data (DATA) are equiva-
lent. If they are not, the comparing section 870 outputs
a non-zero signal NEQ. A detection controller 871 ob-
tains the status of one block and outputs a detection sig-
nal ZERO to the address generator 818 and the image
memory controller 810 if one block comprising 64 pic-
ture-elements totally indicates zero. When zero is de-
tected, the image memory controller 810 proceeds to
the next block address without accessing the image
memory 816.

[0416] Figure 55 is a block diagram of the address
generating circuit 818. When a detection signal ZERO
is issued to a block address generation counter 882
through an OR circuit 881, the value of the block address
generation counter 882 is increased by one address,
and the process of the present block is terminated.
[0417] When a detection signal ZERO is not issued,
restored splitimage data are added to the preceding im-
age data by an adding section 815, and the result is se-
lected by a selector 819.

[0418] The address generating circuit 818 generates
an address where the image memory 816 is accessed
and the address is provided to the image memory 816
wherein the access is made by the 6-bit counter 880 and
the block address generation counter 882. According to
a write signal WRITE provided by the image memory
controller 810, the result of the addition selected by the
selector 819 is stored at the address where the image
data are read. At this time the value of the 6-bit counter
880 generating an address in a block is increased by
one according to a request address update signal REQ
provided by the image memory controller 810, thereby
updating a write address ADR of the image memory
816. When the updating operations are completed for
all picture elements in a block, a carry signal CARRY is
issued by the 6-bit counter 880, the value of the block
address generation counter 882 is increased by one
through the OR circuit 881, and the process of the
present block is terminated. The second stage of the im-
age restoring operation for one screen is completed by
repeating the above procedure for all blocks.

[0419] Progressive image buildup for one screen is
completed by performing the same procedure as the
second stage up to encoded data Di (Xni+1 ... X64:
ni<64) of the ith stage.

[0420] In the present embodiment, an insignificant
block detecting signal ZERO is issued by the insignifi-
cant block detecting section 817 after the operation by
the two-dimensional inverse DCT unit 814. However,
the signal can be generated by the variable length data
decoder 812, the dequantizer 813, or the two-dimen-
sional inverse DCT unit 814.

[0421] Figure 56 is an operational flowchart of an em-
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bodiment of this invention.

[0422] When the operation of an embodiment of the
9th embodiment of this invention is started, variable
length data decoding process ST31 is first performed by
the variable length data decoder 812 shown in Figure
53. When variable length data decoding process ST31
is completed, dequantizing process ST32 is performed
by the dequantizer 813. Then inverse DCT process
ST33 is performed by the two-dimensional DCT unit
814. Next, a check ST34 is made to determine whether
image data of the present block have been successfully
restored. This check is performed by a signal FIRST is-
sued in the first stage. If the image data are not yet re-
stored (NO), the selector 819 selects data provided by
the two-dimensional inverse DCT unit 814 and writes
(ST35) them in the image memory 816, wherein the writ-
ing operation is performed under the control of the im-
age memory controller 810. Then a check ST36 is made
to determine whether the process has been completed
for all blocks. If it is not (NO), variable length data de-
coding process ST31 is repeated again. The check
ST36 is performed by the image memory controller 810.
[0423] When the check ST34 has determined that im-
age data of the present block have already been re-
stored (YES), a check ST37 is made to determine
whether all the data in the present block processed by
inverse DCT are "0". The check ST37 is performed by
the insignificant block detecting section 817. When the
check ST37 determines that all images are "0" (YES),
the insignificant block detecting section 817 issues a
signal (ZERO) to the address generator 818 and in-
structs it to proceed to the head of the next block. Then
the address generator 818 proceeds to a write address
of the image memory 816 for the head of the next block
(ST38). When the check ST37 has determined that all
the data are not "0" (NO), or that one or more non-zero
values are contained in the data, data in the image mem-
ory and data processed by the inverse DCT operation
are summed (ST39) by the adding section 815. The se-
lector 819 selects the output provided by the adding sec-
tion 815; image data provided by the two-dimensional
inverse DCT unit 814 and image data stored in the im-
age memory 816 are summed; and the resultis provided
to the image memory 816. That is, the adding section
815 performs the adding operation (ST39), and the re-
sultant data are written (ST35) in the image memory 816
through the selector 819. After the writing operation, a
check ST36 is made and the whole procedure is com-
pleted after covering all the blocks (YES).

[0424] According to the first embodiment of this inven-
tion, it is possible to selectively dequantize significant
components of a quantized coefficient. That is, by not
dequantizing insignificant components of a quantized
coefficient, the time taken for the multiplying operation
is minimized. Thus, the dequantizing process is execut-
ed at much higher speed. According to the second em-
bodiment of this invention, restoring orthogonally trans-
formed images by inverse orthogonal transformations
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can be executed efficiently with much faster arithmetic
operations than those per the conventional methods,
thereby experditing progressive image build-ups.
[0425] According to the third embodiment of this in-
vention, based on a quantized coefficient or a transfor-
mation coefficient, a block detecting means detects
blocks having no significant AC component. For the de-
tected blocks, two-dimensional discrete cosine transfor-
mation of the orthogonal transformation method is re-
placed with the multiplying operation of the DC compo-
nent of a transformation coefficient of a DC transforma-
tion method by a specified constant, thereby restoring
image data at a much higher speed than in the conven-
tional methods.

[0426] According to the 4th embodiment of this inven-
tion, a configuration is realized that comprises a matrix
operation circuit with least possible adding units which
is used in an image data orthogonal transforming unit
that either DC-transforms image data or inverse-orthog-
onally transforms encoded data. Therefore, the size of
the matrix operation circuit can be minimized.

[0427] According to the the 5th embodiment of this in-
vention, a configuration is realized that comprises a
small-scale and yet high-speed matrix operation circuit
which is used in an image data orthogonal transforming
unit that either DC-transforms image data or inverse-or-
thogonal transforms encoded data.

[0428] According to the 6th and 7th embodiments of
this invention, an accumulating addition is made to im-
age data stored in an image memory every time image
data are restored sequentially from split encoded data.
Therefore, itis not necessary to store data during image
restoration, and progressive image buildup can be per-
formed by using an image memory extended by at least
1 bit, thereby reducing memory requirements and per-
forming an efficient progressive image buildup with a
smaller circuit.

[0429] According to the 8th embodiment of this inven-
tion, where no significant coefficient exists in a block,
operation such as dequantizing, inverse DCT, and im-
age memory updating are not required. Accordingly, im-
age restoration can be performed at a much higher
speed than in conventional methods.

[0430] According to the 9th embodiment of this inven-
tion, updating of picture-elements in a block can only be
completed only by updating a block address if no non-
zero data exists in a block when a split DCT coefficient
is individually decoded into image data and progressive
image buildup is performed based on an accumulating
addition thereof. Thus, efficient progressive image
buildup can be executed.

Claims
1. Animage data processor comprising a matrix oper-

ating circuit for multiplying a matrix representing da-
ta by a matrix representing transformation con-
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stants in an image data normalizer for normalizing
image data or inverse normalizing coded image da-
ta, said image data processor comprising:

first latching means for sequentially latching
data in a selected column of said matrix repre-
senting data;

selecting means for selecting one of a plurality
of data divisions in the data latched in said first
latching means for outputting sequentially se-
lected latched data according to the data divi-
sions;

second latching means for sequentially latching
the transformation constants in a row matrix
corresponding to the data latched by said first
latching means;

multiplying means, provided in correspond-
ence with said second latching means, for mul-
tiplying the transformation constants latched by
said second latching means by the data output-
ted from said selecting means;

adding means for calculating the sum of the
products obtained by said multiplying means;
and

accumulating means for accumulating the sum
outputted from said adding means, wherein:

when all data latched by said first latching
means are zeros (0), zero (0) is outputted
to said accumulating means without per-
forming the matrix calculations; and

when the data input to said selecting
means are all zeros, said selecting means
does not output the data and outputs the
next data.

2. Animage data processor according to claim further
comprising:

a zero detector for detecting whether or not the
data latched by the first latching means are zero
(0), an operation number controller for transmit-
ting a control signal for controlling matrix multi-
plications according to the result detected by
the zero detector, an output selector for receiv-
ing an output of said accumulating means, and
a signal selection controller for switching the
output selector according to the control signal
of the operation number controller.

3. Animage data processing method for multiplying a
matrix representing data by a matrix representing
transformation constants in an image data normal-
izer for normalizing image data or inverse normal-
izing coded image data, comprising the steps of:

sequentially latching data in a selected column
of the matrix representing data;
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selecting one of a plurality of data divisions in
the latched data for outputting sequentially the
selected data according to the data divisions;
sequentially latching the transformation con-
stants in a row matrix corresponding to the
latched data;

multiplying the latched transformation con-
stants by the selected data;

calculating the sum of the products obtained by
the multiplication; and

accumulating the sum, wherein

when the latched data in the selected column
are zeros (0), the matrix calculations are not
performed; and

when the selected data are zeros, the next data
are outputted.
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