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(54) A data processing structure unit

(57) A data processing structure unit including:

- input means (101,102) for inputting first data from
outside;

- operation means (201,202) for operating the first
data input from the input means to generate second
data;

- memory means (301,302) for storing the second da-
ta;

- output means (401,402) for outputting the second
data stored in the memory means (301,302) to the

outside;
- a plurality of data processing units having control

means (501,502) for controlling the memory means
(301,302) to enable storing and outputting of the
second data; and

- means (9) for electrically connecting first and sec-
ond data processing units with each other, among
the plurality of data processing units; wherein

at least the memory means (301,302) of the first and
second data processing units are arranged adjacent to
each other, like an array.
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Description

Technical Field

[0001] The present invention relates to the basic
structure and the entire structure a data processing ap-
paratus including a semiconductor memory device, and
specifically, to a data processing structure which inter-
nally operates and stores data in itself, a data process-
ing structure unit consisting of a plurality of data
processing units which transfer data to make interaction
with each other, and a data processing structure repre-
sented by a semiconductor memory device consisting
of the data processing unit or data processing structure
unit.

Background Art

[0002] Recently, data processing apparatuses repre-
sented by image data processing, data memory or the
like have been developed and available as products. For
example, semiconductor memory devices such as a dy-
namic random access memory (DRAM), a static random
access memory (SDRAM), and the like have already
been subjected to mass-production and used so as to
comply with various specifications. In these data
processing apparatuses, it is a basic principle that data
to be read out is perfectly the same as data to be written,
and there originally is a lack of an idea of making any
operation processing on data to be written.
[0003] In this respect, a proposal have been made as
to a concept for modifying a kind of dispersed data
processing system into a device, i.e., cells utilizing a
quantum phenomenon are realized and disposed as op-
eration factors in a matrix-like array and the cells are
caused to make close interactions between each other
in accordance with rules set in compliance with purpos-
es (Amamiya Yoshihito and Akazawa Masamichi, "How
a quantum phenomenon should be combined with data
processing to prepare a LSI with a quantum effect de-
vice", Applied Physics, Vol. 64, No. 8, pages 765 to 768).
In a device realized by the concept, for example, when
four adjacent cells are "1" where a center cell surround-
ed by eight cells is "1", the center cell is next changed
to "0" in a step. When two adjacent cells are "1", the
state of "1" is maintained. Where the center cell is "0",
the center cell is not changed to "1" even when two ad-
jacent cells are "2". Thus, it is said that a change of the
state of the center cell and further a change of data in a
device can be realized.
[0004] However, in the prior art example described
above, only an extremely conceptual instruction can be
found with respect to realization of a device of a dis-
persed data processing system. Therefore, in consider-
ation of a specific device, there is a problem as to what
will be the form at the level of a device.
[0005] The present invention has been made to a sit-
uation as described above and has an object of provid-

ing a technique of realizing a kind of dispersed data
processing system at the level of device, e.g., a special
data processing unit or memory structure unit which re-
alizes the technique, a data processing structure unit
constructed by providing a plurality of said data process-
ing units, the data processing unit, or a data processing
structure comprising the data processing structure unit
and a semiconductor memory device comprising the
memory structure unit.

Disclosure of Invention

[0006] A data processing unit according to the present
invention basically comprises: input means inputted
with first data from outside; operation means for oper-
ating the first data to generate second data; memory
means for storing the second data; output means for
outputting the second data stored in the memory means,
to the outside; and control means for controlling the
memory means to enable storing and outputting of the
second data.
[0007] The data processing unit may comprise a data
reproducing means for reproducing the second data
outputted. Further, the data processing unit may com-
prise write means which is inputted with third data from
the outside and writes the third data as the second data
into the memory means, and read means for reading
data stored in the memory means. The operation means
of the data processing unit may be a logic circuit among
a group of logic circuits consisting of an identity logic
circuit, an inversion logic circuit, an exclusive OR circuit,
an exclusive AND circuit, a OR circuit, and a AND circuit,
and may comprise at least two logic circuits among a
group of logic circuits consisting of an identity logic cir-
cuit, an inversion logic circuit, an exclusive OR circuit,
an exclusive AND circuit, a OR circuit, and a AND circuit,
and selection means for selecting one from outputs of
the at least two logic circuits.
[0008] A first data processing structure unit according
to the present invention is a dimer-like (dimer-like) struc-
ture unit consisting of two data processing units each
described above, in which the output means of one data
processing unit is electrically connected with the input
means of the other data processing unit. Further it is
preferred that the two data processing units are ar-
ranged adjacent to each other.
[0009] A second data processing structure unit ac-
cording to the present invention is a trimer-like (trimer-
like) structure unit consisting of first, second, and third
data processing units each described above, in which
the output means of the first data processing unit is elec-
trically connected with the input means of the second
data processing unit, and the output means of the sec-
ond data processing unit is electrically connected with
the input means of the third data processing unit. In this
trimer-like data processing structure unit, it is preferred
that the first and second data processing units, as well
as the second and third data processing units, are ar-
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ranged adjacent to each other.
[0010] A first data processing structure according to
the present invention is a structure comprising a plurality
of data processing units each described above, in which
the first data of each data processing unit is one or two
ore more data items, and all or a part thereof is the sec-
ond data outputted from the output means of other one
or two or more data processing units. The first data
processing structure preferably comprises connection
means for electrically connecting the input means of
each of the data processing units with output means of
another data processing unit than each of the data
processing units itself.
[0011] A second data processing structure according
to the present invention comprises two dimer-like data
processing structure units each described above, and
connection means for electrically connecting a first or
second data processing unit of one of the data process-
ing structure units with a first or second data processing
unit in the other data processing structure unit.
[0012] A third data processing structure according to
the present invention comprises two trimer-like data
processing structure units each described above, and
connection means for electrically connecting a first, sec-
ond, or third data processing unit of one of the data
processing structure units with a first, second, or third
data processing unit in the other data processing struc-
ture unit.
[0013] In the second and third data processing struc-
tures constructed by a polymer-like (polymer-like) data
processing structure unit including the dimer-like and
trimer-like units, it is preferred that two data processing
structure units are arranged adjacent to each other, like
an array. Where these data processing structures com-
prise a plurality of bit lines and a plurality of word lines
crossing the bit line, it is preferred that the data process-
ing units in the data processing structure unit are pro-
vided at a cross-position between the bit lines and the
word lines.
[0014] A fourth data processing structure according
to the present invention comprises a plurality of data
processing units, and each of the data processing unit
comprises: operation means for operating first data in-
putted from other one or two or more data processing
units than each of the data processing units itself, by
one of a group of logic operations consisting of identity,
inversion, exclusive OR, OR, and AND, to generate sec-
ond data; memory means for storing the second data;
output means for outputting the second data stored in
the memory means to other one or two or more data
processing units than each of the data processing units
itself; and control means for controlling the memory
means to enable storing and outputting of the second
data.
[0015] A fifth data processing structure according to
the present invention comprises a plurality of data
processing units, and each of the data processing units
includes: operation means for operating first data input-

ted from other one or two or more data processing units
than each of the data processing units itself, by at least
two of a group of logic operations consisting of identity,
inversion, exclusive OR, OR, and AND, and for selecting
one of operation results thereof, as second data; mem-
ory means for storing the second data; output means for
outputting the second data stored in the memory means
to other one or two or more data processing units than
each of the data processing units itself; and control
means for controlling the memory means to enable stor-
ing and outputting of the second data.
[0016] The fourth and fifth data processing structures
may further comprise means for reproducing second da-
ta in the memory means, write means for inputting third
data from the outside of each data processing unit and
for writing the third data as second data, or read means
for reading data stored in the memory means.
[0017] In a sixth data processing structure according
to the present invention, a first region occupied by a data
processing unit comprising write means for inputting
third data from the outside and for writing the third data
as second data into memory means, and a read means
for reading data stored in the memory means, and a sec-
ond region occupied by a data processing unit which
does not comprise such write and read means are im-
age-fixed, and connection means for electrically con-
necting output means and input means of one or two or
more data processing units in the first and second re-
gions with each other is comprised.
[0018] A first semiconductor memory device accord-
ing to the present invention consists of a plurality of bit
lines, a plurality of word lines, and first and second mem-
ory structure units provided at a cross-position between
the bit lines and the word lines, wherein each of the first
and second memory structure units comprises input
means inputted with first data from outside, operation
means for operating the first data inputted from the input
means to generate second data, memory means for
storing the second data, output means for outputting the
second data stored in the memory means to the outside,
control means for controlling the memory means to en-
able storing and outputting of the second data, switch
means by which connection and disconnection between
the memory means and a bit line are controlled by a
word line, and connection means for electrically con-
necting the input means of the first memory structure
unit and the output means of the second memory struc-
ture unit with each other.
[0019] A second semiconductor memory device ac-
cording to the present invention consists of a plurality of
bit lines, a plurality of word lines, and first, second, and
third memory structure units provided at a cross-position
between the bit lines and the word lines, wherein each
of the first, second, and third memory structure units
comprises input means inputted with first data from out-
side, operation means for operating the first data input-
ted from the input means to generate second data,
memory means for storing the second data, output
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means for outputting the second data stored in the mem-
ory means to the outside, control means for controlling
the memory means to enable storing and outputting of
the second data, switch means by which connection and
disconnection between the memory means and a bit line
are controlled by a word line, and connection means for
electrically connecting the input means of the first mem-
ory structure unit and the output means of the second
memory structure unit with each other, as well as the
input means of the second memory structure unit and
the output means of the third memory structure unit with
each other. In this case, it is preferred that the first and
second memory structure units as well as the second
and third memory structure units are adjacent to each
other.
[0020] A third semiconductor memory device accord-
ing to the present invention consists of a plurality of bit
lines, a plurality of word lines, and a plurality of memory
structure units provided at a cross-position between the
bit lines and the word lines, wherein each of the memory
structure units comprises a plurality of input terminals
inputted with a plurality of first data items from outside,
a plurality of operation means for operating the plurality
of first data items inputted from the plurality of input ter-
minals to generate second data, memory means for
storing the second data, an output terminal for output-
ting the second data stored in the memory means to the
outside, control means for controlling the memory
means to enable storing and outputting of the second
data, switch means by which connection and disconnec-
tion between the memory means and a bit line are con-
trolled by a word line, and connection means for electri-
cally connecting the plurality of input terminals of each
of the memory structure units itself with the output ter-
minals of the plurality of memory structure units adjacent
to each of the memory structure units itself such that the
input terminals of each of the memory structure units
correspond to the output terminals of the plurality of
memory structure units adjacent to each of the memory
structure units itself.
[0021] Note that the operation means in the memory
structure unit of the first to third semiconductor memory
devices may be a logic operation means for operating
the first data by one of a group of logic operations con-
sisting of identity, inversion, exclusive OR, OR, and
AND, to generate the second data, or may comprise a
logic operation means for operating the first data by at
least two of a group of logic operations consisting of
identity, inversion, exclusive OR, OR, and AND, and se-
lection means for selecting one of operation results from
the logic operation means, as the second data.
[0022] According to the present invention, a data
processing unit itself, represented by a memory struc-
ture unit or a memory cell, is capable of autonomously
operating data from the outside, updating and storing a
result thereof, and outputting it to the outside (hereinaf-
ter, this kind of function of data processing in the data
processing unit will be called an "autonomous data

processing function"). Therefore, it is possible to realize
a unit which interacts with the outside, and as a result,
it is possible to realize dispersed data processing in the
relationship between the outside and the data process-
ing unit. The "outside" used herein means an environ-
ment other than the data processing unit. Therefore, the
"outside" naturally includes all of another data process-
ing unit, a data processing section (including a clock cir-
cuit) other than the data processing unit itself, incorpo-
rated in a data processing structure such as a semicon-
ductor memory device including the data processing
unit itself, or the outside of the data processing struc-
ture, and the like. However, it should be noted that an
identity logic operation as a kind of operation process is
included in case where data outputted to the outside
from the data processing unit itself through an output
means is taken in as data from the "outside" and sub-
jected again to the autonomous data processing in the
processing unit itself.
[0023] Although the data processing unit can be ar-
ranged so as to perform only the autonomous data
processing function as described above, the data
processing unit can be arranged so as to perform a basic
data storing function which enables writing/reading of
data by address-designation, like in case of a memory
cell in a known semiconductor memory device (herein-
after, this kind of function is called a "basic data process-
ing function").
[0024] Further, the control means which controls the
memory means to enable storing and outputting of data
is preferably a means for supplying a control command
to the memory means from the outside, in consideration
of a physical request for downsizing the area of the data
processing unit. In this case, the "outside" may be an
internal section of a data processing structure including
the data processing unit itself or an external section
thereof. In addition, an embodiment of the control
means may be a control circuit which is incorporated
separately in a data processing structure including the
data processing unit itself and which is controlled by a
signal from the outside of the data processing structure
and supplies a control command to the memory means.
[0025] In addition, according to the present invention,
it is possible to realize a dimer like data processing
structure unit consisting of two processing units which
interact with each other and a trimer-like data process-
ing structure unit consisting of three processing units
which interact with each other. However, it is naturally
possible to constitute a tetramer-like or higher data
processing structure unit by arbitrarily combining a sin-
gle processing unit and dimer-like and trimer-like data
processing units with each other. A polymer-like data
processing structure unit can be realized by electrically
connecting a plurality of data processing units. In this
kind of data processing structure unit, one data process-
ing unit may simply perform only an autonomous data
processing function, while another processing unit may
perform a basic data processing function or both of the
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basic data processing function and the autonomous da-
ta processing function. Or, all the processing units may
two of the data processing functions.
[0026] In the present application, "operation" in a data
processing unit can be replaced with "processing", and
is rather a wider concept than processing, in the point
of including, needless to say, basic logic operations rep-
resented by inversion, exclusive OR, OR, and AND, and
an identity logic operation. The identity logic operation
means operation processing which outputs inputted da-
ta unchanged substantially or finally. Therefore, simple
transfer of data is included in the identity logic operation.
The identity operation is useful when data stored in a
memory means and outputted to the outside is repro-
duced later. In addition, for example, a case where the
frequency of a reference clock supplied from the outside
or a clock circuit in a data processing structure is
changed or delayed by another clock circuit included in
the data processing unit is equivalent to performance of
a kind of "processing" on an input signal on the time axis,
and therefore, this kind of frequency-dividing processing
is included in the concept of "operation".
[0027] The selection means for selecting an appropri-
ate one of the plurality of logic operations described
above may be a means which performs the selection by
a selection command supplied from the outside, in con-
sideration of the physical request for downsizing of the
area of the data processing unit, like the control means
described above. In this case, the "outside" may be an
internal section or an external section of the data
processing structure including the processing unit, like
in the case of the control means described above. In
addition, an embodiment of the selection means may be
a selection circuit incorporated in the data processing
structure, which is controlled by a signal supplied from
the outside of the data processing structure including
the data processing unit and supplies a selection com-
mand to a selection gate.
[0028] Electric connection between a data processing
unit and the outside can be realized by a connection be-
tween the input means of the data processing unit and
the outside. Electric connection between processing
units in a polymer-like data processing structure unit can
be realized by a connection between the input means
of one processing unit and the output means of another
processing unit or the output means of the one process-
ing unit itself. Further, in consideration of the physical
request for the connection, the request for downsizing
of the data processing structure, the request from oper-
ation speeds, and other requests from design matters,
it is preferred that a polymer-like data processing struc-
ture unit between adjacent data processing units, and
desirably, between data processing units arranged clos-
est to each other.
[0029] In addition, from the idea of "polymer" in data
processing, it is possible to realize higher dispersed da-
ta processing. For example, when a logic operation too
complicated for an operation in one single data process-

ing unit is desired, a plurality of element operations re-
quired for the logic operation are assigned to two or
more data processing units constituting a polymer-like
data processing structure unit, and the logic operation
can be performed by the entire polymer. Thus, it is pos-
sible to greatly enhance the flexibility and degree of free-
dom of design of dispersed data processing by the new
idea according to the present invention.
[0030] In addition, in case where a part of a polymer-
like data processing unit does not comprise write/read
means but performs only an autonomous data process-
ing function and the rest of the data processing unit per-
forms both an autonomous data processing function
and a basic data processing function, regions may be
image-fixed respectively for the functions. Therefore,
design can be performed for every region in a first stage
of circuit design, and electric connection between re-
gions can be discussed in a subsequent second stage,
so that the flexibility and degree of freedom of design of
dispersed data processing can be greatly enhanced.
[0031] In addition, it is needless to say that the
present invention does not exclude a case where the
data processing units and the like are formed by quan-
tum elements but can be practiced with equal functions
and advantages in case where the units and the like are
formed by quantum elements.
[0032] In the present invention, an embodiments
which is not more commercial is not excluded. However,
a more actual embodiment according to the present in-
vention is, for example, a case where an array of mem-
ory cells is constructed by providing data processing
units at cross-positions between a plurality of bit lines
and a plurality of word lines. In this memory cell array,
each memory cell performs a basic data processing
function, i.e., each memory cell can perform writing or
storing and reading or outputting of data by designation
of an address through a bit line and a word line, and can
also perform an autonomous data processing function
as a feature of the present invention. That is, it is pos-
sible to exchange memory data between each memory
cell and another memory cell, to perform operation
processing on received data, and to store again an op-
eration result thereof in place of data stored originally or
store again the data stored originally itself, so that the
operation result can be outputted when the memory cell
is designated later.
[0033] In a two-dimensional memory cell array in
which a bit line and a word line cross each other, there
are normally two to four memory cells arranged closest
to a particular memory cell, and there are normally eight
or more memory cells adjacent to the particular memory
cell. In a memory cell array in which memory cells are
arranged three-dimensionally, it is apparent that the
number of memory cells closest or adjacent to a partic-
ular memory cell is more than that in a case of a normal
two-dimensional arrangement. As an actual problem,
the difference between the "closest" and "adjacent" will
be determined individually in accordance with specific
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arrangements of a plurality of memory cells in a specific
memory cell array. The data processing unit, data
processing structure unit, and data processing structure
according to the present invention can respectively be
considered as a memory cell, memory cell array, and
memory device, although they are not limited thereto.
Likewise, the concept of the "closest" and the "adjacent"
and the difference therebetween can be considered with
reference to the case of the memory cell, memory cell
array, and memory device.
[0034] In case where a data processing structure rep-
resented by a semiconductor memory device compris-
ing the memory cell array includes a plurality of data
processing structure units, these data processing struc-
ture units can be electrically connected with each other
so that data can be transferred therebetween. The con-
nection between the data processing structure units is
provided for the same object as that of the connection
between processing units in a polymer-like data
processing structure unit. That is, for example, in case
where the load of operation processing is too large for
one single data processing structure unit, the process-
ing elements constituting the operation processing are
assigned to the plurality of data processing structure
units and to one or two or more data processing units
constituting each of the plurality of structure units, and
the aimed operation processing can be performed by
the entire polymer. Therefore, as this example means,
the idea of connection between structure units enables
enhancement of the flexibility and degree of freedom of
design of a dispersed data processing. Note that it is
also preferred to make electric connection between data
processing structure units arranged adjacent to each
other or desirably arranged closed to each other in con-
sideration of the physical request for connection, the re-
quest for downsizing of the data processing structure,
the request from operation processing, and other re-
quests from design matters.

Brief Description of Drawings

[0035]

FIG. 1 is a block diagram showing a basic structure
of a single data processing unit having an autono-
mous data processing function as a first embodi-
ment according to the present invention.
FIG. 2 is a block diagram showing another basic
structure of a single data processing unit having an
autonomous data processing function as a second
embodiment according to the present invention.
FIG. 3 is a block diagram showing another basic
structure of a single data processing unit having an
autonomous data processing function as a third em-
bodiment according to the present invention.
FIG. 4 is a block diagram showing another basic
structure of a single data processing unit having an
autonomous data processing function as a fourth

embodiment according to the present invention.
FIG. 5 is a block diagram showing a basic structure
of a data processing unit having an autonomous da-
ta processing function as a fifth embodiment corre-
sponding to a modification of the first embodiment.
FIG. 6 is a block diagram showing a basic design
of a data processing unit having an autonomous da-
ta processing function as a sixth embodiment,
equivalent to a modification of the second or fifth
embodiment.
FIG. 7 is a block diagram showing a basic structure
of a dimer-like data processing structure unit as a
seventh embodiment according to the present in-
vention.
FIG. 8 is a block diagram showing a basic structure
of a trimer-like data processing structure unit as an
eighth embodiment according to the present inven-
tion.
FIG. 9 is a block diagram showing a basic structure
of another trimer-like data processing structure unit
as a ninth embodiment according to the present in-
vention.
FIG. 10 is a view showing a main part of a data
processing structure constructed by providing a da-
ta processing unit or a data processing structure
unit.
FIG. 11 is an entire view of the data processing
structure unit incorporating a main part of the data
processing structure shown in FIG. 10.
FIG. 12 is a view showing a specific example of a
data processing unit provided at an arbitrary posi-
tion in FIG. 10.
FIG. 13 is a time chart showing operation of the data
structure unit shown in FIG. 12.
FIG. 14 is a view showing another specific example
of the data processing unit provided at an arbitrary
position in FIG. 10.
FIG. 15 is a time chart showing operation of the data
structure unit shown in FIG. 14.
FIGS. 16A, 16B, and 16C are circuit configurations
showing respective examples of a data processing
unit or data processing unit structure according to
the present invention.
FIG. 17 is a circuit configuration showing each ex-
ample of a data processing unit or data processing
unit structure according to the present invention.
FIG. 18 is a circuit configuration showing each ex-
ample of a data processing unit or data processing
unit structure according to the present invention.
FIGS. 19A, 19B, 19C, and 19D are block diagrams
and partial explanation views showing a basic struc-
ture constructed by four or more data processing
units, as a tenth embodiment according to the
present invention.
FIGS. 20A and 20B are data views showing an ex-
ample of operation processing result operated by a
semiconductor memory device and stored in itself.
FIG. 21 is a block diagram showing an example in

9 10



EP 1 475 717 A2

7

5

10

15

20

25

30

35

40

45

50

55

which a parity setting circuit is incorporated in a dim-
er-like data processing unit according to the present
invention.
FIG. 22 is a block diagram showing an example in
which a parity setting circuit is incorporated in a trim-
er-like data processing unit according to the present
invention.
FIG. 23 is a circuit diagram showing an example of
a parity setting circuit.
FIG. 24 is a circuit diagram showing an example of
a parity setting circuit.

Best Mode of Carrying Out the Invention

[0036] In the following, with reference to the figures,
preferred embodiments according to the present inven-
tion will be explained. In the following plurality of figures,
common or similar elements will be denoted by common
reference numerals except for a case where a distinc-
tion is particularly made.

[First Embodiment]

[0037] FIG. 1 is a block diagram showing a first em-
bodiment, i.e., a basic structure of a single data process-
ing unit having an autonomous data processing func-
tion. As shown in this figure, one single data processing
unit have necessary components of an input means 1,
an operation means 2, a memory means 3, an output
means 4, and a control means 5, and is distinguished
from the outside. Data supplied from the outside is in-
putted into the input means 1. The data outputted from
the input means 1 is supplied as first data to the opera-
tion means 2. The operation means 2 subjects the sup-
plied first data to an operation and generates second
data. The second data is supplied from the operation
means 2 to the memory means 3 and stored in the mem-
ory means 3. The second data stored in the memory
means 3 is supplied to the output means 4 and is further
supplied to the external device. The control means 5
controls the memory means 3 to enable storing and out-
putting of the second data in the memory means 3. Al-
though it suffices that the input means 1 consists of an
input terminal or a group of input terminals, the input
means 1 may comprise a decoder for encoding data to
be inputted for subsequent data processing. In preferred
embodiments, the operation means 2 comprises a cir-
cuit or a group of circuits for performing a basic logical
operation represented by identification, inversion, ex-
clusive OR, logical OR, and AND, or a circuit or a group
of circuits for the other data processing. The memory
means 3 is a dynamic or static data storage means. A
basic structure including a data storage capacitor and a
switch element connected thereto is sufficient for the dy-
namic data storage means, as represented by a DRAM
(Dynamic Random Access Memory) cell. The static data
storage means is a temporary memory means repre-
sented by a SRAM (Static Random Access Memory) cell

or a latch circuit. The output means 4 consists of an out-
put terminal or a group of output terminals. Note that the
control means 5 contains a refresh circuit not shown, in
case where the memory means 3 is a dynamic data stor-
age means. Although a circuit having a known structure
in a DRAM is sufficient as the refresh circuit, it is rare
that every data processing unit has one refresh circuit
since it conflicts a request for down-sizing of a device.
It is known that one refresh circuit is provided for a plu-
rality of data processing units.

[Second Embodiment]

[0038] FIG. 2 relates to a second embodiment accord-
ing to the present invention and is a block diagram show-
ing another basic structure of a single data processing
unit having an autonomous data processing function.
The second embodiment has a structure in which the
first embodiment is added with a data reproduction
means 6. The data reproduction means 6 has a function
of feeding back an output from the memory means 3 as
an output to the memory means. However, the output
from the memory means 3 may be fed back as an input
to the operation means 2, and an identification operation
may be performed in the operation means. The result
therefrom may be inputted to the memory means 3 (in-
dicated by an arrow a of a broken line in FIG. 2). In ad-
dition, the input to the data reproduction means needs
not be an output from the memory means 3 as described
above, but may be a direct output (indicated by a broken
line b in the same figure) from the output means 4 and
may be an output branched from a terminal by which the
output means provides an output to the outside.
[0039] The data reproduction means 6 has a function
of storing again data equivalent or equal to second data
into the memory means after the memory means 3 out-
puts the second data to the outside. As a result of this,
the memory means 3 is not limited to a latch function of
simply storing temporarily second data but has a mem-
ory function of storing second data for a long time period.
Where this memory function is emphasized, it may be
appropriate that the data processing unit according to
the present invention is called a memory structure unit.

[Third Embodiment]

[0040] FIG. 3 relates to a third embodiment according
to the present invention and is a block diagram showing
a structure in which a write means 7 for writing data from
the outside into the memory means 3. Where the mem-
ory means 3 is a memory cell and data is written into the
memory cell through a bit line, the bit line and a circuit
for driving the bit line is a write means which can be un-
derstood most easily. In this case, a means for desig-
nating an address of the memory cell (e.g., a word line
or a circuit for driving the word line) is contained in the
control means 5.
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[Fourth Embodiment]

[0041] FIG. 4 relates to a fourth embodiment accord-
ing to the present invention and is a block diagram of a
structure in which the first embodiment is further added
with a read means 8 for reading second data stored in
the memory means 8 to the outside. Where the memory
means 3 is a memory cell and data is read out into the
memory cell through a bit line, the bit line and a circuit
for driving the bit line is a read means which can be un-
derstood most easily. In this case, a means for desig-
nating an address of the memory cell (e.g., a word line
or a circuit for driving the word line) is contained in the
control means.
[0042] Note that it is normal to comprise the write
means 7 indicated in the third embodiment together with
the read means 8, as indicated by a broken line in FIG.
4, where the memory cell provided at a cross point of
the bit line and the word line is the memory means 3.

[Fifth Embodiment]

[0043] FIG. 5 relates to a fifth embodiment according
to the present invention and is a block diagram of a data
processing unit having an autonomous data processing
function equivalent to a modification of the first embod-
iment. In the figure, a plurality of first data items are in-
putted to the operation means 2 through the input
means 1. In this embodiment, the operation means 2
comprises a logical operation circuit 21 which is inputted
with first data and logically operates the first data to out-
put an operation result of 1 or 2 or more, and a selection
means 22 which selects an output of the logical opera-
tion circuit. Operation of the selection means 22 is con-
trolled by a selection control means 23. The logical op-
eration circuit 21 has a structure in which a NAND gate
21a and a NOR gate 21b are arranged in parallel such
that the gates 21a and 21b respectively and independ-
ently output logical operation results. However, the log-
ical gates are not limited to NAND and NOR gates, but
may be of AND, OR, exclusive OR, exclusive AND, or
inversion or may be of an identification logic which di-
rectly maintains first data unchanged. Although depend-
ing on the request for downsizing of the circuit, a com-
bination of these logical gates may be the logic opera-
tion circuit 21a.
[0044] Further, the simplest structure of the selection
means 22 is obtained by pass transistors each of which
a gate electrode connected to the selection control
means 23, opens/closes a gate in accordance with a
control signal from the selection control means, and has
other two electrodes connected to an output end of the
logical operation circuit 21a and an input end of the
memory means 3. The pass transistors correspond in
number to the logic gates. The selection means 22 may
be a multiplexer subjected to timing control by the se-
lection control means. In any form of selection means,
the selection means 22 selects only one from one or two

or more outputs of the logic gates and outputs the one
to the memory means 3. The selection control means
23 controls operation of the selection means 22 through
a control line not shown from a circuit separately provid-
ed in a device including the data processing unit accord-
ing to the embodiment 5 or a circuit provided in the out-
side. Note that the operation of the selection means 23
and the operation of the memory means 3 are synchro-
nized, so that the control means 5 and the selection con-
trol means 23 are driven in synchronization.
[0045] Another structure of the selection means 22 is
a programmable logic array circuit. The programmable
logic circuit selectively outputs a necessary operation
result from a plurality of inputted operation results,
based on a pre-programmed logic. In this case, a circuit
which generates a program signal for preprogramming
the programmable logic circuit corresponds to the se-
lection control means 23.

[Sixth Embodiment]

[0046] FIG. 6 relates to a sixth embodiment according
to the present invention and is a block diagram of a basic
concept of a data processing unit having an autono-
mous data function equivalent to a modification of the
second or fifth embodiment. In this figure, a plurality of
first data items are inputted to the operation means 2
through the input means from the outside. The operation
means 2 is inputted with the output of the memory
means 3, like a feedback. The plurality of first data items
are inputted to the AND logic gate in the logic operation
circuit 21, and the logical operation results are outputted
to the selection means. A feedback-like input from the
memory means 3 is outputted to the selection means
directly or through two inversion logic gates connected
in series. The selection means 33 controlled by the se-
lection control means 23 alternatively outputs inputted
data as second data to the memory means 3. The logic
gate which processes the first data items needs not be
limited to one AND logic gate like this embodiment, but
a plurality of gates and/or different kinds of gates may
be used as far as logical operation results are outputted
to the selection means 22.
[0047] According to the sixth embodiment, by the se-
lection control means 23 and the control means 5, first
data from the outside is logically operated to select a
desired result, and this is stored as second data into the
memory means 3 and can be outputted to the outside
from the memory means. Further, the data can be out-
putted and fed back through the operation means 2 and
stored again in the memory means 3. Note that second
data needs not be stored through the operation means
2, but may be directly written into the memory means 3
by the write means 7 indicated by a broken line in FIG.
6. In addition, the output of second data to the outside
needs not be through the output means 4, but may be
carried out by the read means 8 indicated by a broken
line in the figure. In case where second data is outputted
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to the outside by the read means, storing of the data
again into the memory means 3 for the second data may
be carried out through a branch line 81 of a signal line
between the read means 8 and the memory means 3.

[Seventh Embodiment]

[0048] FIG. 7 relates to a seventh embodiment ac-
cording to the present invention and is a lock diagram
showing a basic structure of a dimer-like data process-
ing structure unit constructed by serially connecting first
and data processing units (or memory structure units
where the memory function is considered more impor-
tant) each having an autonomous data processing func-
tion.
[0049] Although both of the first and second data
processing units are data processing units according to
the first embodiment, these units may be any of data
processing units according to the second to sixth em-
bodiments. In this figure, input means 101 and 102 are
inputted with first data from the outside, perform a pre-
determined operation on the inputted first data to gen-
erate second data, and output the second data. In ad-
dition, the operation means may contain, for example,
a logical operation circuit, a selection means, and a se-
lection control means like the fifth embodiment de-
scribed above, although not shown in the figures. Mem-
ory means 301 and 302 store the outputted second data,
and output means 401 and 402 output the second data
stored in the memory means to the outside. Control
means 501 and 502 control operation of storing and out-
putting of the second data of the memory means 301
and 302, respectively. Data reproduction means 601
and 602 reproduce or store again the second data out-
putted from the memory means 301 and 302 into the
memory means. Write means 701 and 702 are inputted
with third data from the outside and write the data into
the memory means 301 and 302 of the first and second
data processing units, respectively. The memory means
stores and outputs the third data as second data. Read
means 801 and 802 are means which are provided sep-
arately from the output means 401 and 402 and read
the second data stored in the memory means 301 and
302, respectively. An output means 401 of the first data
processing unit is electrically connected to one of input
means 102 of the second data processing unit. A con-
nection means 9 which realizes this connection is nor-
mally a wire made of a conductive material such as a
metal layer or a polysilicon layer rendered highly con-
ductive by implantation of impurities, in a semiconductor
device.
[0050] The input means 102 of the second data
processing unit receives an input of first data from the
outside other than an output of the first data processing
unit. In this kind of dimer-like data processing structure
unit, operations of the first and second data processing
units are synchronized with each other. From this mean-
ing, it is more preferable and practical that the control

means 501 and 502 are dealt with as one control means
500. Where the data processing structure units are ar-
ranged like an array, an address of a particular data
processing unit is specified and writing and reading of
data are carried out, as for the write means 701 and 702
and the read means 801 and 802. Therefore, it is more
preferable that each of these means is dealt with as one
writing means 700 or a reading means 800.
[0051] According to the dimer-like data processing
structure units, one operation process is divided for two
operation means, and the one operation process can be
performed as a whole. Therefore, the area of one of the
data processing units is not excessively large in com-
parison with the other data processing unit, and a well-
balanced structure is obtained. Therefore, the structure
unit is preferable for design of a data processor con-
structed by an array arrangement of a plurality of data
processing units. In addition, since two data processing
units can be dealt with as one, the entire design of the
data processor can be facilitated.
[0052] FIG. 21 shows a specific example in view of an
operation function of this kind of dimer-like data
processing structure unit. That is, in the specific exam-
ple shown in FIG. 21, a parity setting circuit can be
formed by using a plurality of exclusive OR circuits a, b,
c, and d for operation functions 201 and 202 of the dim-
er-like data processing unit 36 according to the present
invention.
[0053] This logic circuit is divided into two regions in-
dicated by broken lines in the figure, and the two regions
are distributed for operation means 201 and 202 as two
data processing units constituting a dimer-like data
processing structure unit. Connections required be-
tween the two regions are obtained by a connection
mean 9. The dimer-like data processing structure unit
completed in this manner and shown in FIG. 21 is equiv-
alent to a logic circuit 53 shown in FIG. 23 with respect
to the contents of operations actually performed. That
is, signals D0 to D8 in the respective circuits operation-
ally correspond to each other.
[0054] In the operation of the parity circuit, an output
Q is H when a data input is of an odd-numbered parity,
where an even-numbered/odd-numbered input is L. In-
versely, the output is H is when the data input is an even
number where the even-numbered/odd-numbered input
is H.
[0055] Further, in FIG. 22, a similar parity setting cir-
cuit is realized by a trimer-like data processing structure
unit 40 and is trimer-like data processing structure units
39, 41, and 43. Needless to say, signals D0 to D8 in the
circuits in FIGS. 22 and 23 correspond to each other. In
addition, signal terminals D4 of the data processing
structure units 39, 41, and 43 are respectively connect-
ed by connection means 901 and 902.
[0056] In addition, FIG. 24 shows an embodiment of
another parity circuit. In this figure, parity circuits 55 can
be layered in any stages. The example of the figure
shows a case of four stages, and parity check of data of
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12-bit is enabled. However, this kind of parity circuit can
be easily incorporated in a structure having another log-
ic circuit.

[Eighth Embodiment]

[0057] FIG. 8 relates to an eighth embodiment of the
present invention and is a block diagram showing a ba-
sic structure of a trimer-like data processing structure
unit constructed by connecting first, second, and third
data processing units (or memory structure units) in se-
ries. Three data processing units in this figure may be
any of the data processing units according to the first to
sixth embodiments. The three data processing units re-
spectively have input means 101, 102, and 103, opera-
tion means 201, 202, and 203, memory means 301, 302,
and 303, output means 401, 402, and 403, and data re-
production means 601, 602, and 603.
[0058] Respective means of the first, second, and
third data processing units are collected together and
indicated in as an input means 100, an operation means
200, and a memory means 300 by broken lines. In this
manner, the units can be understood as one data
processing unit as a whole. This respect is common to
the case of the dimer-like data processing structure unit.
Note that a control means 500 for controlling the mem-
ory means 301, 302, and 303, a write means 700, and
a read means 800 are indicated in collected form like in
case of FIG. 7. A connection means 901 electrically con-
nects the output means 401 of a first data processing
unit with an input means 102 of a second data process-
ing unit, and a connection means 902 electrically con-
nects an output means 402 of the second data process-
ing unit with an input means 103 of a third data process-
ing unit. The connection means are normally wires
made of a conductive material in a semiconductor de-
vice, as described before.

[Ninth Embodiment]

[0059] FIG. 9 relates to a ninth embodiment according
to the present invention and is a block diagram showing
a basic structure of a trimer-like data processing struc-
ture unit equivalent to a modification of the eighth em-
bodiment. The data processing unit structure in this fig-
ure is different from that of FIG. 8 in the point that first
and second data processing units are connected in par-
allel to a third data processing unit. That is, output
means of the first and second data processing units are
electrically connected with an input means of the third
data processing unit through connection means 903 and
902, respectively. However, even in this case, this trim-
er-like data processing unit can be regarded as one data
processing unit, as a whole, in which the input means
100, operation means 200, memory means 300, output
means 400, and control means 500 are essential ele-
ments while the data reproduction means 600, write
means 700, and read means 800 are additional ele-

ments. Although the data processing structure in FIGS.
8 and 9 consists of three data processing units, it is in-
ductively apparent that four or more data processing
units may constitute a data processing structure or a da-
ta processing structure unit which constitutes a data
processing structure.
[0060] Thus, according to a trimer-like data process-
ing structure unit or a higher polymer-like data process-
ing structure unit, one operation process is decomposed
into three or more operation process elements, and the
elements are assigned to three or more operation
means, so that the one operation process can be per-
formed as a whole. This can hinder the area of a partic-
ular data processing unit from being excessively large
in comparison with another data processing unit and
leads to a physically well-balanced local structure, in
such a polymer-like type data processing structure unit.
In addition, according to this kind of structure unit, there
is provided a design unit preferable for design of the en-
tire data processing constructed by an array arrange-
ment of a plurality of data processing units.
[0061] Note that FIG. C shows an example in which
one operation process is divided into three or more op-
eration process elements which are respectively as-
signed to three or more operation means, and the
means are made perform the one operation process, as
a whole. In this figure, a trimer-like data processing
structure unit is shown and one operation process real-
ized by the entire structure unit is parity setting. A logic
circuit which performs the processing of this parity set-
ting is shown in FIG. D. This logic circuit is divided into
three regions Z1, Z2, and Z3 indicated by broken lines
in the figure, and the three regions are assigned to three
data processing units of operation means 201, 202, and
203, and necessary connections between the three re-
gions re performed by connection means 9. A trimer-
liike data processing structure unit completed in this
manner and shown in FIG. C is equivalent to the logic
circuit shown in FIG. D, with respect to the contents of
an operation actually performed.
[0062] FIG. 10 shows a main part of a data processing
structure constructed by providing data processing units
shown in FIGS. 1 to 6 or data processing structure units
shown in FIGS. 7 to 9 at positions of S11 to Sk1, like an
array or matrix. Note that FIG. 10 can be understood as
being illustrated such that the data processing structure
unit shown in FIGS. 7 to 9 are provided with a plurality
of adjacent data processing units at the data processing
units shown in FIG. 1 to 6.
[0063] In FIG. 10, like a memory cell array of a con-
ventional semiconductor memory device, S11 to Sk1 ex-
ist at cross-points between bit lines BL1 to BL1 and word
lines WL1 to WLk, and a data processing unit or data
processing structure provided at an arbitrary Smn unit
is provided. Each data processing unit or data process-
ing structure unit comprises four input means or input
ends 101 to 104, and a pad portion 410 which serves
as an input means or input end and also as an output
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means or output end. The pad portion 410 is connected
with the bit line BLm (i.e., BL1 in the figure) to respond
to inputting/outputting of data from the outside, and is
connected input means or input ends of adjacent data
processing units or data processing structures unit
through connection wires 941a, 941b, 941c ..., to enable
data inputting to the adjacent data processing units or
data processing structure units from the outside. In ad-
dition, the four input means or input ends 101 to 104 are
connected to pad portions 410a, 410b, 410c, ... of adja-
cent data processing units or data processing structure
units through the connection wires 911 to 914, respec-
tively, to receive data necessary for operation process-
ing. In the embodiment shown in this figure, the input
means or input ends (e.g., 101) of the data processing
unit or data processing structure unit positioned at an
end portion of a matrix image-fixed by positions S11 to
Sk1 are grounded.
[0064] Note that k=4 and l=4 exist in FIG. 10 and total
sixteen pieces of S are therefore found. However, the
present invention is not limited to this specific embodi-
ment. In addition, the number and arrangement of input
means or input ends or a pad portion as an input means
comprised in a data processing unit Smn or a data
processing structure unit Smn at an arbitrary position
are not limited to the embodiment shown in this figure.
[0065] FIG. 11 is a view showing the entire semicon-
ductor memory device incorporating a main part of the
data processing structure shown in FIG. 10. In FIG. 11,
a plurality of matrix-like memory means 300 are con-
nected to a TCS supply circuit 31 through connection
lines TL1 to TL1, to a row decoder RD through word lines
WL1 to WLk, to a SCS supply circuit 33 through con-
nection lines CL1 to CLk, and to a sense amplifier SA
and a column decoder CD through bit lines BL1 to BL1.
Further, the row decoder RD is connected to a row ad-
dress buffer RAB and the row decoder CD is connected
to a column address buffer CAB.
[0066] In the structure described above, the regions
of the data processing unit Smn or data processing
structure unit Smn are arranged like a matrix as shown
in FIG. 10. The structure is similar to a conventional
semiconductor memory device, in the points that an ar-
bitrary address of the data processing unit Smn or data
processing structures Smn is designated through the
row address buffer and row decoder RD as well as
through the column address buffer, and the column de-
coder CD and data stored in the memory means at the
address is read out to the outside by the sense amplifier
SA or data is written at an arbitrary address Smn des-
ignated.
[0067] The embodiment according to the present in-
vention is characterized by including a TCS supply cir-
cuit for supplying a memory means operation control
signal TCS is for controlling the operation of storing,
reading, and writing in the memory means 3 mn of the
data processing unit Smn or data processing structure
unit Smn arranged at an arbitrary address, as a control

means 6 mn to the data processing unit or data process-
ing structure unit through the signal supply line TLn, and
a SCS supply circuit for supplying a selection means op-
eration control signal SCS for controlling the operation
of the selection means 22 mn of the data processing unit
or data processing structure unit provided at an arbitrary
address Smn, as a selection control means 23 mn, to
the data processing unit or data processing structure
unit through the signal supply line CLn. In the figure, the
TCS supply circuit and SCS supply circuit supply signals
through a TLn parallel to column lines BLn and CLn par-
allel to row lines WLn. However, TLn and CLn need not
be arranged respectively in the column line direction and
the row line direction. Although another embodiment ac-
cording to the present invention, shown in FIG. 12, is a
typical example, connection lines CL1 to CLk need not
be provided if there is another portion which performs a
function equivalent to the SCS supply circuit 33.
[0068] Note that respective circuits constituting the
data processing structure unit shown in FIG. 11 is tim-
ing-controlled with reference to a base clock signal not
shown.
[0069] FIG. 12 shows a specific example of a data
processing unit provided at an arbitrary position Smn in
FIG. 10.
[0070] The data processing unit at this portion com-
prises input ends 121 to 124, an output end 412, a bit
line BLn, and a word line WLm, as shown in FIG. 10,
and many elements cited below, which are not shown in
FIG. 10, are shown. The elements are an operation
means 2 mn; a data reproduction means 6 mn; a latch
circuit 3 mn as a memory means; a latch trigger line TLn
for inputting, to the latch circuit, a latch trigger signal
which is a part of a control means 6 mn for controlling
operation of the latch circuit (which normally is storing
of data, writing of data from the outside, and reading of
data to the outside, and mainly is storing of data and
writing of data from the outside in case of FIG. 12) or
timings of the operation and which is necessary for the
control, and more normally, a component TCSn of the
memory means operation control signal TCS (shown in
FIG. 11) which corresponds to a n-th column; and a con-
nection switch element 512 which enables connection
between a bit line BLn and a connection node Nmn ex-
isting at a cross-point between an output line La of the
latch circuit, a lead line Lb to the output end 412, and a
wire Lc connected to the operation means 2 mn and data
reproduction means 6 mn. Further, the elements are an
operation means 2 mn comprising an operation circuit
(which is an exclusive OR circuit) 2112a for operating
first data inputted from the input ends 121 to 124 to gen-
erate a candidate of second data which can be stored
in the latch circuit 3 mn, and an identification logic circuit
2112 for reproducing an output of the second data from
the latch circuit 3 mn, as a candidate of the second data;
a selection means 2212 for selecting second data to be
stored in the latch circuit 3 mn in accordance with the
latch trigger signal TCS among outputs from the opera-
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tion means; and a selection control means 2312 for con-
trolling operation of the selection means. The selection
means 2212 operates such that the output of the iden-
tification logic circuit 2112b is selected when the selec-
tion control means 2312 is ON and the output of the ex-
clusive OR circuit 2112a is selected when the selection
control means 2312 is OFF.
[0071] The word line WLm is a part of the control
means 5 mn from the point of controlling operation of
the connection switch element 512, and also is a part of
the selection control means from the point of controlling
operation of the selection control means 2312. The bit
line BLn is a part of a write means 7 mn from the point
of writing third data from the outside as second data into
the latch circuit 3 mn, and also is a part of the read
means 8 mn from the point of outputting second data
from the latch circuit 3 mn to the outside.
[0072] Second data stored in the latch circuit 3 mn is
outputted and read out to the bit line BLn through an
output line La from the latch circuit regardless of the
latch trigger signal TCS inputted on the latch trigger line
TLn when the connection switch element 512 is turned
ON in accordance with a trigger signal inputted on the
word line WLm. In this time, the second data outputted
can also be read out to the outside from the output end
412. In addition, in this time, the switch element consti-
tuting the control means 2312 is simultaneously turned
on, so that the second data can be stored again into the
latch circuit activated by the data reproduction means 6
mn or the identification operation circuit 2112b through
the wire Lc and further by the latch trigger signal TCS
by through the selection means 2212.
[0073] The trigger signal inputted by the word line
WLm described above is considered as that component
SCSm of the selection means operation control signal
SCS (shown in FIG. 11) which corresponds to a m-th
row and which finally controls the selection means 2212
by controlling the selection control means 2312. From
this meaning, in this embodiment, it can be said that the
word line WL serves also as a selection command line
SL.
[0074] The third data inputted on the bit line BLn from
the outside is written as second data into the latch circuit
from the bit line BLn through the connection node Nmn,
the wire La, the data reproduction means 6 mn or iden-
tification operation circuit 2112b, and the selection
means 2212, i.e., along the substantially same route as
the flow of data in case of reproducing data of the latch
circuit 3 mn, where the connection switch element 512
and the switch element constituting the selection control
means 2312 are turned On in accordance with the trig-
ger signal inputted on the word line WLm.
[0075] Although FIG. 12 illustrates one single data
processing unit, a polymer-like data processing struc-
ture unit can be constructed by connecting the output
end 412 in this figure with an input end of another data
processing unit, preferably with an input end of an ad-
jacent data processing unit, or more preferably with an

input end of the most adjacent data processing unit,
through an electric connection means such as a metal
wire or conductive polysilicon. Needless to say, a data
processing structure is formed by further connecting a
plurality of data processing structure units of this kind
through an electric connection means.
[0076] Next, operation of the data structure unit
shown in FIG. 12 will further be explained with reference
to a time chart shown in FIG. 13. For convenience of
understanding, FIG. 13 defines a case of a high wave
height as an active state, but a case of a low wave height
may be actually defined as an active state. Although this
figure illustrates three operation modes as being se-
quential on the time axis, this is only an example and
the modes may actually be independent from each oth-
er.
[0077] In a mode in which data from the outside is writ-
ten, or in other words, in a mode in which third data in-
putted from the outside is stored as second data, an ad-
dress signal is inputted to an address signal terminal
(not shown in FIG. 12) like a conventional semiconduc-
tor memory device. In this address signal, the data
processing unit or data processing structure unit at an
arbitrary region Smn at an arbitrary cross-position be-
tween a word line WLm and a bit line BLn is designated
as a write target through a row buffer and a row decoder
as well as a column address buffer and a column de-
coder (a1). Meanwhile, data to be written from a data
input terminal (not shown in FIG. 12) is inputted onto a
bit line BLn (a2). When a memory means operation con-
trol signal TCSn as a write command of data is inputted
to the latch trigger line TLn and the latch circuit 3 mn is
activated into a writable state (a3), the data is stored
into the latch circuit through a connection switch ele-
ment 512, a connection node Nmn, a wire La, a data
reproduction means 6 mn or identification logic circuit
2112b, and a selection means 2212. Second data stored
in the latch circuit 3 mn is outputted from the output end
412 to the outside (including an input end or input means
of another data processing unit) (a4).
[0078] In a mode in which reading to the outside is
performed, or in other words, in a mode in which second
data is outputted to the outside by a read means such
as a bit line BLn, a data processing unit or data process-
ing structure unit at a cross-position between a word line
WLm and a bit line BLn is designated by an address
signal (b1). Further, data stored in the data processing
unit or data processing structure unit is read out as a
potential of the connection node Nmn on the bit line BLn
by a sense circuit (b2).
[0079] In an inputting/operating/storing/outputting
mode as a further another mode, four kinds of first data
items to be operated are inputted simultaneously or sub-
stantially simultaneously to the input ends 121 to 124
from the outside (c1). Note that inputting of first data
from an input end (c1, d1, e1, f1) and outputting of sec-
ond data from an output end (a4, c3, d3, e3) occur sub-
stantially at the same time, where a time delay caused
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by operation, selection of an operation result, and stor-
ing of selected data is not considered or is negligibly
small.
[0080] First data inputted at a timing of C1 is operated
and processed by the exclusive OR circuit 2112a, and
the operation result thereof is inputted to the selection
means 2212, together with an output of the identification
logic circuit 2112b. The selection means 2212 outputs
the operation result of the exclusive OR circuit 2112a
when the selection control means 2312 is OFF, and out-
puts the output of the identification logic circuit 2112b
when the selection control means 2312 is ON, as sec-
ond data toward the latch circuit 3 mn. Storing of the
second data to the latch circuit 3 mn is performed when
a memory means operation control signal TCSn is in-
putted as a write command of data into the latch trigger
line TLn and the latch circuit 3 mn is activated into a
writable state (c2). In this time, the potential of the con-
nection node Nmn corresponds to the second data
stored in the latch circuit Nmn, and therefore, data
equivalent to the second data is outputted to the outside
from the output end 412 (c3). The second data outputted
from the output end 412 to the outside can be inputted
as first data into an input end or input means of another
data processing unit or data processing structure unit,
or preferably, an adjacent data processing unit or data
processing unit, through an appropriate electric connec-
tion means 9 (e.g., 901 and 902 in FIG. 8 and 902 and
903 in FIG. 9).
[0081] Like the explanation described above, when
inputting of first data from input ends 121 to 124 subse-
quently occurs (d1, e1, f1, ...), data equivalent to the
second data is outputted to the outside from an output
end 401 (c3, d3, e3, ...)where the latch circuit 3 mn is
activated into a writable state (d2, e2, f2, ...).
[0082] FIG. 14 shows another specific example of a
data processing unit provided at an arbitrary position
Smn in FIG. 10. This specific example is complicated
more than the specific example shown in FIG. 12, and
is different therefrom in the point of using a decode cir-
cuit as a selection means to control the selection means
by a selection control signal on the command line.
[0083] The data processing unit shown in FIG. 14
comprises input ends 141 to 144, an output end 414, a
bit line BLn, a word line WLm, and further comprises an
operation means 2 mn, a data reproduction means 6
mn, a latch circuit 3 mn as a memory means, a latch
trigger line TLn for inputting, to the latch circuit, a latch
trigger signal which is a part of a control means 5 mn for
controlling operation of the latch circuit (which normally
is storing of data, writing of data from the outside, and
reading of data to the outside and mainly is storing of
data and writing of data from the outside in case of FIG.
13) or timings of the operation and which is necessary
for the control, and more normally, a component TCSn
of the memory means operation control signal TCS
(shown in FIG. 11) which corresponds to a n-th column,
and a connection switch element 514 which enables

connection between the bit line BLn and a connection
node Nmn existing at a cross-point between an output
line La of the latch circuit, a lead line Lb to the output
end 414, and a wire Lc connected to the operation
means 2 mn and data reproduction means 6 mn. Fur-
ther, comprised are a group of logic operation circuits
comprising an exclusive OR circuit 2114a, a OR circuit
2114b, a NAND circuit 2114c, an inversion logic circuit
2114d, and an identification logic circuit 2114e. Respec-
tive logic operation circuits except for the identification
logic circuit 2113e operate first data inputted from the
input ends 141 to 144, to generate a candidate of sec-
ond data which can be stored into the latch circuit 3 mn.
Further, there is provided a decoder circuit 2214 as a
selection means for selecting second data to be stored
in the latch circuit 3 mn in accordance with the latch trig-
ger signal TCS. The identification logic circuit 2114e in
this figure has a function of reproducing an output of sec-
ond data from the latch circuit 3 mn, as a candidate of
second data. The decoder circuit 2214 has not only the
function as a selection means, but also has a function
as a selection control means 2314 for controlling the op-
eration as the selection means, driven by that compo-
nent SCSm of the selection means operation control sig-
nal SCS which corresponds to a m-th row, inputted
through SLm as a m-th row component of a selection
command line SL. To summarize, an arbitrary operation
result can be selected as second data to be stored in
the latch circuit 3 mn, by controlling the decoder circuit
2214/2314 by the selection means operation control sig-
nal SCSm.
[0084] Although three selection command lines SLm
are illustrated in FIG. 14, selection of eight kinds of out-
puts of logic operation circuits at most can be performed
by the decoder circuit 2214/2314 where there are three
command lines. However, in a more practical embodi-
ment, since a data processing structure unit is designed
under a requisite of not excessively increasing the area
occupied by a region Smn on a semiconductor sub-
strate, a data processing unit or data processing struc-
ture unit is constructed by logic operation circuits less
than eight.
[0085] Like the case of the embodiment shown in FIG.
12, the following can be applied to the embodiment
shown in FIG. 14. The word line WLm is a part of the
control means 5 mn from the point of controlling opera-
tion of the connection switch element 514. The bit line
BLn is a part of a write means 7 mn from the point of
writing third data from the outside as second data into
the latch circuit 3 mn, and also is a part of a read means
8 mn from the point of outputting second data from the
latch circuit 3 mn to the outside. Second data stored in
the latch circuit 3 mn is read out to the bit line BLn
through an output line La from the latch circuit regard-
less of the latch trigger signal TCS inputted on the latch
trigger line TLn when the connection switch element 514
is turned ON in accordance with a trigger signal inputted
on the word line WLm. In this time, the second data read
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out can also be read out to the outside from the output
end 414. In addition, the second data can be stored
again into the latch circuit 3 mn activated by the latch
trigger signal TCS, through the decoder circuit
2214/2314 controlled by the data reproduction means 6
mn or the identification operation circuit 2112e through
the wire Lc and further by the signal SCSm on the se-
lection command line SLm.
[0086] The third data inputted on the bit line BLn from
the outside is written as second data into the latch circuit
3 mn from the bit line BLn through the connection node
Nmn, the wire La, the data reproduction means 6 mn or
the identification operation circuit 2114b, and the decod-
er circuit 2214/2314, i.e., along the substantially same
route as the flow of data in case of reproducing data of
the latch circuit 3 mn, where the connection switch ele-
ment 512 in accordance with the trigger signal inputted
on the word line WLm and the decoder circuit 2214/2314
is activated.
[0087] Although FIG. 14 illustrates one single data
processing unit like the case of FIG. 12, a polymer-like
data processing structure unit can be constructed by
connecting the output end 414 in this figure with an input
end of another data processing unit, preferably with an
input end of an adjacent data processing unit, or more
preferably with an input end of the most adjacent data
processing unit, through an electric connection means
such as a metal wire or conductive polysilicon.
[0088] Next, the operation of the data structure unit
shown in FIG. 14 will further be explained with reference
to a time chart shown in FIG. 15. For convenience of
understanding, FIG. 15 defines a case of a high wave
height as an active state like the case of FIG. 13, but a
case of a low wave height may be actually defined as
an active state. Although this figure illustrates three op-
eration modes as being sequential on the time axis, this
is only an example and the modes may actually be in-
dependent from each other.
[0089] In a mode in which data from the outside is writ-
ten, an address signal is inputted to an address signal
terminal (not shown in FIG. 14). By this address signal,
the data processing unit or data processing structure
unit at an arbitrary region Smn at an arbitrary cross-po-
sition between a word line WLm and a bit line BLn is
designated as a write target through a row buffer and a
row decoder as well as a column address buffer and a
column decoder (a10). Meanwhile, data to be written
from a data input terminal (not shown in FIG. 14) is in-
putted onto a bit line BLn (a20). The data is stored as
second data into the latch circuit through a connection
switch element 512, a connection node Nmn, a wire La,
a data reproduction means 6 mn or an identification logic
circuit 2112b, and a decoder circuit 2214/2314, when a
memory means operation control signal TCSn as a write
command of selected data is inputted to a latch trigger
line TLn, the latch circuit 3 mn is activated into a writable
state (a30), a selection control signal SCSm as a selec-
tion command of an identification logic operation result

is further inputted to the decoder circuit 2214/2314, and
the decoder circuit is activated (a40). Data equivalent to
the second data can be outputted through an output end
414 to the outside (a50).
[0090] In a mode in which reading to the outside is
performed, a data processing unit or data processing
structure unit at a cross-position between a word line
WLm and a bit line BLn is designated by an address
signal (b10). Further, data stored in the data processing
unit or data processing structure unit is read out as a
potential of the connection node Nmn on the bit line BLn
by a sense circuit (b20).
[0091] In an inputting/operating/storing/outputting
mode, four kinds of first data items to be operated are
inputted simultaneously or substantially simultaneously
to input ends 141 to 144 from the outside (c10). Note
that inputting of first data from an input end (c10, d10,
e10, f10) and outputting of second data from an output
end (a40, c30, d30, e30) occur substantially at the same
time, where a time delay caused by operation, selection
of an operation result, and storing of selected data is not
considered or is negligibly small.
[0092] First data inputted from the input ends 141 to
144 is processed by a group of logic operation circuits
2114a to 2114d except the identification operation circuit
2114e, and respective operation results are inputted to
the decoder circuit 2214/2314, together with the opera-
tion result of the identification circuit 2114e. The decoder
circuit 2214/2314 is controlled by a selection command
signal SCSm on a selection command line SLm, and
outputs an arbitrary logic operation result as second da-
ta to the latch circuit 3 mn (c20). Storing of the second
data into the latch circuit 3 is generally carried out when
a memory means operation control signal TCSn as a
write command of data is inputted into the latch trigger
line TLn and the latch circuit 3 mn is activated into a
writable state (c30). Since the potential of the connec-
tion node Nmn in this time corresponds to the second
data stored in the latch circuit 3 mn, data equivalent to
the second data is outputted to the outside from the out-
put end 412 (c40). The second data outputted from the
output end 401 to the outside can be inputted as first
data into an input end or input means of another data
processing unit or data processing structure unit, or
preferably, an adjacent data processing unit or data
processing unit, through an appropriate electric connec-
tion means 9 (e.g., 901 and 902 in FIG. 8 and 902 and
903 in FIG. 9). Like the explanation described above,
when inputting of first data from the input ends 121 to
124 subsequently occurs (d10, e10, f10, ...), the decod-
er circuit 2214/2314 performs selection operation (d20,
e20, f20, ...). Further, data equivalent to the second data
is outputted to the outside from the output end 401 (d40,
e40, f40, ...) where the latch circuit 3 mn is activated into
a writable state (d20, e20, f20, ...).
[0093] FIGS. 16A, 16B, and 16C are circuit configu-
rations showing examples of a data processing unit or
data processing unit structure according to the present
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invention. In each of FIGS. 16A, 16B, and 16C, arbitrary
selection command lines SLmn, latch trigger lines
TLmn, and the arrangement relationship thereof with re-
gions Smn are shown. Although a region Smn is provid-
ed with a data processing unit or a data processing
structure unit as described above, a plurality of data
processing units or data processing structure units, e.
g., two, three, or more units may be provided for one
(common) selection command line or latch trigger line.
[0094] FIG. 16A shows a case where a selection com-
mand line TLmn and a latch trigger line are used in com-
mon in data processing units or data processing struc-
ture units in arbitrary regions arranged in the row direc-
tion. FIG. 16B shows a case where selection command
lines TLmn ... are used in common in data processing
units or data processing structure units in arbitrary re-
gions arranged in the row direction. In addition, FIG. 16C
shows a case where selection command lines TLmn ...
and latch trigger lines Smn ... are used in common in
data processing units or data processing structure units
in arbitrary regions arranged in the column direction.
[0095] In these examples, all the adjacent data
processing units or data processing structure units need
not be connected to a common command line (i.e., se-
lection command line and/or latch trigger line). Every
other unit may be arranged in common, or a plurality of
data processing units or data processing structure units
provided at a more interval may be connected to a com-
mon command line.
[0096] In addition, FIGS. 17 and 18 respectively show
structure examples of data processing units or data
processing structure units according to the present in-
vention.
[0097] FIG. 17 adopts a structure in which selection
command lines TLmn ... and latch trigger lines SLmn ...
cross each other and arbitrary regions Smn are ar-
ranged at cross-positions thereof. For example, data
processing units or data processing structure units pro-
vided at S11 to S14 are connected to a common selec-
tion line SL1n, and those provided at S14, S24, S34,
and S44 are connected to a common latch trigger line
TLm4. As a result of this, as long as data processing
units or data processing structure units are connected
to a common command line, the data processing units
or data processing structure units substantially simulta-
neously perform autonomic data processing by a com-
mon command signal. If command signals are simulta-
neously inputted all the command lines, autonomic data
processing can be performed simultaneously over the
entire regions.
[0098] In addition, FIG. 18 adopts a structure in which
command selection lines and latch trigger lines are ar-
ranged in parallel with each other and arbitrary regions
Smn are provided along the direction. For example, data
processing units or data processing structure units pro-
vided at S11 to S14 are connected to a common selec-
tion command line SL1n and a common latch trigger line
TL1n. As a result of this, the data processing units or

data processing structure units perform substantially si-
multaneously autonomous data processing by a com-
mon command signal. If a command signal is simulta-
neously inputted to all the command lines, autonomous
data processing is performed simultaneously over the
entire regions, like the case of FIG. 17.

[Tenth Embodiment]

[0099] FIG. 19A relates to a tenth embodiment ac-
cording to the present invention, and is a block diagram
showing a basic structure of a data processing structure
constituted by four or more data processing units. The
data processing structure in the figure consists of, at
least, essential elements constituting a data processing
unit, i.e., an input means 1, an operation means 2, a
memory means 3, an output means 4, a control means
5, an additional means or data reproduction means 6, a
write means 7, and a read means 8. Here, each of a
plurality of memory means 3 arranged in an array con-
sisting of rows and columns comprises an input means
1 and an output means 4 (as shown in FIG. 19D illus-
trated schematically), and memory means 3, input
means 1, and output means 4 are respectively grouped
to form a memory region 300, an input region 100, and
an output region 400 (as shown in FIG. 19B together
with FIG. 19C). In addition, the operation means and a
logic operation circuit 21, a selection means 22, and a
selection control circuit 23 constituting the operation
means 2 are provided in common at the outside of the
plurality of memory means, and form an external oper-
ation region 200, as a whole. It should be noted that op-
eration results of the external operation region 200 can
be inputted again to a data processing unit designated
by an address.
[0100] To enable accessing with a memory means 3ij
of a particular address in the memory region 300, the
data structure according to the present embodiment
comprises a row address buffer for temporarily storing
a column address of an address signal, a row decoder
RD connected with the row address buffer RAM to de-
code a row address, a column address buffer CAB for
temporarily storing a column address of an address sig-
nal, a column decoder CD connected with the column
address buffer CAB to decode a column address, and
a sense amplifier SA connected to the column decoder
CD, like a conventional DRAM device or SRAM device.
[0101] The sense amplifier SA comprises a plurality
of sense circuits, and a corresponding sense circuit is
activated by an output signal of the column decoder CD,
so that access with an arbitrary memory means 3ij ex-
isting at a cross-position between a row line or word line
i (not shown in the figure) corresponding to a row ad-
dress and a column line or bit line j (not shown in the
figure) corresponding to a column address is enabled.
In this case, an address transition detection circuit (not
shown) for previously activating a necessary sense cir-
cuit on the basis of an address signal previously inputted
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may be provided, connected with the sense amplifier
SA. The sense amplifier SA is further connected to an
output circuit OC and an input circuit IC. Input data IN
from the outside of the system shown in the figure is
subjected to appropriate pre-processing represented by
impedance conversion by the input circuit IC and is sub-
sequently written into a memory means 3ij through the
sense amplifier SA. In this case, the input data IN may
be written into the memory means through the input
means 1ij of the memory means 3ij. Data stored in the
memory means 3ij is extracted through the sense am-
plifier SA, subjected to appropriate processing by the
output circuit OC, and read out as output data OUT to
the outside of the system shown in the figure. Operation
of the output circuit OC and the input circuit IC is con-
trolled by a control circuit CNT. The control circuit CNT
generates a necessary control signal on the basis of an
address signal, data previously installed, or other input
data not shown.
[0102] This embodiment will be understood easily by
supposing the memory means as a memory cell. For
example, if the memory means is supposed as a SRAM
cell, an array constructed by providing a SRAM cell at
each of cross-positions between bit lines and word lines
corresponds to the memory region 300. In addition, in
case where data is stored into an arbitrary SRAM cell
accessed through a word line and a bit line or data is
read out therefrom, an input means 1pq and an output
means 4ij at a particular memory means 3pq correspond
to an input end or an output end such as an output end
connected with an output end constantly connected to
the SRAM or a pad which can be selectively connected
with a bit line.
[0103] In the tenth embodiment, data stored in each
of the memory means of an arbitrary number of data
processing units is supplied as first data to the outside
operation region 200 from its own output means. Data
stored in the memory means may be second data re-
produced in the memory means. However, data stored
in the other memory means than the memory means
3pq of a particular data processing unit is first data in-
putted from the outside, viewed from the particular data
processing unit. Other than the data described above,
a signal INa of a part of an output of the input circuit IC
corresponding to an input signal IN from the outside of
the system shown in the figure is inputted as first data
into the outside operation region 200 through the input
means 1a. Although a signal INb (not shown) of a part
of the input signal IN may be directly inputted as a first
signal into the input means 1a, the input means 1a per-
forms appropriate pre-processing represented by im-
pedance conversion in this case, like the input circuit IC.
The rest of the signal of the input signal IN from the out-
side is a third signal and can be written as a second
signal into the memory means 3ij through the input cir-
cuit IC and the sense amplifier SA.
[0104] One or two or more first data items inputted into
the external operation region 200 are operated by the

logic operation circuit 21. The logic operation circuit 21
comprises logical operation circuit elements represent-
ed by identification, inversion, exclusive OR, exclusive
AND, OR, and AND. Which circuit elements should be
included, how many circuit elements should be includ-
ed, or what logical operation should be performed is de-
termined in consideration of, of course, contents of data
processing operations requested and external factors
such as the size of the data processing structure, sim-
plification of the structure, and the like. One or two or
more are selected from one or two or more operation
results of the logic operation circuit 21 by the selection
circuit 22 and are inputted into the output circuit OC and
the input circuit IC. The selection circuit 22 is controlled
by selection control circuit 23. The selection control cir-
cuit 23 selects an operation result of the logic operation
circuit 21, corresponding to an inputted address signal.
The selected operation result is read out as output data
OUT to the outside of the system or is written as input
data IN into the memory means corresponding to an ad-
dress signal. From this meaning, there are two kinds of
input signals IN, one being supplied from the outside
and the other being generated internally as an operation
result. However, in this embodiment, the operation re-
sult generated in an internal section can be read out as
output data OUT to the outside of the system, through
the input circuit IC and the output circuit OC controlled
by the control circuit CNT.
[0105] According to the tenth embodiment according
to the present invention, rolls as basic logic operation
elements such as exclusive OR, AND, and the like can
be assigned to operation means of respective data
processing units, and one data process can be realized
as a whole. In addition, a data processing structure
which performs an aimed data processing function can
be constructed by constituting a structure unit from a
plurality of data processing units, and by using a plurality
of such structure units. That is, an aimed data process-
ing function can be decomposed into a plurality of slight-
ly complicated logic operation elements (which are rel-
atively large elements each constructed by collecting
several basic logic operation elements), and circuit de-
sign is carried out so as to realize functions of the slightly
complicated logic operation elements in data process-
ing structure units corresponding thereto. Subsequent-
ly, circuit design can be carried out so as to complete a
data processing structure by appropriately arraying or
wiring the structure units. Dimer-like and trimer-like data
processing structure units described above are impor-
tant design units to practice such circuit design. This
kind of design method is very important in the point that
flexibility and degree of freedom of design of dispersed
data processing can be enhanced.
[0106] How many data processing units as data
processing structure units constitute a particular data
processing structure is a matter of design. However,
where attention is particularly paid to the tenth embod-
iment in which memory means 3ij are arranged like an
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array like the case of a conventional memory element,
a data processing structure unit may be constituted by
total five means consisting of one memory means and
four memory means provided closest thereto, as shown
in the figure (B), or may be constituted by total nine
means consisting of one memory means, four memory
means primarily closest thereto, and four memory
means secondarily closest thereto, as shown in the fig-
ure (C), from the viewpoint of geometrical symmetry.
[0107] FIGS. 20A and 20B are data showing exam-
ples of operation processing results operated by a sem-
iconductor memory device constituted by memory cells
adopting the invention of the present application com-
prising an exclusive OR circuit, and stored in itself. Im-
age data P stored at first in the memory cell array shown
in FIG. 20A consists of a predetermined image P0 ex-
pressed by a data value "1" and peripheral data values
"0" (which are simplified as "." in the figure). The image
data items "1" and "0" are supplied as first data for au-
tonomous operation processing in the semiconductor
memory device according to the present invention. As
a result of this operation processing, the data value as
second data of an arbitrary memory cell is "0" if it is the
same as the data value of a close peripheral memory
cell, while the data value is "1" if it is different therefrom.
Therefore, a predetermined image P0 is converted into
an image Q0 shown in FIG. 20B in which only the con-
tour of the predetermined image P0 is "1", and is stored
into the semiconductor memory device. That is, accord-
ing to the semiconductor memory device according to
the present invention in this example, for example, im-
age data taken into the semiconductor chip from the out-
side is subjected to operation processing in the semi-
conductor chip to remove noise, and the operation result
is stored as contour image data.. Thereafter, the contour
image data can be read out to an output device (includ-
ing a display device) provided outside the semiconduc-
tor memory device by a conversion read means 8 and
can be subjected to a further image processing opera-
tion or can be visualized if necessary. From this mean-
ing, the semiconductor memory device can be said to
be a semiconductor memory device including a noise
filter function.
[0108] What an additional function can be comprised
in the semiconductor memory device or data processing
structure according to the present invention depends on
how circuit design is performed, and particularly, what
logic operation is performed, and is a factor which can
be optionally determined by a designer on the basis of
technical ideas according to the present invention.
[0109] As for the present invention, it is needless to
say that various modifications can be considered within
the scope of the subject matter thereof and similar ef-
fects can be provided. For example, it is apparent that
similar advantages of the invention can be provided both
in a case of applying the present invention to a SRAM
device as a data processing unit and in a case of apply-
ing the present invention to a DRAM device, and these

modifications do not require discussions about the re-
spects belonging to the technical scope of the present
invention. Further, in case where a data processing unit,
data processing structure unit, it is apparent that data
processing structure, and/or a semiconductor memory
device according to the present invention is realized in
a quantum effect device, such a quantum effect device
belongs to the technical ideas according to the present
invention.
[0110] As has been explained above, according to the
present invention, it is possible to realize a data process-
ing unit or memory structure unit not only having a con-
ventional basic data processing function, i.e., a function
of simple writing and reading of data, but also having an
autonomous data processing function of processing or
operation-processing data inputted from the outside,
storing the data into itself, and outputting the data to the
outside if necessary. By connecting a plurality of such
data processing units or memory structure units, it is
possible to realize a data processing structure unit
which interacts with each other and performs dispersed
data processing in relation to the outside.
[0111] Further, by connecting a plurality of data
processing units, memory structure units, and/or data
processing structure units, it is possible to internally re-
alize a data processing structure or a semiconductor
memory device having a special function due to the au-
tonomous data processing function. Further, flexibility
and degree of freedom of design of dispersed data
processing can be greatly enhanced by the by polymer-
izing the data processing units and the data processing
structure units, by image-fixing arrangement regions re-
spectively for data processing functions or structure el-
ements, by subdividing an aimed operation process into
a plurality of processing elements, and by assigning the
plurality of processing elements to a plurality of data
processing units or data processing structure units, to
realize the aimed operation process as a whole, as well
as by dividing circuit design into multiple stages in the
course of carrying out them.

Claims

1. A data processing structure unit including:

- input means (101, 102) for inputting first data
from outside;

- operation means (201, 202) for operating the
first data input from the input means to generate
second data;

- memory means (301, 302) for storing the sec-
ond data;

- output means (401, 402) for outputting the sec-
ond data stored in the memory means (301,
302) to the outside;

- a plurality of data processing units having con-
trol means (501, 502) for controlling the mem-
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ory means (301, 302) to enable storing and out-
putting of the second data; and

- means (9) for electrically connecting first and
second data processing units with each other,
among the plurality of data processing units;

characterized in that at least the memory means
(301, 302) of the first and second data processing
units are arranged adjacent to each other, like an
array.

2. The unit according to claim 1,
characterized in that the operation means (201,
202) comprise in the first and second data process-
ing units are operated by a common command sig-
nal.

3. The unit according to claim 1,
further comprising:

- operation means (200) for operating first data
input from other one or two or more data
processing units than the data processing unit
itself, by one of a group of logic operations con-
sisting of identity, inversion, exclusive OR, ex-
clusive AND, OR, and AND, to generate sec-
ond data;

- memory means (300) for storing the second da-
ta;

- output means (400) for outputting the second
data stored in the memory means (300) to other
one or two or more data processing units than
the data processing unit itself; and

- control means (500) for controlling the memory
means to enable storing of the second data.

4. The unit according to claim 3,
further including data processing means (600) for
reproducing the second data in the memory means.

5. The unit according to claim 3 or 4,
comprising:

- write means (700) input with third data from out-
side of each of the data processing units, for
writing the third data as second data into the
memory means (300); and

- read means (800) for reading data stored in the
memory means (300).

6. The unit according to claim 1,
further comprising a plurality of data processing
units (Smn) each including:

- operation means (200) for operating first data
input from other one or two or more data
processing units than each of the data process-
ing units itself, by at least two of a group of logic

operations consisting of identity, inversion, ex-
clusive OR, exclusive AND, OR, and AND, and
for selecting one of operation results thereof,
as second data;

- memory means (300) for storing the second da-
ta;

- output means (400) for outputting the second
data stored in the memory means (300) to other
one or two or more data processing units than
each of the data processing units itself; and

- control means (500) for controlling the memory
means to enable storing of the second data.

7. The unit according to claim 6,
comprising:

- write means (700) input with third data from out-
side of each of the data processing units, for
writing the third data as second data into the
memory means (300); and

- read means (800) for reading the data stored
in the memory means (300).

8. The unit according to claim 1,
characterized in that the first data from the outside
include a supplied operation result of the operation
means (201, 202) included in another adjacent one
of the data processing units.
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