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Description

[0001] The invention relates to a signal processing
method and module, more particularly to a signal
processing method and module that can preserve phase
characteristics of a signal to be processed thereby.
[0002] Aconventionaldigital signal processing method
for processing audio and video signals usually adopts
Hilbert Transform or Fast Fourier Transform (FFT) to
transform data into magnitude and phase characteristics
in the frequency domain. However, in cases where the
phase characteristics of signals are not allowed to be
transmitted, or when only specified phase characteristics
of signals are transmitted, the original signal character-
istics are not preserved during processing.

[0003] In the field of audio signal processing for coch-
lear implants, due to limitations to activation patterns of
nerves and ganglion cells, current techniques only allow
transmission of magnitude characteristics in the frequen-
cy domain and extraction of important voice features,
such as transmission of fundamental frequencies and
associated overtones, or finding of larger frequency do-
main signals ("Better speech recognition with cochlear
implants”, Wilson et al., Nature 352, p. 236-238, 1991;
"Chimaeric sounds reveal dichotomies in auditory per-
ception”, Smith et al., Nature 416 (6874), p. 87-90,
2002) . In other words, phase characteristics, which are
difficult to process, as well as noise and low-volume over-
tones, which are deemed to contain unimportant infor-
mation to humans, are therefore discarded. Neverthe-
less, in order for the human central nervous system to
recognize language contexts, musical melodies, sound
sources, sound directions, etc., phase characteristics at
various frequencies are factors that are too important to
be neglected and are therefore required to be at best
preserved during transmission.

[0004] The following are some methods relevant to the
art of signal processing:

1) Only those input frequency domain data that cross
certain phases are transmitted:

In U.S. Patent No. 6,480,820, there is disclosed
a method of processing auditory data in which,
after transformation of an audio signal into fre-
quency domain data, those frequency domain
data with no axis crossing are discarded. How-
ever, in practice, frequency domain data belong-
ing to low frequencies (under 2000 Hz) and hav-
ing no axis crossings actually form a large part
of the audio signal. Hence, by discarding the fre-
quency domain data having no axis crossings,
most of the audio signal is actually lost. Moreo-
ver, in practical applications (especially in high
frequency applications), it is possible that there
maybe no smooth axis crossings under certain
analytical conditions. If interpolation is relied up-
on to generate frequency domain data with axis
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crossings for two frequency domain data with a
large phase difference therebetween, distortion
of the audio signal will result.

2) Traveling waves of basilar membrane response
are simulated:

In U.S. Patent Publication No. 20030171786,
acoustics signals are first transformed using
FFT so as to obtain a plurality of data, each of
which includes frequency magnitude and phase
characteristics. Thereafter, by simulating the
progress and delay phenomena of traveling
waves, output signals are able to stimulate the
cochlea at more accurate times. However, since
imaginary data components are discarded dur-
ing signal processing, phase characteristics and
a part of magnitude characteristics are thus dis-
carded. As a result, the original signal features
are altered, making it impossible to reconstruct
the original acoustic signal.

3) Simultaneous fast stimulation of electrodes:

In U.S. Patent No. 6,504,525, there is disclosed
a method of activating electrodes in a mul-
ti-channel electrode array of a cochlear implant
using channel specific sampling sequences.
However, in the disclosed method, the phase
characteristics are also discarded during
processing, which alters in part the features of
the original audio signal.

[0005] Furthermore, in U.S. Patent No. 6,647,297, in
a typical method of signal processing in a retinal implant
device, itis not allowed to transmit phase characteristics
of spatial frequencies of animage signal. Since the phase
characteristics are assumed to be equal, only magnitude
characteristics of brightness or color stimulus are main-
tained.

[0006] Phase characteristics are critical to preserve
the clarity of original audio and video signals ("The im-
portance of phase in signals", Oppenheim et al. , IEEE,
Proceedings, vol. 69, p. 529-541, 1981) . Therefore, if
phase characteristics at various frequencies can be pre-
served and transmitted, the extent of recognizability of
reconstructed audio and video signals will be dramatical-
ly improved.

[0007] Moreover, inorthogonalfrequency division mul-
tiplexing (OFDM) modulation systems or other systems
that require multi-phase data transmission, there is a
need for a signal processing method in which original
nulti-ghase signals are integrated into predefined phase
angles so as to permit transmission of larger volumes of
data.

[0008] Therefore, the object of the present invention
is to provide a signal processing method and module that
can preserve and transmit phase characteristics at var-
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ious frequencies.

[0009] According to one aspect of the present inven-
tion, there is provided a signal processing method for
processing a plurality of input frequency domain data
within a frequency band, each of the input frequency do-
main data having magnitude and phase characteristics
and being associated with a phase parameter that cor-
responds to the phase characteristic thereof. The signal
processing method comprises the steps of:

a) arranging the input frequency domain data in se-
quence on a variable axis;

b) rearranging positions of the input frequency do-
main data on the variable axis with reference to at
least the phase parameters of the input frequency
domain data; and

c¢) combining the rearranged input frequency domain
data that are disposed on the same position on the
variable axis to result in a plurality of processed fre-
quency domain data.

[0010] According to another aspect of the present in-
vention, there is provided a signal processing method for
processing a signal that contains input frequency domain
data, each of which is within one of a set of frequency
bands having distinct frequency ranges. Each of the input
frequency domain data has magnitude and phase char-
acteristics. The signal processing method comprises the
steps of:

a) arranging the input frequency domain data within
a same one of the frequency bands in sequence on
a variable axis; and

b) rearranging positions of the input frequency do-
main data on the variable axis with reference to a
frequency parameter that corresponds to a frequen-
cy characteristic of the same one of the frequency
bands.

[0011] According to yet another aspect of the present
invention, there is provided a signal processing module
for processing a plurality of input frequency domain data
within a frequency band, each of the input frequency do-
main data having magnitude and phase characteristics
and being associated with a phase parameter that cor-
responds to the phase characteristic thereof. The signal
processing module comprises a transforming unit, a se-
quence processing unit, and a combining unit. The trans-
forming unit arranges the input frequency domain data
in sequence on a variable axis. The sequence processing
unit is coupled to the transforming unit, and rearranges
positions of the input frequency domain data on the var-
iable axis with reference to at least the phase parameters
of the input frequency domain data. The combining unit
is coupled to the sequence processing unit, and com-
bines the rearranged input frequency domain data that
are disposed on the same position on the variable axis
to result in a plurality of processed frequency domain
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data.

[0012] The variable axis suitable in the present inven-
tion may be a time axis, a spatial axis or a visual angle
axis.

[0013] Other features and advantages of the present
invention will become apparent in the following detailed
description of the preferred embodiments with reference
to the accompanying drawings, of which:

Figure 1A is a simplified block diagram of a cochlear
implant system that employs the first preferred em-
bodiment of a signal processing method according
to this invention;

Figure 1B is a graph illustrating delay times of
traveling waves of basilar membrane that corre-
spond to twenty-two channel electrodes;

Figure 2 is a flowchart to illustrate consecutive steps
of the first preferred embodiment of the signal
processing method of this invention;

Figure 3A illustrates an input audio signal to be proc-
essedusing the signal processing method of the first
preferred embodiment;

Figure 3B illustrates an audio signal reconstructed
from results of the signal processing method of the
first preferred embodiment;

Figure 4A illustrates magnitude characteristics of fre-
quency domain data for a sampling point and ob-
tained through Fast Fourier Transformation;

Figure 4B illustrates phase characteristics of fre-
quency domain data for a sampling point and ob-
tained through Fast Fourier Transformation;

Figure 5A illustrates distribution of frequency domain
data within a first frequency band on a time axis;
Figure 5B illustrates distribution of frequency domain
data within a second frequency band on a time axis;
Figure 6A illustrates distribution of the frequency do-
main data within the first frequency band on the time
axis after sequence processing according to the sig-
nal processing method of the first preferred embod-
iment;

Figure 6B illustrates distribution of the frequency do-
main data within the second frequency band on the
time axis after sequence processing according to the
signal processing method of the first preferred em-
bodiment;

Figure 7 illustrates distribution of the frequency do-
main data within the first frequency band on the time
axis after sequence processing according to a first
modification of the first preferred embodiment;
Figure 8A illustrates how frequency domain data
within the first frequency band can be decomposed
according to a third modification of the first preferred
embodiment;

Figure 8B illustrates distribution of the decomposed
frequency domain data of Figure 8A on the time axis
after sequence processing according to the third
modification of the first preferred embodiment;
Figure 9 illustrates frequency domain data having a
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component parallel to the time axis;

Figure 10A illustrates how real and imaginary com-
ponents of the frequency domain data of Figure 9
are rearranged on the time axis according to the third
modification of the first preferred embodiment, with-
out taking into account the time-axis component;
Figure 10B illustrates how the real and imaginary
components of the frequency domain data of Figure
9 are rearranged on the time axis according to the
third modification of the first preferred embodiment,
after taking into account the time-axis component;
Figure 11Aillustrates a plurality of frequency domain
data at a common sampling point;

Figure 11B illustrates distribution of the frequency
domain data of Figure 11A on the time axis after
sequence processing according to the third modifi-
cation of the first preferred embodiment;

Figure 12A illustrates distribution of the frequency
domain data of the first frequency band on the time
axis after rearranging and combining operations;
Figure 12B illustrates distribution of the frequency
domain data of the second frequency band on the
time axis after rearranging and combining opera-
tions;

Figure 13 illustrates distribution of the frequency do-
main data of Figure 12A on the time axis after a mag-
nitude scaling operation;

Figure 14 illustrates composite channel data for a
twenty-second channel;

Figure 15 illustrates averaged frequency-band data
within the twenty-second channel;

Figure 16A illustrates distribution of frequency do-
main data of a frequency band (F4) corresponding
to the data of Figure 15 after rearranging and com-
bining operations;

Figure 16B illustrates distribution of frequency do-
main data of a frequency band (F,) corresponding
to the data of Figure 15 after rearranging and com-
bining operations;

Figure 17 is a block diagram of the preferred embod-
iment of a signal processing module according to the
present invention;

Figure 18 is a simplified block diagram of a retinal
implant system that employs the second preferred
embodiment of a signal processing method accord-
ing to this invention;

Figure 19 is a frequency spectrum generated by an
orthogonal frequency division multiplexing (OFDM)
modulation system that employs the third preferred
embodiment of a signal processing method accord-
ing to the present invention;

Figures 20A to 20D illustrate distribution of a first set
of frequency domain data to be processed using the
signal processing method of the third preferred em-
bodiment on respective time axes;

Figures 21A to 21D illustrate distribution of a second
set of frequency domain data to be processed using
the signal processing method of the third preferred
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embodiment on respective time axes;

Figures 22A to 22D illustrate distribution of the fre-
quency domain data of Figures 20A to 20D after re-
arranging and combining operations using reference
phase angles of 0 and & ; and

Figures 23A to 23D illustrate distribution of the fre-
quency domain data of Figures 21A to 21D after re-
arranging and combining operations using reference
phase angles of 0.5t and 1.5m.

[0014] Referring to Figure 1A, a cochlear implant sys-
tem 2 that employs the first preferred embodiment of a
signal processing method according to the present in-
vention is shown to include a microphone 21 for picking
up an audio signal 20, a signal processing module 22
coupled to the microphone 21 for processing the audio
signal 20, and an electrode array 23 coupled to the signal
processing module 22 and adapted to stimulate the co-
chlea. In particular, the audio signal 20 is converted into
electrical waves that stimulate the cochlea via the elec-
trode array 23 such that the electrical waves are trans-
mitted to the brain through the auditory nerves in order
for a patient who is totally deaf to recover his hearing
ability. It should be noted herein that the implanting region
of the electrode array 23 is not limited to the cochlea. As
a matter of fact, areas of auditory nerves, brainstem or
auditory cortex of the brain are other candidates for im-
planting.

[0015] In this embodiment, the electrode array 23 in-
cludes twenty-two channel electrodes, each of which is
implanted into a specific position of the cochlea and is
associated with a corresponding specific frequency
range. For instance, the electrode that is implanted at
the base of the cochlea can receive the highest frequency
range of an audio signal, and is thus associated with a
first channel. On the other hand, the electrode that is
implanted at the apex of the cochlea can receive the low-
est frequency range of an audio signal, and is thus as-
sociated with a twenty-second channel. According to
Greenwood'’s formula, a logarithmic relation exists be-
tween distances relative to the apex of the cochlea and
the received frequencies. Assuming that the lower limit
of the twenty-second channel is 125 Hz, and the upper
limit of the first channelis 8000 Hz, the center frequencies
of the twenty-second channel to the first channel are 147,
196, 253, 320, 397, 488, 594, 718, 863, 1031, 1229,
1459, 1727, 2040, 2406, 2834, 3332, 3914, 4594, 5387,
6313 and 7394 Hz, respectively.

[0016] Upon receipt by the human cochlea, an audio
signal is transmitted from oval window (corresponding to
the first channel electrode) to the apex of the cochlea
(corresponding to the twenty-second channel electrode)
in a form of traveling waves. Typical delay times of
traveling waves of basilar membrane that correspond to
the twenty-two channel electrodes are shown in Figure
1B. Therefore, the signal processing method for the co-
chlear implant device should preferably be able to sim-
ulate the transmission of traveling waves. The following
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description illustrates how transmission of traveling
waves is simulated in the present invention.

[0017] Referringto Figure 2, the first preferred embod-
iment of a signal processing method according to the
present invention is shown to comprise the following
steps:

Step 11 - Signal Capturing

[0018] Referring to Figure 3A, in this step, an analog
audio stream 20 picked up by the microphone 21 is con-
verted into a digital audio signal by the signal processing
module 22 by sampling at a frequency that is more than
twice the frequency of interest. Since frequencies impor-
tant to human daily living environments generally range
between 125 and 8000 Hz, 22050 Hz is chosen as the
sampling frequency in this embodiment. However, it
should be noted that the frequency range to be processed
and the sampling frequency are not limited to those of
the disclosed preferred embodiment.

[0019] Step 12 - Frequency Transformation Process-
ing In this embodiment, the audio signal of Figure 3A
undergoes frequency transformation processing using
Fast Fourier Transform (FFT) with 256 samples. In prac-
tice, other frequency transformation techniques, such as
Butterworth filtering, Hilbert transformation, etc., may be
applied.

[0020] Inthis embodiment, since each signal sampling
point undergoes one-dimensional FFT, 22, 050 frequen-
cyspectra are generated per second. In other words, 256
input frequency domain data are outputted per 1/22050
second. Each input frequency domaindata is expressed
as a complex number R(f,t) +I (f,t) i, and is thus deemed
to be a vector that contains magnitude and phase infor-
mation of the input audio signal 20 at a particular fre-
quency. The parameter (f) is a representative frequency
of the input frequency domain data, whereas the param-
eter (1) is the position of the input frequency domain data
onavariable axis, which is a time axis in this embodiment.
[0021] Figure 4A illustrates magnitudes of 256 fre-
quency components arranged on a frequency axis. The
graph of Figure 4A is a magnitude distribution of the input
audio signal 20 on the frequency axis after the input audio
signal 20 undergoes one-dimensional FFT. The 256 fre-
quency components are arranged in an increasing order
of frequency on the frequency axis, and each frequency
component is within a frequency band that is represented
by a linear center frequency (F¢-F,5¢) of the frequency
band. The frequency range encompassed by all of the
available frequency bands ranges from 125 to 8000 Hz.
In the frequency vs. magnitude distribution of the input
audio signal 20 shown in Figure 4A, the magnitude at
each frequency point is equal to the vector length, i.e.,
(R2+I2) . Figure 4B is a graph of frequency vs. phase of
theinput audio signal 20 after the latter undergoes one-di-
mensional FFT, wherein the phase value at each fre-
quency point is equal to tan-1(I/R).

[0022] In Figures 5A and 5B, for convenience of illus-

10

15

20

25

30

35

40

45

50

55

tration, inputfrequency domain data of a specific frequen-
cy band and obtained using FFT for a plurality of sampling
points are arranged in sequence on a time axis. In this
embodiment, the unit distance of the time axis: |T|=|T,-
T4|=|T3-T,|=...=1/22,050 second. In addition, there are a
real number axis (R) and an imaginary number axis (1)
perpendicular to the time axis. when the input frequency
domain data are generated using Butterworth Filtering
or Hilbert Transformation, the R-axis and the I-axis are
deemed to be coordinate axes for the magnitude and
phase of the input frequency domain data.

[0023] Figure 5A illustrates input frequency domain
data 31-34 and 36 obtained using FFT for a first frequen-
cy band having a center frequency (F) at five sampling
points (T4-T4 and Tg). The input frequency domain data
31-34 and 36 form a first data set 30, are arranged in
sequence on the time axis, and indicate changes of the
audio signal within the first frequency band with respect
to time. The vector length of the input frequency domain
data 31 at the sampling point (T4) corresponds to the
magnitude of the frequency (F,) in Figure 4A, whereas
the phase angle of the input frequency domain data 31
at the sampling point (T,) corresponds to the phase of
the frequency (F) in Figure 4B. In the same token, the
input frequency domain data 32, 33, 34, 36 represent the
magnitudes and phases of the frequency (F,) at the re-
spective sampling points (T, T3, T4, Tg).

[0024] Figure 5B illustrates input frequency domain
data 41-44 and 46 obtained using FFT for a second fre-
quency band having a center frequency (F,) at five sam-
pling points (T4-T4 and Tg). The input frequency domain
data 41-44 and 46 form a second data set 40, are ar-
ranged in sequence on the time axis, and indicate chang-
es of the audio signal within the second frequency band
with respect to time. For convenience of illustration, the
first and second data sets 30, 40 are shown to have the
same distribution, which seldom occurs in actual prac-
tice. The vector length of the input frequency domain data
41 at the sampling point (T,) corresponds to the magni-
tude of the frequency (P,) in Figure 4A, whereas the
phase angle of the input frequency domain data 41 at
the sampling point (T,) corresponds to the phase of the
frequency (F,) in Figure 4B. In the same token, the input
frequency domain data 42, 43, 44, 46 represent the mag-
nitudes and phases of the frequency (F,) at the respec-
tive sampling points (T,, T3, T4, Tg).

[0025] Third to 256t data sets for third to 256" fre-
quency bands are obtained in the manner described
above. Each of the frequency bands falls within one of
the aforesaid twenty-two channels, such that each of the
channels includes at least one of the frequency bands.

Step 13 - Sequence Processing

[0026] With reference to Figures 5A, 5B, 6A and 6B,
in the present embodiment, phase information is pre-
served and is not discarded during signal processing so
that important features of the audio input signal 20 are
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not lost and so that errors can be reduced to a minimum.
Therefore, in step 13, by calculating the time required for
phase change at a specific frequency, the positions of
the input frequency domain data for a frequency band on
the time axis can be rearranged so as toresultin a uniform
phase angle by introducing appropriate displacement
values to result in a position-adjusted sequence on the
time axis in order to realize the objective of compression
and complete transmission.

[0027] Itis worth noting that, in the following process-
ing steps of the preferred embodiment, only those input
frequency domain data having frequencies and magni-
tudes within the human audible range are subjected to
sequence processing. There is no need to perform se-
quence processing for high frequency or low decibel sig-
nals outside the scope of the human audible range. Cer-
tainly, it is feasible to introduce a filtering operation in
step 12 such that only those input frequency domain data
that have frequencies and magnitudes falling within the
range of interest are present on the time axis.

Step 13 includes the following sub-steps:
Sub-step 131 - Defining a reference phase angle ()

[0028] The reference phase angle (6) is an arbitrary
angle. In this preferred embodiment, the reference phase
angle (8g) is 0 for illustrative purposes.

Sub-step 132 - Displacement value calculation

[0029] Taking the input frequency domain data 31 at
the sampling point (T4) as an example, the minimum dis-
placement value (AT) on the time axis for the input fre-
quency domain data 31 may be obtained from the follow-
ing Formula 1:

AT=(046/2n) xT w Formula 1

wherein (T) is a frequency parameter for the first data set
30 and is equal to 1/F4, and (A®) is a phase difference
between the input frequency domain data 31 and the
reference phase angle (8,) and is equal to n/2. For con-
venience of illustration, it is assumed herein that
T=12|T4|. Hence, for the input frequency domain data 31,
AT=3|T4|, which indicates that the position of the input
frequency domain data 31 is to be rearranged for output
at the sampling point (T,) .

[0030] Note that if two reference phase angles, such
as 0 and n, are defined in step 131, the phase difference
(A®) is then equal to the smaller difference between the
original phase of the input frequency domain data and a
respective one of the reference phase angles 0 and n in
a specified direction, i.e., the counterclockwise or clock-
wise direction.
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Sub-step 133 - Position adjustment

[0031] In this preferred embodiment, after moving the
input frequency domain data 31, 32, 33 of Figure 5A from
initial positions on the time axis to adjusted positions on
the time axis with reference to the displacement values
(AT) calculated in step 132, as best shown in Figure 6A,
the phase characteristics of the rearranged input fre-
quency domain data 31’, 32', 33 are set to correspond
to the reference phase angle (i.e., 0), thereby resulting
in the sequence-processed first data set 30’ of Figure 6A.
[0032] In other words, through Formula 1, the input
frequency domain data 31, 32, 33 in Figure 5A are moved
from the initial sampling points (T+), (T5), (T3) on the time
axis to adjusted output points (T,), (Tg), (Ts) on the time
axis, as shown in Figure 6A, such that the phase angles
of the rearranged input frequency domain data 31’ , 32’
33’ of the sequence-processed first data set 30’ can be
all set to correspond to the reference phase angle (i.e.,
0) . The input frequency domain data 34, 36 whose phase
angles are originally O (i.e., A6=0), and those input fre-
quency domain data whose magnitudes are negligible
(such as the initial data present at sampling point Ts)
need not undergo sequence processing.

[0033] Through the aforementioned sub-steps
131-133, the input frequency domain data 41-44 and 46
of the second data set 40 shown in Figure 5B can be
rearranged using Formula 1 to result in the se-
quence-processed second data set 40’ of Figure 6B, in
which the phase angles of the rearranged input frequency
domain data 41’ , 42’ , 43’ of the sequence-processed
second data set 40’ are all set to correspond to the ref-
erence phase angle (i.e., 0). In this preferred embodi-
ment, for simplicity of illustration, it is assumed that
F,=2F,, such that the frequency parameter (T) for the
second data set 40 is equal to 6|T,|. As aresult, although
the magnitude and phase characteristic of the input fre-
quency domain data of the second data set 40 are the
same as those of the first data set 30, the calculated
displacement values (AT) will be different. Therefore, the
positions of the rearranged input frequency domain data
41,42, 43’ in the sequence-processed second data set
40’ on the time axis will be different from those of the
sequence-processed first data set 30’ . As evident from
Figure 6B, the input frequency domain data 41, 42, 43
shown in Figure 5B are moved from the initial sampling
points (T4), (T5), (T3) on the time axis to adjusted output
points, i.e., midway between (T,) and (T3), (Ts), and (T,),
on the time axis.

[0034] Likewise, the input frequency domain data 44,
46 whose phase angles are originally O (i.e., A6=0), and
those input frequency domain data whose magnitudes
are negligible (such as the initial data present at sampling
point T5) need not undergo sequence processing.
[0035] Usingthe same procedure, the input frequency
domain data for the third to the 256t frequency bands
are adjusted so that the phase characteristics of all of
the input frequency domain data correspond to the ref-
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erence phase angle (i.e., 0).

[0036] It should be noted herein that, due to hardware
restrictions, such as output signals are generated only
at fixed time intervals, or simultaneous output of signals
is not permitted, etc., the actual output point may be cho-
sen to be the nearest practical output point instead of the
theoretical output point.

[0037] In the aforesaid Formula 1, the displacement
value (AT) is calculated as a function of the phase differ-
ence (A0) and the frequency parameter (T) for the spec-
ified frequency band. In the following alternative embod-
iments, while the displacement value (AT) is calculated
as a function of only one of the aforesaid parameters,
the resulting effects are still better than those attained in
the prior art.

1) First modification: The parameter (T) is variable,
whereas the parameter (A9) is fixed.

In the first modification, it is assumed that the phase
difference (A®) for all of the input frequency domain
data is 2n. Thus, for the first data set 30 of Figure
5A, since T=1/F,, if the phase characteristics of the
input frequency domain data 31-34 and 36 are to
remain unchanged, the input frequency domain data
31-34 and 36 will be delayed by T=12|T4|. The re-
sulting sequence-processed first data set 50 is
shown in Figure 7 to include input frequency domain
data 51-54 and 56 outputted at sampling points (T5-
T4 @and Tyg), respectively. In the same manner, the
input frequency domain data of all other frequency
bands are adjusted according to the frequency char-
acteristics of the respective frequency band.

When the sequence-processed data sets thus ob-
tained are further processed in the manner to be de-
scribed hereinafter before subsequent output to the
electrode array, the delay states of transmission of
traveling waves through the basilar membrane of the
human cochlear as shown in Figure 18 are simulated
accordingly.

2) Second modification: The parameter (A6) is vari-
able, and a specified frequency is defined.

In the second modification, instead of using the fre-
quency characteristics of each frequency band as a
parameter in the calculation of the displacement val-
ue (AT), a specified frequency, such as the funda-
mental frequency (e.g. , Fg) of the audio signal 20,
is employed to set a fixed value for the frequency
parameter (T) suitable for all frequency bands. In
other words, the displacement value (AT) for the in-
put frequency domain data of all frequency bands is
calculated as AT= (A6/2IT) X (1/F5). That s, the dis-
placement value (AT) depends only on the parame-
ter (A6). However, it should be noted that, since the
fundamental frequency of an audio signal is related
to the source and is not fixed, the parameter (T) is
not necessarily a constant.

Moreover, in order to reduce overall calculations in
step 13, it is preferable to decompose the input fre-
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quency domain data into vector components before
proceeding with the aforesaid sequence-adjustment
processing operations. This will be described in
greater detail in the following third modification.

3) Third modification: Sequence processing based
on vector components.

[0038] The third modification of the first preferred em-
bodiment differs from the original first preferred embod-
iment in that a vector decomposition sub-step is added
between the sub-steps 131 and 132.

[0039] Taking the input frequency domain data 33 at
the sampling point (T53) of Figure 5A as an example, the
input frequency domain data 33 can be decomposed into
a horizontal component 331 having a phase equal to the
reference phase angle (68,), and a vertical component
332 perpendicular to the horizontal component 331, as
best shown in Figure 8A. The horizontal component 331
of the input frequency domain data 33 is not required to
be moved from the sampling point (T53), whereas only the
displacement value (AT) for the vertical component 332
is required to be calculated in step 132.

[0040] In view of the foregoing, the parameter (A) in
Formula 1 can have one of the following four fixed
values : 0 (such as the horizontal component 331 and
the input frequency domain data 34, 36) ; 0.5n (such as
the input frequency domain data 31 and the vertical com-
ponent 332) ; n (such as the input frequency domain data
32) ; and 1.511. As a result, there are only four displace-
mentvalues (AT), namely 0,0.25T, 0.5T and 0.75T, avail-
able for the decomposed vector components of all input
frequency domain data of the first data set 30. A se-
quence-processed data set 301 corresponding to the first
data set 30 is shown in Figure 8B. When compared with
Figure 8A, the original vertical component 332 is moved
to the sampling point (Tg) to become the vertical compo-
nent 332, and the input frequency domain data 31, 32
at the sampling points (T4), (T,) are moved to the sam-
pling points (T,), (Tg) to become the input frequency do-
main data 31’, 32’ , respectively. The sequence-proc-
essed data sets for the second to the 256th frequency
bands are obtained in the same manner.

[0041] Moreover, the third modification of the first pre-
ferred embodiment is applicable to process those input
frequency domain data having components parallel to
the time axis. In the example of Figure 9, the input fre-
quency domain data 6 at the sampling point (T,) can be
decomposed into afirst component 61 parallel to the time
axis and a second component 62 perpendicular to the
time axis. The second component 62 can be further de-
composed into a real number component 621 parallel to
the R-axis, and an imaginary number component 622
parallel to the I-axis.

[0042] Referring to Figure 10A, the real number com-
ponent 621 and the imaginary number component 622
of the second component 62 at the sampling point (T4)
are adjusted in the above-described manner to result in
a component 621’ at the sampling point (T) and a com-
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ponent 622’ at the sampling point (T,). The component
61 atthe sampling point (T,) is replaced by a correspond-
ing component 611 at the sampling point (T,) and a cor-
responding component 612 at the sampling point (T,) .

[0043] With further reference to Figure 10B, since the
components 611, 612 are parallel to the time axis, and
thus indicate the rate of change of the components 621’ ,
622’ on the time axis, and since each of the components
has a magnitude equal to | T4|, the components 622°, 621’
are further displaced by |T4| so as to result in the com-
ponents 63, 64 at the sampling points (T5), (Tg), respec-
tively.

[0044] Moreover, the processing method of this inven-
tion is suitable for processing a plurality of input frequency
domain data that coexist at the same sampling point, as
shown in Figure 11A. Such a situation may arise as a
result of vector decomposition of the original input fre-
quency domain data. In Figure 11A, the phase of the
input frequency domain data 65 at the sampling point
(T4) is 0.257, the phase of the input frequency domain
data 66 at the sampling point (T,) is n, and the phase of
the input frequency domain data 67 at the sampling point
(T4) is 1.5m. According to step 13 of the method of this
embodiment, the input frequency domain data 65 may
be displaced to midway between the sampling points (T,)
and (T5). Alternatively, according to the third modification
of the first preferred embodiment, the input frequency
domain data 65 may be decomposed into a horizontal
component 651 with a phase angle 0 and a vertical com-
ponent 652 with a phase angle 0.5r, whereas the input
frequency domain data 66, 67 need not be decomposed.
Thereafter, as shown in Figure 11B, the vertical compo-
nent 652 and the input frequency domain data 66, 67 are
respectively adjusted to result in the input frequency do-
main data 652 °,66’,67’at the sampling points (T,), (T-),
(T4p), whereas the position of the horizontal component
651 at the sampling point (1) is maintained.

[0045] From the foregoing, it is apparent that all input
frequency domain data may be decomposed into vector
components, which are subsequently subjected to posi-
tion adjustment with reference to the displacement val-
ues (AT) calculated from at least one of the phase pa-
rameter (A8) and the frequency parameter (T).

Step 14 - Data Combining

[0046] In this step, the sequence-processed data sets
processed in step 13 are further processed by combining
the rearranged input frequency domain data (i.e., sum-
ming the magnitudes of the rearranged input frequency
domain data) that are disposed on the same position on
the time axis, thereby resulting in the processed data
sets 30", 40" of Figures 12A and 12B. If two or more
reference phase angles were defined in step 131, the
rearranged input frequency domain data are combined
by vector summation.

[0047] Forinstance, since the input frequency domain
data 31’, 34 are present at the same sampling point (T,)
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on the time axis in Figure 6A, the magnitudes thereof are
combined in step 14 so as to result in the processed
frequency domain data 34’ shown in Figure 12A. In the
same token, since the input frequency domain data 43’ ,
44 are present at the same sampling point (T,) on the
time axis in Figure 6B, the magnitudes thereof are com-
binedin step 14 so as toresultin the processed frequency
domain data 44’ shown in Figure 12B.

[0048] In the same manner, when applied to the third
modification of the first preferred embodiment, since the
input frequency domain data 31’, 34 and the input fre-
quency domain data 36, 332’ are present at the respec-
tive sampling points (T,) and (Tg) on the time axis in Fig-
ure 8B, they are likewise combined by magnitude sum-
mation in step 14.

Step 15 - Magnitude Scaling

[0049] Referring to Figures 12A, 12B and 13, in view
of the processing operations of steps 13 and 14, there is
a tendency for the magnitudes of the processed frequen-
cy domain data to the right of the time axis (i.e., the sam-
pling points are later) to have higher values. Therefore,
the processed frequency domain data must be scaled by
a scaling factor (C) so as to limit the magnitudes of the
same to acceptable levels. Otherwise, the final output
signal might be too strong and could cause injury to the
patient or damage to instruments.

[0050] Inthis embodiment, the computation of the scal-
ing factor (C) at a certain sampling point includes the
following sub-steps:

Sub-step 151: First, the input frequency domain data
with the largest magnitude among all frequency
bands at a certain sampling point prior to sequence
processing is determined. For example, it is as-
sumed that the input frequency domain data 34 of
the first data set 30 of Figure 5A has the largest mag-
nitude at the sampling point (T,) prior to the se-
quence processing operation of step 13.

Sub-step 152: Next, the processed frequency do-
main data with the largest magnitude among all fre-
quency bands at a certain sampling point after data
combining is determined. For example, itis assumed
that the processed frequency domain data 44’ of the
processed data set 40" of Figure 12B has the largest
magnitude at the sampling point (T,) after the data
combining operation of step 14.

Sub-step 153: Thereafter, the scaling factor (C,) at
the sampling point (T,) is determined by dividing the
largest magnitude found in sub-step 151 by the larg-
est magnitude found in sub-step 152. Finally, the
processed frequency domain data at the sampling
point (T,) for all frequency bands are then multiplied
by the scaling factor (C,).

[0051] The processed frequency domain data 34’ in
Figure 12A will become the scaled frequency domain da-
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ta 71 in Figure 13 after scaling by the scaling factor (C,).
The processed frequency domain data 44’ in Figure 12B,
which was determined in sub-step 152 to have the largest
magnitude at the sampling point (T,), will have its mag-
nitude restored to a level comparable to that prior to the
sequence processing operation of step 13 after being
scaled by the scaling factor (c,).

[0052] The scaled frequency domain data 72, 73, 74
at the sampling points (T5), (Tg), (Tg) are obtained in a
similar manner to resultin the scaled data set 70 of Figure
13. The scaled frequency domain data for all other fre-
quency bands are obtained using essentially the same
procedure set forth above.

[0053] The following are other feasible techniques for
magnitude scaling that are applicable to the present in-
vention:

1) The first modification:

Unlike the embodiment described beforehand, in-
stead of calculating the scaling factor from the largest
values found in sub-steps 151 and 152, the scaling
factor is calculated as the quotient of the magnitude
of the input frequency domain data for a specific fre-
quency band at a certain sampling point before the
sequence processing operation of step 13 and the
magnitude of the processed frequency domain data
for the same frequency band at the same sampling
point after the data combining operation of step 14.
For example, if the fundamental frequency of an au-
dio signal is F5, then the magnitudes of the frequency
domain data of the fifth frequency band before step
13 and after step 14 are used as the basis for com-
puting the scaling factors for the different sampling
points. The processed frequency domain data for all
frequency bands are then multiplied by the computed
scaling factors for the respective sampling points.
2) The second modification:

In order to simulate the number of channels used in
commercially available cochlearimplant systems, as
well as the limited number of channel electrodes to
be implanted, the second modification involves fre-
quency band integration techniques. In this embod-
iment, the scaling factor for a specific sampling point
is obtained in the following manner:

Sub-step (a) : All twenty-two channels are inte-
grated before the sequence processing opera-
tion of step 13. That is, all input frequency do-
main data for all frequency bands in each chan-
nel are summed and subsequently averaged.

Assuming that the aforesaid 22"d channel only
includes the first frequency band (represented
by the first data set 30 of Figure 5A) and the
second frequency band (represented by the
second data set 40 of Figure 5B), summation of
these two frequency bands will result in the
channel-integrated data 711-714 and 716
shownin Figure 14. The magnitudes of the chan-
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nel-integrated data are divided by the number
of the frequency bands in the 22nd channel to
result in the averaged frequency-band data
721-724 and 726 shown in Figure 15. Hence,
assuming that the distributions of the first and
second data sets 30 , 40 are the same, the av-
eraged frequency-band data 721-724 and 726
in Figure 15 will be the same as the input fre-
quency domain data of the first and second data
sets 30, 40 shown in Figures 5A and 5B.

At any sampling point, there are twenty-two sets
of channel-integrated data, one of the data sets
being illustrated in Figure 14.

Sub-step (b): For a specific sampling point, the
largest magnitude of the twenty-two sets of
channel-integrated data is determined.
Sub-step (c) : The input frequency domain data
of all frequency bands undergo the aforemen-
tioned sequence processing operation of step
13 and the aforementioned data combining op-
eration of step 14. For example, the input fre-
quency domain data corresponding to the fre-
quency (F4) become the processed frequency
domain data 731-734 shown in Figure 16A after
the operations of steps 13 and 14. The input
frequency domain data corresponding to the fre-
quency (F,) become the processed frequency
domain data 741-744 shown in Figure 16B after
the operations of steps 13 and 14.

Sub-step (d) : All twenty-two channels are inte-
grated for the second time. Thatis, all processed
frequency domain data for all frequency bands
in each channel are summed to result in twen-
ty-two sets of channel output data for each sam-
pling point. The magnitudes of the channel out-
put data are then divided by the number of the
frequency bands in the respective channel to
result in averaged frequency-band output data
for the respective frequency band. The aver-
aged frequency-band output data may be used
for experimental signal recovery via inverse
transformation techniques.

Sub-step (e): For a specific sampling point, the
largest magnitude of the twenty-two sets of
channel output data is determined.

Sub-step (f) : Thereafter, the scaling factors at
the specified sampling points are determined by
dividing the largest magnitude found in sub-step
(b) by the largest magnitude found in sub-step
(e) . Finally, the averaged frequency-band out-
putdata of all 256 frequency bands ateach spec-
ified sampling point are then multiplied by the
scaling factor corresponding to the specified
sampling point.

It is worth noting that the result of sub-step (f) is the
same as that obtained by magnitude scaling of all of
the frequency bands in the same channel atthe spec-
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ified sampling point. Hence, in practice, it is feasible
to scale the magnitudes of the twenty-two channel
output signals directly by the scaling factor at the
specified sampling point, and then output the scaled
result to the corresponding channel electrode.
Since the frequency correspondence in the cochlea
is a non-linear system, and in view of limitations in
the number of channel electrodes that can be im-
planted in conventional cochlear implant systems, it
is not possible for the channel electrodes to have a
one-to-one correspondence relation with the fre-
quency bands. As such, in the aforesaid second
modification, processing is conducted in channel
units, and average input frequency domain data and
average processed frequency domain data for each
frequency band of each channel are computed,
which can lead to errors during signal recovery by
inverse transformation. Note that in the aforesaid
second modification, itis possible to modify Sub-step
(a) by simply performing channel integration without
magnitude averaging. In the future, if the number of
channel electrodes can be increased such that the
number of channels approximates the number of fre-
quency bands, the aforesaid averaging operations
may be dispensed with, and the result of the subse-
quent signal recovery operation by inverse transfor-
mation will most likely approach ideal expectations.
3) The third modification:

Operations similar to sub-steps (a), (c) and (d) of the
aforesaid second alternative embodiment are like-
wise performed. However, instead of finding the larg-
est magnitudes of channel data, the scaling factor is
calculated as the quotient of the magnitude of the
channel-integrated data for a specific channel at a
certain sampling point and the magnitude of the
channel output data for the same channel at the
same sampling point.

For example, if the fundamental frequency of an au-
dio signal is Fg, which belongs to the twenty-first
channel, then the magnitudes of the channel-inte-
grated data and the channel output data of the twen-
ty-first channel are used as the basis for computing
the scaling factors for the different sampling points.
The frequency-band output data of all 256 frequency
bands are then multiplied by the computed scaling
factors for the respective sampling points.

Step 16 - Electrode Transmission

[0054] According to their representative frequency
ranges and corresponding channels, the 256 frequency
bands processed in step 15 are further processed by
electromagnetic conversion, and after parameter adjust-
ment and encoding with reference to mapping data, the
corresponding channel electrodes are located for simul-
taneous output. The mapping data are designed before-
hand in accordance patients’ clinical responses after the
cochlear implant surgeries.
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[0055] Itis worth noting that, if the data combining op-
eration of step 14 and the magnitude scaling operation
of step 15 are omitted, the magnitude and phase values
of each input frequency domain data and/or components
thereof at the specified samplingpoints must be comput-
ed prior to electromagnetic conversion and before out-
puttingvia the corresponding channels. Nevertheless,
the technique for combining the input frequency domain
data is essentially the same as the above-mentioned
techniques of this invention.

[0056] Inthis embodiment, assuming that the frequen-
cy ranges of the first and second frequency bands (i.e.,
the first and second data sets 30, 40 of Figures 5A and
5B) belong to the lower-frequency twenty-second chan-
nel, the first and second frequency bands will be output-
ted to the channel electrode that was implanted proxi-
mate to the apex of the cochlea after the aforesaid trans-
formation and adjustment operations. Each of the chan-
nel electrodes stimulates the cochlea by transmission
similar to the transmission of sound to the normal human
cochlea and at time points typical of delays of traveling
waves of a basilar membrane of the human cochlear.
The stimulus is then transmitted to the human brain
through the auditory nerves. The human brain is able to
make inverse transformation of all input frequency do-
main data received thereby to recover the original audio
signal.

[0057] Figure 3B illustrates a reconstructed audio sig-
nal 20’ obtained by performing inverse Fast Fourier
Transform (IFFT) upon the results of the method of the
first preferred embodiment. The reconstructed audio sig-
nal 20’ of Figure 3B is shown to approximate the input
audio signal 20 of Figure 3A.

[0058] In sum, when the signal processing method of
this invention is applied to a cochlear implant system, all
features of the original audio signal, such as fundamental
frequency, overtones, noise with stochastic resonance
that enhances human hearing ("Human hearing en-
hanced by noise", Zeng F.G. et al., Brain Research. 869
(1-2) :251-5, 2000), etc., are maintained as much as
possible. When compared with conventional signal
processing methods that discard all signals having
non-zero phases or that treat all signals as having a uni-
form zero phase, this invention permits transmission of
phase characteristics at various frequencies so that more
accurate audio data are transmitted to corresponding
channel electrodes of the cochlear implant system.
[0059] Referringto Figures 1A, 2 and 17, the preferred
embodiment of a signal processing module 22 for the
cochlear implant system 2 is shown to include a signal ,
capturing unit 81 responsible for the signal capturing op-
eration of step 11, a transforming unit 82 coupled to the
signal capturing unit 81 and responsible for the frequency
transformation processing of step 12, a sequence
processing unit 83 coupled to the transforming unit 82
and responsible for the sequence processing operation
of step 13, a combining unit 84 coupled to the sequence
processing unit 83 and responsible for the data combin-
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ing operation of step 14, and a scaler 85 coupled to the
combining unit 84 and responsible for executing the mag-
nitude scaling operation of step 15.

[0060] Referring to Figure 18, a retinal implant system
9 that employs the second preferred embodiment of a
signal processing method according to the present in-
vention is shown to include a micro-camera 91 for picking
up an image signal 90, a signal processing module 92
coupled to the micro-camera 91 for processing the image
signal 90, and an electrode array 93 coupled to the signal
processing module 92 and adapted to stimulate the ret-
ina. The micro-camera 91 may be mounted externally of
the eyes (for example, on eyeglasses) or on the anterior
retinal surface. In practice, instead of being implanted
into the retina, the electrode array 93 may be implanted
in the visual nerves or visual cortex of the brain.

[0061] The micro-camera 91 captures an image that
is digitally encoded by the signal processing module 92,
and the encoded signals are subsequently transmitted
to the electrode array 93. The electrode array 93 converts
the digital signals into electrical waves to directly stimu-
late retinal cells. The stimulus passes through visual
nerves to the visual cortex of the brain such that a blind
patient is able to recover his vision.

[0062] When the signal processing method of this in-
vention is employed in a retinal implant device, the same
steps 11-16 of the method of the first preferred embodi-
ment are executed, The main differences reside in that
the contents to be processed are those of a two-dimen-
sional image signal instead of an input audio stream, and
that the variable axis is a spatial axis instead of a time
axis.

[0063] In this embodiment, an image consisting of
1000 x 1000 pixels is used as an illustrative example.
Thepixels are arranged in 1000 rows so that each rowhas
1000 points. Assuming that each point undergoes FFT
with a sampling number of 256, 256 spatial frequency
bands are obtained. Each spatial frequency band has
1000 input frequency domain data, that is, each row has
1000 x 256 sets of input frequency domain data.

[0064] Theoretically, the mostideal implementation of
aretinal implant device is to implant each of 1000 x 1000
X 256 electrodes at a position in the retina that corre-
sponds to a spatial frequency thereof. However, in view
of inconclusive research pertinent to correspondence re-
lationship between spatial frequencies and positions of
the retina, visual nerves or visual cortex of the human
brain, an electrode array 93 having 1000 x 1000 x 1 elec-
trodes is used solely for illustration. Each electrode that
is implanted into a specific position of the retina has a
corresponding spatial frequency range, and receives at
least one frequency band.

[0065] Inaccordance with the signal processing meth-
od of this invention, the input frequency domain data of
each frequency band are processed by sequence
processing on the spatial axis, summation of processed
frequency domain data of all frequency bands that cor-
respond to a common electrode at a common spatial
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point, and conversion into electrode output signals
through mapping data tables and magnitude versus elec-
tromagnetic wave strength. The brain performs IFFT-like
operations on the processed frequency domain data at
various spatial frequencies in accordance with each spa-
tial point (i.e., spatial position of each pixel) of the spatial
axis so as to recover the phase and magnitude charac-
teristics of the original image signal.

[0066] Preferably, in step 12, based on previous re-
search, since spatial frequencies corresponding to hu-
man vision have a linear distribution, the image signal is
processed using a window function prior to each FFT
operation for increased concentration and accuracy.
[0067] This invention is further applicable to the
processing of dynamic images in a retinal implant device.
In the processing of dynamic images, by treating images
in units of a time frame, the values of phase and magni-
tude of input frequency domain data at a specified spatial
position of a pixel change with time. For instance, sixty
frames are generated per second (that is, a 60 Hz sam-
pling rate) for dynamic images. In this sense, since input
frequency domain data at a specified spatial position of
a pixel may be expressed on a time axis, frequency band
adjustment on a time axis according to the method of this
invention is thus applicable when processing dynamic
images.

[0068] The third preferred embodiment of this inven-
tion is applied to an orthogonal frequency division multi-
plexing (OF DM) modulation system and to other systems
that involve data transmission using various phases so
that signal phase characteristics may be integrated and
compressed to contain more information and to increase
the transmission efficiency.

[0069] Referring to Figure 19, an OFDM signal in-
cludes a plurality of sub-carriers 200, each of which cor-
responds to a specific signal that was transformed using
quadrature amplitude modulation (QAM) upon a data
stream. Each sub-carrier exhibits a sinc function in the
frequency domain and is orthogonal to the other sub-car-
riers. When a transmitting end conducts IFFT on the sig-
nals so as to generate an analog electromagnetic wave
to be broadcast at higher frequencies, the receiving end
is able to receive and conduct FFT on a received signal
so as to recover the original signals.

[0070] When the signal processing method of this in-
vention is applied to OFDM, in step 12 of the aforesaid
first preferred embodiment, the various signals are di-
rectly arranged on time axes of the frequency bands.
Steps 13 and 14 of the aforesaid first preferred embod-
iment are then executed, wherein, in sub-step 131, the
reference phase angles are a pair of © out-of-phase an-
gles.

[0071] Referring to Figures 20A, 20B, 20C and 20D, a
plurality of signals of four sub-carriers form a first set of
input frequency domain data on respective time axes,
wherein the input frequency domain data at each sam-
pling point has magnitude and phase characteristics. Re-
ferring to Figures 21A, 21B, 21C and 21D, a plurality of



21 EP 1 635 609 A1 22

signals of four sub-carriers form a second set of input
frequency domain data on respective time axes that are
independent of the first set of input frequency domain
data.

[0072] Thefirst setof input frequency domain data that
exhibit various magnitude and phase characteristics on
the time axes in Figures 20A, 20B, 20C and 20D are
processed using reference phase angles 0 and &t accord-
ing to the signal processing method of the third preferred
embodiment to result in the first set of processed fre-
quency domain data shown in Figures 22A, 22B, 22C
and 22D. As shown in Figures 22A to 22D, the processed
frequency domain data all lie in the real number plane.
[0073] In the same manner, the second set of input
frequency domain data that exhibit various magnitude
and phase characteristics on the time axes in Figures
21A, 21B, 21C and 21D are processed using reference
phase angles 0.5 © and 1.5 & according to the signal
processing method of the third preferred embodiment to
result in the second set of processed frequency domain
data shownin Figures 23A, 23B, 23C and 23D. As shown
in Figures 23h to 23D, the processed frequency domain
data all lie in the imaginary number plane.

[0074] As such, through the method of this invention,
OFDM data can be transformed to ones with fixed phases
and subsequently combined with other data prior to trans-
mission. In other words, the input frequency domain data
(real numbers) of the frequency bands in Figures 22A to
22D maybe combined with the input frequency domain
data (imaginary numbers) of the frequency bands in Fig-
ures 23A to 23D to result in a new set of composite input
frequency domain data for subsequent processing by
IFFT and transmission using the original OFDM system.
[0075] On the other hand, the OFDM receiving end
that embodies the signal processing method of this in-
vention will conduct FFT upon the received signal so as
to obtain a real number component thereof (i.e., the proc-
essed frequency domain data shown in Figures 22A,
22B, 22C and22D) and an imaginary number component
thereof (i.e., the processed frequency domain data
shown in Figures 23A, 23B, 23C and 23D). The proc-
essed frequency domain data of the real and imaginary
components are further subjected to IFFT, wherein the
real number sequence is extracted and subjected to an-
other FFT such that the input frequency domain data of
Figures 20A, 20B, 20C and 20D are recovered from the
processed frequency domain data of Figures 22A to 22D,
and such that the input frequency domain data of Figures
21A, 21B, 21C and 21D are recovered from the proc-
essed frequency domain data of Figures 23A to 23D.
[0076] Insum, by applying the signal processing meth-
od of this invention in an OFDM system, an additional
independent data setmay betransmittedsimultaneously,
thereby realizing the effect of a double-speed ADSL, a
double-speed wireless network card or double-speed
digital audio-visual signal transmission.
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Claims

1. Asignal processing method for processing a plurality
of input frequency domain data within a frequency
band, each of the input frequency domain data hav-
ing magnitude and phase characteristics and being
associated with a phase parameter that corresponds
to the phase characteristic thereof, characterized

by:

a) arranging the input frequency domain data in
sequence on a variable axis;

b) rearranging positions of the input frequency
domain data on the variable axis with reference
to at least the phase parameters of the input
frequency domain data; and

¢) combining the rearranged input frequency do-
main data that are disposed on the same posi-
tion on the variable axis to result in a plurality of
processed frequency domain data.

2. The signal processing method as claimed in Claim
1, characterized in that, in step b), the positions of
the input frequency domain data on the variable axis
are rearranged with reference to the phase param-
eters of the input frequency domain data and a fre-
quency parameter that corresponds to a frequency
characteristic of the frequency band.

3. The signal processing method as claimed in Claim
2, further characterized in that the frequency char-
acteristic is the center frequency of the frequency
band.

4. The signal processing method as claimed in Claim
2, further characterized in that step b) includes:

b-1) defining a reference phase angle;

b-2) calculating a phase difference (A8) for each
of the input frequency domain data with refer-
ence to the phase parameters of the input fre-
quency domain data and the reference phase
angle;

b-3) calculating a displacement value (AT) for
each of the input frequency domain data as a
function of the phase difference (A 0) and the
frequency parameter (T) according to the formu-
la

AT = (AQ/211) x (T);

b-4) moving the input frequency domain data
from initial positions on the variable axis to ad-
justed positions on the variable axis with refer-
ence to the displacement values calculated in
sub-step b-3); and
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b-5) setting the phase characteristics of the re-
arranged input frequency domain data to corre-
spond to the reference phase angle.

The signal processing method as claimed in Claim
4, further characterized in that, in sub-step b-3),
when one of the input frequency domain data is ca-
pable of being decomposed to resultin a component
parallel to the variable axis, the component is added
into the formula to result in a modified displacement
value for said one of the input frequency domain da-
ta.

The signal processing method as claimed in Claim
4, further characterized in that, in step b), each of
the input frequency domain data is decomposed into
a first component lying on a plane corresponding to
the reference phase angle, and asecond component
perpendicular to the first component,

the displacement values being calculated for the first
and second components of the input frequency do-
main data.

The signal processing method as claimed in Claim
4, further characterized in that, in sub-step b-4),
the variable axis has a plurality of output points, and
the input frequency domain data are moved from in-
itial positions on the variable axis to appropriate ones
of the output points on the variable axis with refer-
ence to the displacement values calculated in
sub-step b-3).

The signal processing method as claimed in Claim
1, characterized in that, in step b), each of the input
frequency domain data on the variable axis has an
initial position that is adjusted with reference to the
phase parameter and a predefined frequency pa-
rameter.

The signal processing method as claimed in Claim
1, characterized in that step b) includes:

b-1) defining a reference phase angle;

b-2) calculating a phase difference (A0) for each
of the input frequency domain data with refer-
ence to the phase parameters of the input fre-
quency domain data and the reference phase
angle;

b-3) calculating a displacement value (AT) for
each of the input frequency domain data as a
function of the phase difference (A8) and a pre-
defined frequency parameter (T) according to
the formula

AT = (AS/21) x (T);
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b-4) moving the input frequency domain data
from the initial positions on the variable axis to
adjusted positions on the variable axis with ref-
erence to the displacement values calculated in
sub-step b-3); and

b-5) setting the phase characteristics of the re-
arranged input frequency domain data to corre-
spond to the reference phase angle.

The signal processing method as claimed in Claim
1, characterized in that, in step c), the rearranged
input frequency domain data are combined by vector
summation.

The signal processing method as claimed in Claim
1, further characterized by:

d) scaling the processed frequency domain data
to limit the magnitudes thereof.

The signal processing method as claimed in Claim
1, characterized in that the input frequency domain
data are generated froman input audio stream, and
the variable axis is a time axis.

The signal processing method as claimed in Claim
1, characterized in that the input frequency domain
data are generated from a two-dimensional image,
and the variable axis is a spatial axis.

A signal processing method for processing a signal
that contains input frequency domain data, each of
whichis within one of a set of frequency bands having
distinct frequency ranges, each of the input frequen-
cy domain data having magnitude and phase char-
acteristics,

characterized by:

a) arranging the input frequency domain data
within a same one of the frequency bands in
sequence on a variable axis; and

b) rearranging positions of the input frequency
domain data on the variable axis with reference
to a frequency parameter that corresponds to a
frequency characteristic of said same one of the
frequency bands.

A signal processing module (22) for processing a
plurality of input frequency domain data within a fre-
quency band, each of the input frequency domain
data having magnitude and phase characteristics
and being associated with a phase parameter that
corresponds to the phase characteristic thereof,
characterized by:

a transforming unit (82) for arranging the input
frequency domain data in sequence on a varia-
ble axis;



16.

17.

18.

19.

25

asequence processing unit (83), coupled to said
transforming unit (82), for rearranging positions
of the input frequency domain data on the vari-
able axis with reference to at least the phase
parameters of the input frequency domain data;
and

a combining unit (84), coupled to said sequence
processing unit (83), for combining the rear-
ranged inputfrequency domain data thatare dis-
posed on the same position on the variable axis
to result in a plurality of processed frequency
domain data.

The signal processing module (22) as claimed in
Claim 15, characterized in that said sequence
processing unit (83) rearranges the positions of the
input frequency domain data on the variable axis with
reference to the phase parameters of the input fre-
quency domain data and a frequency parameter that
corresponds to a frequency characteristic of the fre-
quency band.

The signal processing module (22) as claimed in
Claim 16, further characterized in that the frequen-
cy characteristic is the center frequency of the fre-
quency band.

The signal processing module (22) as claimed in
Claim 16, further characterized in that said se-
quence processing unit (83)

defines a reference phase angle,

calculates a phase difference (A 0) for each of the
input frequency domain data with reference to the
phase parameters of the input frequency domain da-
ta and the reference phase angle,

calculates a displacement value (AT) for each of the
input frequency domain data as a function of the
phase difference (A6) and the frequency parameter
(T) according to the formula

moves the input frequency domain data from initial
positions on the variable axis to adjusted positions
on the variable axis with reference to the displace-
mentvalues calculated by said sequence processing
unit (83), and

sets the phase characteristics of the rearranged in-
put frequency domain data to correspond to the ref-
erence phase angle.

The signal processing module (22) as claimed in
Claim 18, further characterized in that, when one
of the input frequency domain data is capable of be-
ing decomposed to result in a component parallel to
the variable axis, said sequence processing unit (83)

10

15

20

25

30

35

40

45

50

55

14

EP 1 635 609 A1

20.

21.

22.

23.

26

adds the component into the formula to result in a
modified displacement value for said one of the input
frequency domain data.

The signal processing module (22) as claimed in
Claim 18, further characterized in that each of the
input frequency domain data is decomposed by said
sequence processing unit (83) into a first component
lying on a plane corresponding to the reference
phase angle, and a second component perpendicu-
lar to the first component,

said sequence processing unit (83) calculating the
displacement values for the first and second com-
ponents of the input frequency domain data.

The signal processing module (22) as claimed in
Claim 18, further characterized in that the variable
axis has a plurality of output points, and the input
frequency domain data are moved by said sequence
processing unit (83) from initial positions on the var-
iable axis to appropriate ones of the output points on
the variable axis with reference to the displacement
values calculated by said sequence processing unit
(83).

The signal processing module (22) as claimed in
Claim 15, characterized in that each of the input
frequency domain data on the variable axis has an
initial position that is adjusted by said sequence
processing unit (83) with reference to the phase pa-
rameter and a predefined frequency parameter.

The signal processing module (22) as claimed in
Claim 15, characterized in that said sequence
processing unit (83)

defines a reference phase angle,

calculates a phase difference (A 0) for each of the
input frequency domain data with reference to the
phase parameters of the input frequency domain da-
ta and the reference phase angle,

calculates a displacement value (AT) for each of the
input frequency domain data as a function of the
phase difference (A8) and a predefined frequency
parameter (T) according to the formula

AT = (AO/211) x (T),

moves the input frequency domain data from the in-
itial positions on the variable axis to adjusted posi-
tions on the variable axis with reference to the dis-
placement values calculated by said sequence
processing unit (83), and

sets the phase characteristics of the rearranged in-
put frequency domain data to correspond to the ref-
erence phase angle.
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The signal processing module (22) as claimed in
Claim 15, characterized in that said combining unit
(84) combines the rearranged input frequency do-
main data by vector summation.

The signal processing module (22) as claimed in
Claim 15, further characterized by a scaler (85),
coupled to said combining unit (84), for scaling the
processed frequency domain data to limit the mag-
nitudes thereof.

The signal processing module (22) as claimed in
Claim 15, characterized in that the input frequency
domain data are generated from an input audio
stream, and the variable axis is a time axis.

The signal processing module (22) as claimed in
Claim 15, characterized in that the input frequency
domain data are generated from a two-dimensional
image, and the variable axis is a spatial axis.
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