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Description

[0001] The present invention generally relates to soft error correction methods, memory control apparatuses and
memory systems, and more particularly to a soft error correction method for correcting a soft error within a memory, a
memory control apparatus suited for such a soft error correction method, and a memory system that employs such a
soft error correction method.

[0002] FIG. 1 is a system block diagram showing an example of a conventional memory system. A memory system
10 shown in FIG. 1 has a structure for accessing byte-sliced data, that is, data that have been sliced in units of bytes.
The memory system 10 includes a plurality of memories (MEMs) 1-1 through 1-n, a plurality of memory access controllers
(MACs) 2-1 through 2-n, a system controller (SC) 3, and a plurality of MPUs 5-1 through 5-m. In FIG. 1, a data bus is
indicated by a white arrow, an address bus is indicated by a bold solid line arrow, and a status bus is indicated by a solid
line arrow.

[0003] The memory access controllers 2-1 through 2-n are constructed to access the memories 1-1 through 1-n in
units of bytes of the byte-sliced data, at synchronized access cycles. In other words, all of the memory access controllers
2-1 through 2-n constantly and simultaneously carry out the memory accesses with respect to all of the memories 1-1
through 1-n at the same timing, so that no synchronization error is generated in the accesses to the memories 1-1
through 1-n.

[0004] On the other hand, in the memories 1-1 through 1-n that are made up of memory devices such as DRAMs and
SRAMSs, a soft error is generated at a predetermined probability. Hence, in a case where reliability is required of the
memory system 10, the data within the memories 1-1 through 1-n are corrected using a data protection mechanism
such as the ECC.

[0005] For example, if a correctable soft error is generated in one memory 1-1 and the system controller 3 detects
this soft error, generally, the hardware of the system controller 3 carries out an error correction operation by itself. In
this case, the following series of operations are required.

[0006] FIGS. 2 and 3 are diagrams for explaining the error correction operation in such a case. FIG. 2 is a system
block diagram functionally showing an important part of the memory system 10, and FIG. 3 is a time chart for explaining
the error correction operation. In FIG. 2, a dotted line arrow indicates a command flow, a bold dotted line arrow indicates
an address flow, a solid line arrow indicates a status flow, and a bold solid line arrow indicates a data flow. In addition,
numerals in brackets in FIG. 2 indicate the number of bits.

[0007] As shown FIG. 2, each of the memory access controllers 2-1 through 2-n includes registers 521, 522, 525 and
526 in addition to a controller (not shown). The system controller 3 includes selectors 531 and 532, registers 533 and
534, an AND circuit 535, an error detecting part 536, a selector 537, an error correcting part 538 and a register 539, in
addition to a controller (not shown).

[0008] First, as shown in FIGS. 2 and 3, when a read command from the MPU 5-1 is input to the system controller 3
together with an address, the system controller 3 inputs the read command (Read cmd) and the address (Address) to
the memory access controller 2-1 via the selectors 531 and 532. The read command (Command) and the address
(Address) are temporarily held in the registers 521 and 522 of the memory access controller 2-1, and input to the memory
1-1 at a memory prescribed timing. The data (Data) read from the memory 1-1 (MEM Read) and including an ECC are
input to the memory access controller 2-1 and temporarily held in the register 525 within the memory access controller
2-1, and input to the system controller 3 at a memory prescribed timing. If no error (Error) exists in the read data (Read
Data) as a result of the error detection (Read Data Check) using the ECC in the error detecting part 536 of the system
controller 3, the read data (Correct Data) is input to the MPU 5-1.

[0009] On the other hand, if an error exists in the read data as a result of the error detection using the ECC in the
system controller 3, but the read data (Error Data) is correctable by the ECC (Error Correct), a read command (Scrub
cmd) for correcting the error with respect to the address (Error Address) where the error was detected is input to the
memory access controller 2-1, so as to read the error data (Error Data) from the memory 1-1. Since the error in the read
data is correctable using the ECC in the error correcting part 538 of the system controller 3, the read data is input to the
error correcting part 538 via the register 539 and the selector 537 and corrected, and the corrected data (corrected read
data) is input to the memory access controller 2-1 together with a write command for correcting the error. The memory
access controller 2-1 temporarily holds the corrected data in the register 526, and rewrites the corrected data to the
address where the above described error was detected, at a prescribed timing. Hence, the correctable soft error within
the memory 1-1 is corrected.

[0010] In the case of a normal data write (MEM Write), the write data from the MPU 5-1 is input to the memory access
controller 2-1 via the system controller 3.

[0011] As described above, the memory system 10 is constructed so that all of the memory access controllers 2-1
through 2-n constantly and simultaneously carry out the memory accesses with respect to all of the memories 1-1 through
1-n at the same timing. For this reason, a soft error correction operation similar to the soft error correction operation with
respect to the memory 1-1 via the memory access controller 2-1 is simultaneously carried out with respect to the memories



10

15

20

25

30

35

40

45

50

55

EP 1703 398 A2

1-2 through 1-n via the other memory access controllers 2-2 through 2-n, regardless of whether or not the soft error
exists in the memories 2-2 through 2-n.

[0012] A system for remedying a memory error has been proposed in a Japanese Laid-Open Patent Application No.
59-217298, for example.

[0013] However, in the conventional memory system, the error detection and the error correction are carried out in
the system controller. As a result, there were problems in that the structure of the system controller becomes complex,
and the load on the system controller is large. In addition, there was a problem in that the application cannot be made
with respect to a memory system in which the system controller and a crossbar switch are separate.

[0014] Accordingly, preferred embodiments of the present invention seek to provide a novel and useful soft error
correction method, memory control apparatus and memory system, in which the problems described above are alleviated.
[0015] Furthermore, preferred embodiments of the present invention seek to provide a soft error correction method,
amemory control apparatus and a memory system, which can make the structure of a system controller relatively simple,
reduce the load on the system controller, and enable application to a memory system in which the system controller and
a crossbar switch are separate.

[0016] Embodiments of the present invention may seek to provide a soft error correction method for a memory system
having n memory access controllers that are configured to access n memories for storing byte-sliced data in cycle
synchronism, and a system controller that is configured to receive a memory access from an arbitrary one of m MPUs
and to issue a memory address with respect to the n memory access controllers, where m and n are integers greater
than or equal to two, comprising: when a correctable error is detected in data read from one of the memories, holding
an error address where the error was detected within a corresponding one of the memory access controllers, and making
an error notification with respect to the system controller from the corresponding one of the memory access controllers;
and responsive to the error notification, controlling the one of the memory access controllers holding the error address
from the system controller without intervention from the MPUs, reading the data from the error address of the corre-
sponding one of the memories, correcting the error and rewriting corrected data to the error address. According to the
soft error correction method embodying the present invention, it is advantageously possible to make the structure of the
system controller relatively simple, reduce the load on the system controller, and enable application to a memory system
in which the system controller and the crossbar switch are separate.

[0017] Preferred embodiments of the presentinvention may seek to provide a soft error correction method for a memory
system having n memory access controllers that are configured to access n memories for storing byte-sliced data in
cycle synchronism, and a system controller that is configured to receive a memory access from an arbitrary one of m
MPUs and to issue a memory address with respect to the n memory access controllers, where m and n are integers
greater than or equal to two, comprising: when a correctable error is detected in data read from one of the memories,
holding an error generation and an error address where the error was detected within a corresponding one of the memory
access controllers; and responsive to the error generation, reading the data from the error address of the corresponding
one of the memories, correcting the error and rewriting corrected data to the error address by the one of the memory
access controllers holding the error address from the system controller, periodically or when an idle state continues for
a predetermined time, without intervention from the MPUs. According to a soft error correction method embodying the
present invention, it is advantageously possible to make the structure of the system controller relatively simple, reduce
the load on the system controller, and enable application to a memory system in which the system controller and the
crossbar switch are separate.

[0018] Embodiments of the present invention may seek to provide a memory control apparatus for a memory system
having n memory access controllers that are configured to access n memories for storing byte-sliced data in cycle
synchronism, and a system controller that is configured to receive a memory access from an arbitrary one of m MPUs
and to issue a memory address with respect to the n memory access controllers, where m and n are integers greater
than or equal to two, comprising means for holding an error address where a correctable error is detected within a
corresponding one of the memory access controllers, when the correctable error is detected in data read from one of
the memories, and for making an error notification with respect to the system controller from the corresponding one of
the memory access controllers; and means, responsive to the error notification, for controlling the one of the memory
access controllers holding the error address from the system controller without intervention from the MPUs, and for
reading the data from the error address of the corresponding one of the memories, to correct the error and to rewrite
corrected data to the error address. According to the memory control apparatus of the present invention, it is possible
to make the structure of the system controller relatively simple, reduce the load on the system controller, and enable
application to a memory system in which the system controller and the crossbar switch are separate.

[0019] Embodiments of the present invention may advantageously seek to provide a memory control apparatus for a
memory system having n memory access controllers that are configured to access n memories for storing byte-sliced
data in cycle synchronism, and a system controller that is configured to receive a memory access from an arbitrary one
of m MPUs and to issue a memory address with respect to the n memory access controllers, where m and n are integers
greater than or equal to two, comprising means for holding an error generation and an error address where a correctable
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error is detected within a corresponding one of the memory access controllers, when the correctable error is detected
in data read from one of the memories; and means, responsive to the error generation, for reading the data from the
error address of the corresponding one of the memories, to correct the error and rewrite corrected data to the error
address by the one of the memory access controllers holding the error address from the system controller, periodically
or when an idle state continues for a predetermined time, without intervention from the MPUs. According to a memory
control apparatus embodying the present invention, it is possible to make the structure of the system controller relatively
simple, reduce the load on the system controller, and enable application to a memory system in which the system
controller and the crossbar switch are separate.

[0020] Embodiments of the present invention may seek to provide a memory system comprising n memory access
controllers configured to access n memories for storing byte-sliced data in cycle synchronism; and a system controller
configured to receive a memory access from an arbitrary one of m MPUs and to issue a memory address with respect
to the n memory access controllers, where m and n are integers greater than or equal to two, wherein: when a correctable
error is detected in data read from one of the memories, an error address where the error was detected is held within a
corresponding one of the memory access controllers, and an error notification is made with respect to the system
controller from the corresponding one of the memory access controllers; and responsive to the error notification, the
one ofthe memory access controllers holding the error address is controlled from the system controller without intervention
from the MPUs, the data from the error address of the corresponding one of the memories is read, the error is corrected
and corrected data is rewritten to the error address. According to a memory system embodying the present invention,
it is possible to make the structure of the system controller relatively simple, reduce the load on the system controller,
and enable application to a memory system in which the system controller and the crossbar switch are separate.
[0021] Embodiments of the present invention may seek to provide a memory system comprising n memory access
controllers configured to access n memories for storing byte-sliced data in cycle synchronism; and a system controller
configured to receive a memory access from an arbitrary one of m MPUs and to issue a memory address with respect
to the n memory access controllers, where m and n are integers greater than or equal to two, wherein: when a correctable
error is detected in data read from one of the memories, an error generation and an error address where the error was
detected are held within a corresponding one of the memory access controllers; and responsive to the error generation,
the data is read from the error address of the corresponding one of the memories, the error is corrected and corrected
data is rewritten to the error address by the one of the memory access controllers holding the error address from the
system controller, periodically or when an idle state continues for a predetermined time, without intervention from the
MPUs. According to a memory system embodying the present invention, itis possible to make the structure of the system
controller relatively simple, reduce the load on the system controller, and enable application to a memory system in
which the system controller and the crossbar switch are separate.

[0022] Further embodiments of the present invention may provide a soft error correction method for a memory system
having n memory access controllers that are configured to access n memories for storing byte-sliced data in cycle
synchronism, a system controller that is configured to receive a memory access from an arbitrary one of m MPUs and
to issue a memory address with respect to the n memory access controllers, and a crossbar switch that is configured
to switch data between the memory access controllers and the MPUs, where m and n are integers greater than or equal
to two, comprising: when a correctable error is detected in data read from one of the memories, an error notification and
an error address where the error was detected are sent from a corresponding one of the memory access controllers to
the system controller; and responsive to the error notification, sending the error address where the error was detected
from the system controller to the corresponding one of the memory access controllers without intervention from the
MPUs, to control the corresponding one of the memory access controllers to read the data from the error address, correct
the error and rewrite corrected data to the error address. According to a soft error correction method embodying the
present invention, it is possible to make the structure of the system controller relatively simple, reduce the load on the
system controller, and enable application to a memory system in which the system controller and the crossbar switch
are separate.

[0023] For a better understanding of the present invention, and to show how the same may be carried into effect,
reference will now be made, by way of example to the accompanying drawings in which:

FIG. 1 is a system block diagram showing an example of a conventional memory system;

FIG. 2 is a system block diagram functionally showing an important part of the memory system;

FIG. 3 is a time chart for explaining an error correction operation;

FIG. 4 is a system block diagram showing a first embodiment of a memory system according to the presentinvention;
FIG. 5is a system block diagram functionally showing animportant part of the firstembodiment of the memory system;
FIG. 6 is a time chart for explaining an error correction operation of the first embodiment;

FIG. 7 is a system block diagram showing a second embodiment of the memory system according to the present
invention;

FIG. 8 is a system block diagram functionally showing an important part of the second embodiment of the memory
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system;

FIG. 9 is a time chart for explaining an error correction operation of the second embodiment;

FIG. 10 is a flow chart for explaining a read operation of a memory access controller of the second embodiment; and
FIG. 11 is a flow chart for explaining an error correction operation of the memory access controller of the second
embodiment.

[0024] A description will be given of examples of a soft error correction method, a memory control apparatus and a
memory system according to the present invention, by referring to FIG. 4 and the subsequent figures.

[0025] FIG. 4 is a system block diagram showing a first embodiment of the memory system according to a preferred
embodiment of the present invention. This embodiment of the memory system employs a first embodiment of the soft
error correction method of the present invention. In this embodiment, an error address is sent to a system controller
from a memory access controller that detects an error, and an error correction operation is carried out by sending the
error address from the system controller to all memory access controllers.

[0026] A memory system 130 shown in FIG. 4 has a structure for accessing byte-sliced data, that is, data that have
been sliced in units of bytes. The memory system 130 includes a plurality of memories (MEMs) 101-1 through 101-n, a
plurality of memory access controllers (MACs) 102-1 through 102-n, a system controller (SC) 103, a crossbar switch
(XB) 104, and a plurality of memories (MEMs) 105-1 through 105-m. In FIG. 4, a data bus is indicated by a white arrow,
an address bus is indicated by a bold solid line arrow, a status bus is indicated by a solid line arrow, and an error address
bus is indicated by a dotted line arrow.

[0027] The memory access controllers 102-1 through 102-n are constructed to access the memories 101-1 through
101-n in units of bytes of the byte-sliced data, at synchronized access cycles. In other words, all of the memory access
controllers 102-1 through 102-n constantly and simultaneously carry out the memory accesses with respect to all of the
memories 101-1 through 101-n at the same timing, so that no synchronization error is generated in the accesses to the
memories 101-1 through 101-n.

[0028] On the other hand, in the memories 101-1 through 101-n that are made up of memory devices such as DRAMs
and SRAMs, a soft error is generated at a predetermined probability. Hence, in a case where reliability is required of
the memory system 130, the data within the memories 101-1 through 101-n are corrected using a data protection
mechanism such as the ECC.

[0029] For example, if a correctable soft error is generated in one memory 101-1 and the memory access controller
102-1 detects this soft error, the memory access controller 102-1 that detects the soft error cannot carry out the error
correction operation by itself, because all of the memory access controllers 102-1 through 102-n operate in synchronism.
The error correction operation must be carried out in response to a command from the system controller 103, for example.
For this reason, in a case where the correctable soft error is generated within the memory 101-1 and the system controller
103 carries out the error correction operation with respect to the soft error within the memory 101-1 via the memory
access controller 102-1, the following series of operations are required.

[0030] FIGS. 5 and 6 are diagrams for explaining the error correction operation in such a case. FIG. 5 is a system
block diagram functionally showing an important part of the memory system 130, and FIG. 6 is a time chart for explaining
the error correction operation of this first embodiment. In FIG. 5, a dotted line arrow indicates a command flow, a bold
dotted line arrow indicates an address flow, a solid line arrow indicates a status flow, and a bold solid line arrow indicates
a data flow. In addition, numerals in brackets in FIG. 5 indicate the number of bits.

[0031] In FIGS. 6 and 9 which will be described later, the same designations are used as in FIG. 3.

[0032] AsshowninFIG.5, each ofthe memory access controllers 102-1 through 102-n includes registers 321 through
326, an error detecting part (Checker) 327, a selector 328 and an error correcting part (Correct) 329, in addition to a
controller (not shown). The system controller 103 includes selectors 331 and 332, and a register 33, in addition to a
controller (not shown).

[0033] First, as shown in FIGS. 5 and 6, when a read command from the MPU 105-1 is input to the system controller
103 together with an address, the system controller 103 inputs the read command and the address to the memory access
controller 102-1 via the selectors 331 and 332. The read command and the address are temporarily held in the registers
321 and 322 of the of the memory access controller 102-1, and input to the memory 101-1. The data read from the
memory 101-1 and including an ECC are input to the memory access controller 102-1. If no error exists in the read data
as a result of the error detection using the ECC in the error detecting part 327 of the memory access controller 102-1,
the read data is held in the register 325 and input to the MPU 105-1 via the crossbar switch 104.

[0034] On the other hand, if an error exists in the read data as a result of the error detection using the ECC in the
memory access controller 102-1, but the read data is correctable by the ECC, an error status (Error Status) is held in
the register 324 and then notified to the system controller 103, and in addition, an address (Error Address) where the
error was detected is held in the register 323 and then notified to the system controller 103 and held in the register 333
within the system controller 103. When the system controller 103 receives the error notification by the error status, the
system controller 103 inputs to the selector 331 an error correction command (Scrub cmd) with respect to the address
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where the error was detected, without intervention by the MPU 105-1. Accordingly, the system controller 103 inputs the
error correction command, together with the address where the error was detected and is held in the register 333, to
the memory access controller 102-1 via the selectors 331 and 332, so that the data is read from the memory 101-1.
Since the error of the read data is correctable by the ECC, the memory access controller 102-1 corrects the read data
in the error correcting part 329 based on the error correction command, and rewrites the corrected data (corrected read
data) to the address where the above described error was detected. More particularly, the memory access controller
102-1 inputs the read data to the error correcting part 329 via the selector 328, holds the read data that is corrected by
the error correcting part 329 in the register 326 before inputting the corrected data to the memory 101-1, and rewrites
the corrected data to the address where the error was detected. Hence, the correctable soft error within the memory
101-1 is corrected.

[0035] In the case of a normal data write, the write data from the MPU 105-1 is input to the selector 328 of the memory
access controller 102-1 via the crossbar switch 104.

[0036] As described above, the memory system 130 is constructed so that all of the memory access controllers 102-1
through 102-n constantly and simultaneously carry out the memory accesses with respect to all of the memories 101-1
through 101-n at the same timing. For this reason, a soft error correction operation similar to the soft error correction
operation with respect to the memory 101-1 via the memory access controller 102-1 is simultaneously carried out with
respect to the memories 101-2 through 101-n via the other memory access controllers 102-2 through 102-n, regardless
of whether or not the soft error exists in the memories 102-2 through 102-n.

[0037] But according to this embodiment, it is possible to make the structure of the system controller 103 relatively
simple, reduce the load on the system controller 103, and enable application to the memory system 130 in which the
system controller 103 and the crossbar switch 104 are separate.

[0038] FIG.7isasystem block diagram showing a second embodiment of the memory system according to the present
invention. This embodiment of the memory system employs a second embodiment of the soft error correction method
according to the present invention. This embodiment differs from the first embodiment described above, in that the error
address is held within the memory access controller and not within the system controller.

[0039] A memory system 30 shown in FIG. 7 has a structure for accessing byte-sliced data, that is, data that have
been sliced in units of bytes. The memory system 30 includes a plurality of memories (MEMs) 21-1 through 21-n, a
plurality of memory access controllers (MACs) 22-1 through 22-n, a system controller (SC) 23, a crossbar switch 24,
and a plurality of MPUs 25-1 through 25-m. In FIG. 7, a data bus is indicated by a white arrow, an address bus is indicated
by a bold solid line arrow, and a status bus is indicated by a solid line arrow.

[0040] A first embodiment of a memory control apparatus according to the present invention includes at least one
memory access controller or, at least one memory access controller and a system controller or, at least one memory
access controller, a system controller and a crossbar switch.

[0041] The memory access controllers 22-1 through 22-n are constructed to access the memories 21-1 through 21-
n in units of bytes of the byte-sliced data, at synchronized access cycles. In other words, all of the memory access
controllers 22-1 through 22-n constantly and simultaneously carry out the memory accesses with respect to all of the
memories 21-1 through 21-n at the same timing, so that no synchronization error is generated in the accesses to the
memories 21-1 through 21-n.

[0042] On the other hand, in the memories 21-1 through 21-n that are made up of memory devices such as DRAMs
and SRAMSs, a soft error is generated at a predetermined probability. Hence, in a case where reliability is required of
the memory system 30, the data within the memories 21-1 through 21-n are corrected using a data protection mechanism
such as the ECC.

[0043] For example, if a correctable soft error is generated in one memory 21-1 and the memory access controller
22-1 detects this soft error, the memory access controller 22-1 that detects the soft error cannot carry out the error
correction operation by itself, because all of the memory access controllers 22-1 through 22-n operate in synchronism.
In this embodiment, the error correction operation is carried out in response to a command from the system controller
23. For this reason, in a case where the correctable soft error is generated within the memory 21-1 and the system
controller 23 carries out the error correction operation with respect to the soft error within the memory 21-1 via the
memory access controller 22-1, the following series of operations are required.

[0044] FIGS. 8 and 9 are diagrams for explaining the error correction operation in such a case. FIG. 8 is a system
block diagram functionally showing an important part of the memory system 30, and FIG. 9 is a time chart for explaining
the error correction operation of this second embodiment. In FIG. 8, a dotted line arrow indicates a command flow, a
bold dotted line arrow indicates an address flow, a solid line arrow indicates a status flow, and a bold solid line arrow
indicates a data flow. In addition, numerals in brackets in FIG. 8 indicate the number of bits.

[0045] As shown in FIG. 8, each of the memory access controllers 22-1 through 22-n includes registers 221 through
226, an error detecting part (Checker) 227, selectors 228 and 230, and an error correcting part (Correct) 229, in addition
to a controller (not shown). The system controller 23 includes selectors 231 and 232, in addition to a controller (not shown).
[0046] First, as shown in FIGS. 8 and 9, when a read command from the MPU 25-1 is input to the system controller
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23 together with an address, the system controller 23 inputs the read command and the address to the memory access
controller 22-1 via the selectors 231 and 232. The read command and the address are temporarily held in the corre-
sponding registers 221 and 222 of the of the memory access controller 22-1, and input to the memory 21-1 via the
selector 230. The data read from the memory 21-1 and including an ECC are input to the memory access controller
22-1. If no error exists in the read data as a result of the error detection using the ECC in the error detecting part 227 of
the memory access controller 22-1, the read data is held in the register 225 and input to the MPU 25-1 via the error
correcting part 229 and the crossbar switch 24, without being corrected in the error correcting part 229.

[0047] On the other hand, if an error exists in the read data as a result of the error detection using the ECC in the
memory access controller 22-1, but the read data is correctable by the ECC, an error status (Error) is held in the register
224 and then notified to the system controller 23, and in addition, an address (Error Address) where the error was
detected is held in the register (REG) 223 within the memory access controller 22-1. The read data detected of the error
that is correctable by the ECC in the error detecting part 227 is held in the register 225 and then corrected in the error
correcting part 229, and the corrected data (corrected read data) is input to the MPU 25-1 via the crossbar switch 24.
[0048] When the system controller 23 receives the error notification by the error status, the system controller 23
generates an error correction command (Scrub cmd) with respect to the address where the error was detected, and a
preset dummy read address that is made up of all "0"s, for example, and inputs the error correction command and the
preset dummy read address to the memory access controller 22-1 via the selectors 231 and 232, without intervention
by the MPU 25-1. Accordingly, the memory access controller 22-1 having the register 223 that stores the address where
the error was detected, reads the data from the memory 21-1, by inputting to the memory 21-1 the address that is held
in the register 223 via the selector 230 and the error correction command that is temporarily held in the register 221.
Since the error in the read data is correctable by the ECC, the memory access controller 22-1 corrects the read data in
the error correcting part 229 based on the error correction command, and then rewrites the corrected data to the address
where the error was detected. More particularly, the memory access controller 22-1 holds the read data that is corrected
by the error correcting part 229 in the register 226 via the selector 228, before inputting the corrected data to the memory
21-1, so as to rewrite the corrected data to the address where the error was detected. Hence, the correctable soft error
within the memory 21-1 is corrected.

[0049] On the other hand, the memory access controllers 22-2 through 22-n having the register 223 that does not
store the address where the error was detected, input to the corresponding memories 21-2 through 21-n the dummy
read address via the selector 230 and the error correction command that is temporarily held in the register 221. Hence,
with respect to the memories 21-2 through 21-n, the data that is read from the dummy read address is written back as
it is via the error detecting part 227, the register 225, the error correcting part 229, the selector 228 and the register 226.
The memory system 30 is constructed so that all of the memory access controllers 22-1 through 22-n constantly and
simultaneously carry out the memory accesses with respect to all of the memories 21-1 through 21-n at the same timing.
For this reason, a soft error correction operation similar to the soft error correction operation with respect to the memory
21-1 via the memory access controller 22-1 is also simultaneously carried out with respect to the memories 21-2 through
21-n via the other memory access controllers 22-2 through 22-n, regardless of whether or not the soft error exists in the
memories 22-2 through 22-n, with respect to the dummy read address of the memories 21-2 through 22-n.

[0050] Of course, the system controller may control the memory access controllers 22-2 through 22-n that do not hold
the error address, in response to the error notification by the error status, so as to read the data from a preset address
of the corresponding memories 21-2 through 21-n, and thereafter perform a timing adjustment by waiting for a time it
would take to carry out the write back, without actually carrying out the write back.

[0051] In the case of a normal data write, the write data from the MPU 25-1 is input to the selector 228 of the memory
access controller 22-1 via the crossbar switch 24.

[0052] According to this embodiment, it is possible to make the structure of the system controller 23 relatively simple,
reduce the load on the system controller 23, and enable application to the memory system 30 in which the system
controller 103 and the crossbar switch 24 are separate.

[0053] Furthermore, according to the present invention, it is unnecessary to realize by software, from the MPU 25-1,
the reading from the address where the error was detected and the rewriting to the same address, when correcting the
soft error. Instead, the soft error is corrected by the memory access controller 22-1 that holds the address where the
error was detected, in response to a trigger from the system controller 23. Consequently, in a case where a correctable
soft error that does not interfere with the execution of the software is generated, it is possible to correct the soft error as
described above, without having to temporarily interrupt the execution of the software. In other words, it is possible to
correct the soft error without software intervention, and it is also possible to prevent a synchronization error from being
generated among the memory access controllers. Therefore, it is possible to correct the soft error within the memory
without increasing the overhead of the software and without deteriorating the throughput of the memory.

[0054] FIG. 10 is a flow chart for explaining a read operation of the memory access controller 22-1 of the second
embodiment. In FIG. 10, a step S1 receives the read command from the MPU 25-1 via the system controller 23. A step
S2 issues the read command with respect to the memory 21-1. A step S3 receives the read data from the memory 21-1,
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and detects (or checks) the error in the read data by the error detecting part 227. A step S4 decides whether or not the
correctable error is detected within the read data. If the decision result in the step S4 is NO, a step S5 returns the read
data to the MPU 25-1 via the crossbar switch 24, and the process ends.

[0055] On the other hand, if the decision result in the step S4 is YES, steps S6, S7 and S8 are carried out in parallel.
The step S6 returns the read data that has been corrected of the error by the error correcting part 229 to the MPU 25-1
via the crossbar switch 24. The step S7 holds (or records) the address (error address) where the error was detected, in
the register 223 within the memory access controller 22-1, and the step S8 notifies the generation of the error to the
system controller 23 by the error status (error notification). At this point in time, the data in the memory 21-1 at the
address where the error was generated is not yet corrected or rewritten. The process ends after the steps S6 and the
steps S7 and S8.

[0056] In the case of the first embodiment described above, the error address is held (or recorded) in the register 333
within the system controller 103 and not in the register 223 within the memory access controller when carrying out the
step S7, but otherwise, the read operation of the first embodiment is basically the same as that of the second embodiment.
[0057] FIG. 11is aflow chartfor explaining an error correction operation of the memory access controllers 22-1 through
22-n of the second embodiment. In FIG. 11, a step S11 receives the error correction command from the system controller
23. As described above, the system controller 23 generates the error correction command together with the dummy
read address, in response to the error notification by the error status from the memory access controller 21-1. A step
S12 suppresses the subsequent memory accesses. As a result, while the error correction operation is being carried out,
the memory access from the MPU 25-1 or the like is suppressed.

[0058] A step S13 checks the content of the register 223, and a step S14 decides whether or not the error address is
held within each of the memory access controllers 22-1 through 22-n. If the error address is held within the memory
access controller, as in the case of the memory access controller 22-1, the decision result in the step S15 becomes
YES, and the process advances to a step S15. The step S15 reads the data from the error address by issuing the read
command with respect to the corresponding memory 21-1. A step S16 corrects the read data that is read from the error
address, in the error correcting part 229. In addition, a step S17 issues the write command to the corresponding memory
21-1 and rewrites the corrected read data to the error address. A step S18 cancels the suppression of the subsequent
memory accesses, so that the subsequent memory accesses may be resumed, and the process ends.

[0059] On the other hand, if the error address is not held within the memory access controller, as in the case of the
memory access controllers 22-2 through 22-n, the decision resultin the step S14 becomes NO, and the process advances
to a step S21. The step S21 issues the read command to the corresponding memories 21-2 through 21-n, and reads
the data from the dummy read address. A step S22 issues the write command to the corresponding memories 21-2
through 21-n and writes back the read data as it is to the dummy read address, and the step S18 cancels the suppression
of the subsequent memory accesses, so that the subsequent memory accesses may be resumed, and the process
ends. Accordingly, it is possible to correct the soft error within the memories 21-1 through 21-n without generating a
synchronization error among the memory access controllers 22-1 through 22-n.

[0060] The status bus from the memory access controller 22-1 to the system controller 23 may be used for a notification
other than the error notification described above. When using the status bus for a status notification from the memory
access controller 21-1 to the system controller 23, a priority with which the error notification is issued from the memory
access controller 22-1 may be set lower than that for the status notification, so that no synchronization error will be
generated even when sharing the status bus.

[0061] Next, a description will be given of a first modification of the present invention. In the second embodiment
described above, the error correction operation of the memory controller 22-1 is started in response to the trigger from
the system controller 23 that receives the error natification from the memory access controller 22-1. But in this first
modification, the error correction operation is carried out periodically.

[0062] In this first modification, a counter means such as a clock or timer is provided within each of the memory access
controllers 22-1 through 22-n so that the n counter means operate in synchronism with each other, and the error correction
operation is started at a preset timing based on the time or timing information managed by the counter means. In this
case, even if a soft error within the memory 21-1 Is detected by the memory access controller 22-1, for example, no
error notification is made to the system controller 23, and the error address is held within the memory access controller
22-1 until the start time of the error correction operation. The error correction operation is carried out when the start time
comes. As a result, it becomes unnecessary to provide a circuit for carrying out the error correction process within the
system controller 23, and it is possible to further simplify the structure of the memory system 30.

[0063] Next, a description will be given of a second modification of the present invention. In the first embodiment
described above, the error correction operation of the memory access controller 22-1 is started in response to the trigger
from the system controller 23 that receives the error notification from the memory access controller 22-1. But in this
second modification, the error correction operation is carried out when an idle state of the memory access controller
22-1 continues for a predetermined time.

[0064] In this second modification, a circuit for judging or detecting a busy state is provided in each of the memory
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access controllers 22-1 through 22-n, and the error correction process is started when the idle state continues for the
predetermined time. As a result, it becomes unnecessary to provide a circuit for carrying out the error correction process
within the system controller 23, and it is possible to further simplify the structure of the memory system 30.

[0065] Therefore, the present invention suited for application to memory systems having a structure that requires the
soft error within the memories to be corrected without generating the synchronization error among the memory access
controllers.

[0066] Further, the present invention is not limited to these embodiments, but various variations and modifications
may be made without departing from the scope of the present invention.

Claims

1. A soft error correction method for a memory system having n memory access controllers that are configured to
access n memories for storing byte-sliced data in cycle synchronism, and a system controller that is configured to
receive a memory access from an arbitrary one of m MPUs and to issue a memory address with respect to the n
memory access controllers, where m and n are integers greater than or equal to two, characterized in that:

when a correctable error is detected in data read from one of the memories, holding an error address where
the error was detected within a corresponding one of the memory access controllers, and making an error
notification with respect to the system controller from the corresponding one of the memory access controllers;
and

responsive to the error notification, controlling the one of the memory access controllers holding the error address
from the system controller without intervention from the MPUs, reading the data from the error address of the
corresponding one of the memories, correcting the error and rewriting corrected data to the error address.

2. The soft error correction method as claimed in claim 1, characterized in that the error address is once sent to the
system controller, instead of holding the error address where the error was detected within the corresponding one
of the memory access controllers, so that an error correction command and the error address are simultaneously
input to each of the memory access controllers from the system controller.

3. The soft error correction method as claimed in claim 1 or 2, characterized in that responsive to the error notification,
arbitrary memory access controllers not holding the error address are controlled from the system controller, data is
read from a preset address of memories corresponding to the arbitrary memory access controllers, and a timing
adjustment is thereafter performed by waiting for a time it would take to carry out a write back.

4. The soft error correction method as claimed in claim 1, characterized in that responsive to the error notification,
arbitrary memory access controllers not holding the error address are controlled from the system controller, data is
read from a preset dummy read address of memories corresponding to the arbitrary memory access controllers and
written back as it is to the preset dummy read address.

5. The soft error correction method as claimed in claim 4, characterized in that responsive to the error notification,
an error correction command and the dummy read address are input to each of the memory access controllers from
the system controller.

6. The soft error correction method as claimed in any of claims 1, 4 and 5, characterized in that the error notification
is made using a bus that is configured to send a status from the one of the memory access controllers to the system
controller.

7. A soft error correction method for a memory system having n memory access controllers that are configured to
access n memories for storing byte-sliced data in cycle synchronism, and a system controller that is configured to
receive a memory access from an arbitrary one of m MPUs and to issue a memory address with respect to the n
memory access controllers, where m and n are integers greater than or equal to two, characterized in that:

when a correctable error is detected in data read from one of the memories, holding an error generation and
an error address where the error was detected within a corresponding one of the memory access controllers; and
responsive to the error generation, reading the data from the error address of the corresponding one of the
memories, correcting the error and rewriting corrected data to the error address by the one of the memory
access controllers holding the error address from the system controller, periodically or when an idle state
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continues for a predetermined time, without intervention from the MPUs.

A memory control apparatus for a memory system having n memory access controllers that are configured to access
n memories for storing byte-sliced data in cycle synchronism, and a system controller that is configured to receive
a memory access from an arbitrary one of m MPUs and to issue a memory address with respect to the n memory
access controllers, where m and n are integers greater than or equal to two, characterized by:

means for holding an error address where a correctable error is detected within a corresponding one of the
memory access controllers, when the correctable error is detected in data read from one of the memories, and
for making an error notification with respect to the system controller from the corresponding one of the memory
access controllers; and

means, responsive to the error notification, for controlling the one of the memory access controllers holding the
error address from the system controller without intervention from the MPUs, and for reading the data from the
error address of the corresponding one of the memories, to correct the error and to rewrite corrected data to
the error address.

The memory control apparatus as claimed in claim 8, characterized in that the error address is once sent to the
system controller, instead of holding the error address where the error was detected within the corresponding one
of the memory access controllers, so that an error correction command and the error address are simultaneously
input to each of the memory access controllers from the system controller.

The memory control apparatus as claimed in claim 8 or 9, characterized in that responsive to the error notification,
arbitrary memory access controllers not holding the error address are controlled from the system controller, data is
read from a preset address of memories corresponding to the arbitrary memory access controllers, and a timing
adjustment is thereafter performed by waiting for a time it would take to carry out a write back.

The memory control apparatus as claimed in claim 8, further characterized by:

means, responsive to the error notification, for controlling arbitrary memory access controllers not holding the
error address from the system controller, and for reading data from a preset dummy read address of memories
corresponding to the arbitrary memory access controllers and writing back the data as it is to the preset dummy
read address.

The memory control apparatus as claimed in claim 11, further characterized by:

means, responsive to the error notification, for inputting an error correction command and the dummy read
address to each of the memory access controllers from the system controller.

The memory control apparatus as claimed in any of claims 8, 11 and 12, characterized in that the error notification
is made using a bus that is configured to send a status from the system controller to the one of the memory access
controllers.

A memory control apparatus for a memory system having n memory access controllers that are configured to access
n memories for storing byte-sliced data in cycle synchronism, and a system controller that is configured to receive
a memory access from an arbitrary one of m MPUs and to issue a memory address with respect to the n memory
access controllers, where m and n are integers greater than or equal to two, characterized by:

means for holding an error generation and an error address where a correctable error is detected within a
corresponding one of the memory access controllers, when the correctable error is detected in data read from
one of the memories; and

means, responsive to the error generation, for reading the data from the error address of the corresponding
one of the memories, to correct the error and rewrite corrected data to the error address by the one of the
memory access controllers holding the error address from the system controller, periodically or when an idle
state continues for a predetermined time, without intervention from the MPUs.

A memory system comprising:

n memory access controllers configured to access n memories for storing byte-sliced data in cycle synchronism;

10
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and

a system controller configured to receive a memory access from an arbitrary one of m MPUs and to issue a
memory address with respect to the n memory access controllers, where m and n are integers greater than or
equal to two,

characterized in that:

when a correctable error is detected in data read from one of the memories, an error address where the error
was detected is held within a corresponding one of the memory access controllers, and an error notification is
made with respect to the system controller from the corresponding one of the memory access controllers; and
responsive to the error notification, the one of the memory access controllers holding the error address is
controlled from the system controller without intervention from the MPUs, the data from the error address of the
corresponding one of the memories is read, the error is corrected and corrected data is rewritten to the error
address.

The memory system as claimed in claim 15, characterized in that the error address is once sent to the system
controller, instead of holding the error address where the error was detected within the corresponding one of the
memory access controllers, so that an error correction command and the error address are simultaneously input to
each of the memory access controllers from the system controller.

The memory system as claimed in claim 15 or 16, characterized in that responsive to the error notification, arbitrary
memory access controllers not holding the error address are controlled from the system controller, data is read from
a preset address of memories corresponding to the arbitrary memory access controllers, and a timing adjustment
is thereafter performed by waiting for a time it would take to carry out a write back.

The memory system as claimed in claim 15, characterized in that responsive to the error notification, arbitrary
memory access controllers not holding the error address are controlled from the system controller, data is read from
a preset dummy read address of memories corresponding to the arbitrary memory access controllers and written
back as it is to the preset dummy read address.

The memory system as claimed in claim 18, characterized in that responsive to the error notification, an error
correction command and the dummy read address are input to each of the memory access controllers from the
system controller.

The memory system as claimed in any of claims 15, 18 and 19, characterized in that the error notification is made
using a bus that is configured to send a status from the system controller to the one of the memory access controllers.

A memory system comprising:

n memory access controllers configured to access n memories for storing byte-sliced data in cycle synchronism;
and

a system controller configured to receive a memory access from an arbitrary one of m MPUs and to issue a
memory address with respect to the n memory access controllers, where m and n are integers greater than or
equal to two,

characterized in that:

when a correctable error is detected in data read from one of the memories, an error generation and an error
address where the error was detected are held within a corresponding one of the memory access controllers; and
responsive to the error generation, the data is read from the error address of the corresponding one of the
memories, the error is corrected and corrected data is rewritten to the error address by the one of the memory
access controllers holding the error address from the system controller, periodically or when an idle state
continues for a predetermined time, without intervention from the MPUs.

A soft error correction method for a memory system having n memory access controllers that are configured to
access n memories for storing byte-sliced data in cycle synchronism, a system controller that is configured to receive
a memory access from an arbitrary one of m MPUs and to issue a memory address with respect to the n memory
access controllers, and a crossbar switch that is configured to switch data between the memory access controllers

11



10

15

20

25

30

35

40

45

50

55

EP 1703 398 A2
and the MPUs, where m and n are integers greater than or equal to two, characterized in that:

when a correctable error is detected in data read from one of the memories, an error notification and an error
address where the error was detected are sent from a corresponding one of the memory access controllers to
the system controller; and

responsive to the error notification, sending the error address where the error was detected from the system
controller to the corresponding one of the memory access controllers without intervention from the MPUs, to
control the corresponding one of the memory access controllers to read the data from the error address, correct
the error and rewrite corrected data to the error address.

12
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