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vehicle that improves the image quality of the output im-
age and provides images that can be better perceived
by the driver. A camera allows adjustment of the image
output range by manipulation from external to the cam-
era, an image processing device performs manipulation

of the camera and image processing of the image ac-
quired by the camera and an image display device dis-
plays the image processed by the image processing de-
vice. The image output range of the camera can be ad-
justed corresponding to a signal from image processing
device.
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Description

[0001] The present invention relates to an apparatus
and method for generating images and particularly, but
not exclusively, to an apparatus and method, for use with
a vehicle, for generating images and displaying images
of the vehicle’s surroundings in order to facilitate the driv-
er’s perception of driving conditions. Aspects of the in-
vention also relate to an image generating device, an
image processing device and an image generating meth-
od.

[0002] In an image generating device for a vehicle of
the prior art, such as that shown in Japanese Kokai Pat-
ent Application No. 2004-155395, an image is input from
a camera (image pickup device) into the input frame buff-
er of an image processing device, and the data are re-
arranged in the input frame buffer. The output image is
generated in the output frame buffer for displaying to the
driver. In this system, depending on the display purpose,
the image data in the input frame buffer needed for gen-
erating the output image are only part of the image data
input to the input frame buffer. That is, in this case, part
of the image data in the input frame buffer is extracted
for use as the output image.

[0003] In such image generating devices of the prior
art, when part of the image data in the input frame buffer
is cut out as the output image the quality of the usable
information is low. Consequently, the output image lacks
sufficient resolution, which is undesirable. In order to
solve this problem, one may increase the resolution of
the camera and the resolution of the input frame buffer
so as toincrease the data quality of the input frame buffer.
However, due to restrictions in the means for connecting
the camera and the image processing device (video ca-
ble or other image transfer means), no matter how much
the resolution of the camera and the resolution of the
input frame buffer are increased, the resolution cannot
become higher than that determined by the restrictions
of the connecting means. As aresult, it is not possible to
improve the image quality of the output image.

[0004] Itis anaim oftheinvention to address thisissue.
Other aims and advantages of the invention will become
apparent from the following description, claims and ab-
stract.

[0005] Aspects of the invention therefore provide an
apparatus and a method as set out in the appending
claims.

[0006] According to another aspect of the invention,
there is provided an image generating device for a vehi-
cle, comprising an image pickup device operable to cap-
ture images around the vehicle and to allow adjustment
of an image output range to output the captured images,
an image processing device operable to receive and to
process portions of the captured images corresponding
to the image output range and a display device operable
to display an image processed by the image processing
device.

[0007] In one embodiment the image output range
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comprises at least two ranges and wherein the image
pickup device is arranged to output the captured images
in accordance with one of the at least two ranges.
[0008] In one embodiment the image pickup device is
switchable between a partialimage mode and a fullimage
mode.

[0009] In one embodiment the image pickup device is
arranged to adjust the image output range based on a
signal external from the image pickup device.

[0010] In one embodiment the image processing de-
vice is arranged to define the image output range using
coordinates of four or more points.

[0011] In one embodiment the image processing de-
vice is arranged to define the image output range with a
rectangular shape.

[0012] In one embodiment the image processing de-
vice is arranged to normalize the captured images to a
rectangular shape, the rectangular shape being the im-
age for display on the display device.

[0013] Inoneembodimentthe image processed by the
image processing device is a rectangular shape compris-
ing a combination of a plurality of cut-out images from at
least some of the captured images.

[0014] In one embodiment said image pickup device
is composed of wide-angle cameras for capturing front
views, left-side views, right-side views, and rear views of
the vehicle; and wherein the image processed by the
image processing device is at least one of a bird’s-eye
view, a front side view, a front lower view, a rear side
view and a rear view.

[0015] According to another aspect of the invention
there is provided an image generating device for a vehi-
cle, comprising image pickup means for capturing imag-
es surrounding the vehicle and outputting the images with
an adjustable image output range, image processing
means for receiving the output images and for image
processing of the output images corresponding to the
output range and display means for displaying the proc-
essed images.

[0016] According to a further aspect of the invention
there is provided an image generating method for a ve-
hicle, comprising capturing images surrounding the ve-
hicle, outputting each of the captured images with an
adjustable image outputrange, processing the outputim-
ages corresponding to the image output range and dis-
playing at least one processed image.

[0017] In one embodiment the method comprises de-
fining at least two image output ranges and using one of
the at least two image output ranges for outputting each
of the captured images.

[0018] In one embodiment, the method comprises de-
fining part of the captured images as the image output
range for outputting each of the captured images.
[0019] In one embodiment the method comprises ad-
justing the image output range corresponding to a signal
from external to at least one camera capturing the imag-
es.

[0020] In one embodiment outputting each of the cap-
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tured images with the adjustable image output range fur-
ther comprises outputting each of the captured images
with a rectangular shape.

[0021] In one embodiment the method comprises nor-
malizing each of the outputimages to a rectangular shape
by image processing corresponding to the image output
range.

[0022] Inoneembodimentthe method comprises com-
bining each of the rectangular shapes into a single image;
and wherein displaying the at least one processed image
includes displaying the single image.

[0023] In one embodiment processing the output im-
ages corresponding to the image output range further
comprises combining a plurality of cut-out images from
at least some of the captured images in a single rectan-
gularimage; and wherein displaying the atleast one proc-
essed image includes displaying the single rectangular
image.

[0024] Inoneembodimentcapturingimages surround-
ing the vehicle comprises operating a plurality of wide-
angle cameras to capture a front view, a left-side view,
a right-side view, and a rear view of the vehicle; and
wherein displaying the at least one processed image in-
cludes displaying at least one of a bird’s-eye view, a front
side view, a front lower view, a rear side view and a rear
view.

[0025] Inoneembodimentthe adjustable image output
comprises at least two ranges, the at least two ranges
including a partial image range and a full image range.
[0026] Embodiments of the invention provide animage
generating device for a vehicle and a method that im-
proves the image quality of the output image so that it
can provide images that can be better perceived by the
driver.

[0027] An image generating device for a vehicle can
include an image pickup device operable to capture im-
ages around the vehicle and to allow adjustment of an
image output range to output the captured images, an
image processing device operable toreceive and to proc-
ess portions of the captured images corresponding to the
image output range, and a display device operable to
display an image processed by the image processing
device.

[0028] An image generating device for a vehicle can
also include image pickup means for capturing images
surrounding the vehicle and outputting the images with
an adjustable image output range, image processing
means for receiving the output images and for image
processing of the output images corresponding to the
output range, and display means for displaying the proc-
essed images.

[0029] A method for generating an image for a vehicle
can include capturing images surrounding the vehicle,
outputting each of the captured images with an adjusta-
ble image output range, processing the output images
corresponding to the image output range, and displaying
at least one processed image.

[0030] The various aspects, embodiments and alter-
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natives set out in the preceding paragraphs, in the claims
and in the following description can be implemented in-
dividually or in combination.

[0031] The presentinvention will now be described, by
way of example only, with reference to the accompanying
drawings in which:

Figure 1is a block diagramiillustrating an image gen-
erating device for a vehicle embodying the present
invention;

Figure 2is an overhead plan view illustrating the pos-
sible camera positions on a vehicle;

Figure 3 includes a diagram (A) illustrating the ac-
quired image plane of the camera; and a diagram
(B) illustrating the state when the image transfer ob-
ject region is normalized to the resolution of the im-
age transfer means;

Figure 4 is a diagram illustrating the case when im-
age transformation is performed using a plurality of
cameras;

Figure 5 illustrates a breakdown of the view images
shown in Figure 4; and

Figure 6 illustrates the state of normalization to rec-
tangular shapes of a pentagonal shape (A) and a
trapezoidal shape (B).

[0032] In the drawings, as far as possible, like refer-
ence numerals indicate like parts.

[0033] In the following, an explanation will be given
regarding the various embodiments of the present inven-
tion with reference to the attached figures. Animage gen-
erating device and method can incorporate generally an
image pickup device in which the image output range is
adjusted by manipulation from the outside, an image
processing device that performs the manipulation of the
image pickup device and performs image processing of
the image acquired from the image pickup device, and a
display device that displays the image processed by the
image processing device. The image output range from
the image pickup device can be adjusted corresponding
to a signal from the image processing device as de-
scribed in more detail hereinafter.

[0034] One embodiment is now described with initial
reference to Figure 1, whichis a block diagramiillustrating
the make-up of one image generating device for a vehi-
cle. In Figure 1, shown are an electronic camera 1, an
image processing device 2, an image display device 3
and an image transfer means 12, such as a video cable
or a wireless means, for connecting camera 1 and image
processing device 2. Also shown are an input frame buff-
er 22, animage processing part 23, a resetting table stor-
age part 24, an output frame buffer 25 and an information
communication means 21, such as communication cable
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or wireless means, for connecting image processing part
23 of image processing device 2 and camera 1. Finally,
an image range selecting part 6 is shown. Each of these
components is discussed in more detail hereinafter.
[0035] The camera 1 is connected via image transfer
means 12 to image processing device 2. The image (im-
age signal) acquired by camera 1 is transferred by image
transfer means 12 to image processing device 2. The
image processed by image processing device 2 is trans-
ferred to image display device 3 for display to the driver
of the vehicle.

[0036] Inthepresentembodiment, camera 1is notonly
connected to image transfer means 12, but also via in-
formation communication means 21 to image processing
device 2. Image processing device 2 uses information
communication means 21 to assign the image transfer
scheme to camera 1 as discussed below.

[0037] Image range selecting part 6 selects the part of
the surroundings of the vehicle to inform the driver of
driving conditions on the front side, left/right sides and
the rear side of the vehicle. The image range selecting
part 6 may include a touch coordinate detection mecha-
nism. Such a mechanism incorporates, for example,
electrodes arranged in a matrix in the display screen of
display device 3. The resistance varies corresponding to
the touched location with respect to the electrodes in a
known fashion, so that the display coordinates of the dis-
play screen of display device 3 are detected. Although
not shown, a dedicated selection switch for each of the
peripheral areas of the vehicle could be used either al-
ternatively or in conjunction with the touch coordinate
detection mechanism. By manipulation from the driver,
image range selecting part 6 outputs to the processing
part 23 the selected area information regarding the part
of the surroundings of the vehicle desired by the driver.
[0038] As shown in Figure 2, camera 1 is composed
of front camera 1F mounted on the front side of a vehicle
10, rear camera 1B mounted on the rear portion of the
vehicle 10, right-side camera 1R mounted on the right
door mirror of the vehicle 10 and left-side camera 1L
mounted on the left door mirror on the left side of vehicle
10. The front camera 1F, rear camera 1B, right-side cam-
era 1R and left-side camera 1L are preferably so-called
wide-angle cameras with an optical design affording a
viewing angle of 180°. The front camera 1F, rear camera
1B, right-side camera 1R and left-side camera 1L take
pictures to produce, or capture, front camera images,
rear camera images, right-side camera images and left-
side cameraimages, respectively, preferably at the same
time. As a result, the device preferably produces images
completely surrounding the vehicle. Of course, the loca-
tion of each camera can be adjusted based upon the
cameras used and upon the vehicle type to produce the
desired images.

[0039] Here, for example, the left-side camera images
taken by left-side camera 1L become images of the left
side of the vehicle 10 body and the areas around the
tires, and the rear camera images taken by rear camera
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1B become the images containing the rear of the vehicle
10 body, white parking lines, and a neighboring vehicle
parked next to the driver’s vehicle. The front camera, rear
camera, right-side camera, and left-side camera images
are output to processing part 23. For simplicity, camera
1 will be used hereinafter to reflect the image pickup de-
vices of the present invention, regardless of the number
of such devices.

[0040] Image display device 2 displays the processed
images taken by camera 1, and in accordance with the
manipulations from the driver the state of detected ob-
stacles, etc., a bird’s-eye view showing all of the vehicle’s
surroundings or an image that includes part of the sur-
roundings is displayed.

[0041] Processing part 23 can include, for example, a
microprocessor coupled to a memory or a standard mi-
crocontroller with on-board memory as is known in the
art. Processing part 23 acquires plural camera images
captured by camera 1. By performing prescribed image
processing, a bird’s-eye view showing the entire sur-
roundings of the vehicle is formed. Processing part 23
contains a look-up table that records the corresponding
relationship between the plurality of input cameraimages
and the output bird’s-eye view pre-stored in it. For
processing part 24, since the plurality of camera images
are input from camera 1, the camera images are stored
in the prescribed input memories. By means of process-
ing part 23, the stored camera images are read in units
of pixels according to the look-up table, and are stored
in the output memory. As a result, in the output memory,
the required image regions are cut out from the front cam-
era, rear camera, right-side camera, and left-side camera
images to form a panoramic bird’s-eye view. Then, after
processing part 23 finishes forming the bird’s-eye view
according to the look-up table, the bird’s-eye view is out-
put to output frame buffer 25.

[0042] The bird’s-eye view formed by the processing
part 23 contains the four types of the camera images,
that is, the images obtained by extracting portions near
the left front tire from the left-side camera image, the
image obtained by cutting at an angle of about 120° from
the rear camera image, etc., which are combined at a
single point above the vehicle. Such a bird’s-eye view
can be used by the driver to observe his surroundings
as though it were possible to view from a point above
vehicle 10.

[0043] Next, additional details of the operation of cam-
era 1 are discussed. Camera 1 can obtain images with
a resolution higher than that of the image that can be
transferred by image transfer means 12. Here, in order
to simplify the explanation, it is assumed that an image
comprising 1280 pixels in the horizontal direction and
960 pixels in the vertical direction can be acquired. The
image buffer inside camera 1 is called acquired image
plane.

[0044] Camera 1 outputs the image via image transfer
means 12. As explained above, image transfer means
12 handles images with a resolution of 640 pixels in the
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horizontal direction and 480 pixels in the vertical direc-
tion. Thus, camera 1 processes the acquired images to
the resolution of image transfer means 12 and then out-
puts the images.

[0045] Camera 1 includes image processing means.
In Figure 3, (A) is a diagram illustrating the acquired im-
age plane of the camera. Shown in (A) are the acquired
image plane 201 of camera 1, the image transfer object
region 202 set inside acquired image plane 201 and the
minimum rectangular range 203 containing image trans-
fer object region 202. As can be seen, camera 1 sets
image transfer object region 202 inside acquired image
plane 201 of camera 1. The image transfer object region
202 is defined by the coordinates of the four vertices.
[0046] InFigure 3, (B)is adiagramillustrating the state
of normalization of image transfer object region 202 to
the resolution of image transfer means 12. Shown in (B)
is a rectangular region after normalization 204 to enable
transfer by image transfer means 12. As shown, camera
1 normalizes image transfer object region 202 to the res-
olution of image transfer means 12 and generates trans-
ferable rectangular region 204 with image transfermeans
12.

[0047] Here, consider the case when the coordinates
ofacquired image plane 201 (x_cam, y_cam) on acquired
image plane 201 and the coordinates after normalization
(x_trans, y_trans) in rectangular region 204 are set. The
normalization function fr(u) with (x_trans, y_trans) = fr(x_
cam, y_cam) is defined where u is an independent vari-
able. The normalization function fr(u) can be determined
from the resolution of camera 1, the resolution of image
transfer means 12 and the coordinates of the four points
on acquired image plane 201 that define image transfer
object region 202. Also, inverse function fri(v) of normal-
ization function fr(u) is defined where v=fr(u) with (x_cam,
y_cam) = fri (x_trans, y_trans).

[0048] Camera 1 takes the image acquired by normal-
izing image transfer object region 202 in acquired image
plane 201 to match the resolution of image transfer
means 12 as the image output of camera 1, and outputs
it using image transfer means 12.

[0049] Camera 1 uses information communication
means 21 from the peripheral device (image processing
device 2 in this embodiment) to specify the resolution of
camera 1, the resolution of image transfer means 12 and
the coordinates of the four points on acquired image
plane 201 that define image transfer object region 202
so as to adjust the output image region (image output
range, image transmission range). As a practical matter,
because the resolution of camera 1 and the resolution of
image transfer means 12 are usually fixed and cannot
be adjusted, the values assigned from the peripheral de-
vice may be only the coordinates of the four points on
acquired image plane 201 that define image transfer ob-
jectregion 202. Also, although the normalization function
is complicated, even when image transfer object region
202 has four or more apexes, the same method can be
adopted to perform treatment. In this embodiment, the
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explanation concerns the method that assigns the four
points. However, other assignment schemes may also
be adopted. This will be explained below.

[0050] Forimage transfer object region 202 or the like,
the function for normalizing a non-rectangular region to
ashape (e.g., arectangular shape 204) that can be trans-
ferred by image transfer means 12 is more complicated
than the function that normalizes one rectangular region
to another rectangular region. In order to perform the
normalization process with a simpler and less expensive
circuit or central processing unit (CPU), the minimum rec-
tangular region 203 that will contain image transfer object
region 202 is set as the transfer region when image trans-
fer object region 202 is assigned, and it is normalized for
transfer. As a result, the number of computations re-
quired for normalizing the region can be reduced.
[0051] Also, between camera 1 and the peripheral de-
vice, certain types of the patterns of image transfer object
region 202 are defined beforehand, and the pattern
number is assigned. This scheme is effective for increas-
ing the operation speed and reducing costs because the
fixed normalization treatment circuits are preset in cam-
era 1 and image processing device 2. Also, because only
the pattern number is assigned, it is possible to reduce
the information quality received by camera 1 through in-
formation communication means 21 and to reduce the
cost.

[0052] No matter what scheme is adopted for camera
1 and the peripheral device, it is important to know image
transfer object region 202 and the accompanying nor-
malization function. As long as the normalization function
is known, it is possible to use the normalized image to
access the data in image transfer object region 202 on
acquired image plane 201 of camera 1.

[0053] The data sent via image transfer means 12 is
next defined. The image transfer means 12 includes the
concepts of a data transfer format and a transfer means,
such as a cable, wireless means or the like for realizing
the transfer. Here, the transmission format and transfer
means allow the transmission of images each with res-
olution of 640 pixels in the horizontal direction and 480
pixels in the vertical direction and having 24 bits of color
at a rate of 30 images/sec. Also, in order to simplify the
explanation, only a simple example is presented. How-
ever, when it is used in an actual system, the NTSC sys-
tem or another standard format may be used. The image
taken by camera 1is outputinaformatthat allows transfer
by image transfer means 12.

[0054] Next, a description is given regarding the oper-
ation of image processing device 2. The image process-
ing device 2 has input frame buffer 22, output frame buffer
25, resetting table storage part 24 and image processing
part 23. The input frame buffer 22 is of sufficient size for
obtaining the image data sent through image transfer
means 12. In this embodiment, it is matched to the res-
olution of image transfer means 12 and is of such size
that it can hold 24-bit color data with 640 pixels in the
horizontal direction and 480 pixels in the vertical direc-
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tion. Output frame buffer 25 depends on the specific sys-
tem. However, in the present embodiment, it is of the
type that can hold 24-bit color data with 640 pixels in the
horizontal direction and 480 pixels in the vertical direc-
tion. For both input and output, the data in input frame
buffer 22 and output frame buffer 25 use x, y coordinates
as an index. In this manner, it is possible to access any
of the pixel data where the pixel data denote color infor-
mation.

[0055] According tothe contents of resetting table stor-
age part 24, image processing part 23 copies the data in
input frame buffer 22 and generates the data for output
frame buffer 25. The resetting table storage part 24 holds
the data corresponding to the pixels in output frame buffer
25. In this embodiment, the data comprise 640 pixels in
the horizontal direction and 480 pixels in the vertical di-
rection, and it is possible to access any of the pixel data.
Specifically, x, y coordinates are used as an index so that
the data are identical to the data in input frame buffer 22
and output frame buffer 25. The pixels represented by
(x, y) in output frame buffer 25 correspond to the (x, y)
data in resetting table storage part 24. All of the data in
resetting table storage part 24 have the coordinates of
acquired image plane 201 of camera 1 (in the case of
the present embodiment, 1280 pixels in the horizontal
direction and 960 pixels in the vertical direction).
[0056] Here, by surveying resetting table storage part
24, image processing device 2 can know the range of
acquired image plane 201 of camera 1 that is registered
in resetting table storage part 24. The image processing
device 2 sets the four points on acquired image plane
201 such that the registered range is contained. The co-
ordinates of the four points are transmitted to camera 1
to assign the image output range using information com-
munication means 21. Also, the normalization function fr
(u) explained with reference to the operation of camera
1 discussed previously is computed. As far as setting the
image output range and computing the normalization
function are concerned, processing is not required for
each cycle. Instead, computations are performed at the
time that resetting table storage part 24 is set, and the
results are stored in the memory of resetting table storage
part 24.

[0057] The procedure for the generation of data for out-
put frame buffer 25 by image processing part 23 will be
explained below.

[0058] When image processing part 23 sets the color
information of the (x1, y1) pixels in output frame buffer
25, first the (x1, y1) data in resetting table storage part
24 is accessed to obtain their values. Because the coor-
dinates of acquired image plane 201 of camera 1 are
held in the data in resetting table storage part 24, image
processing part 23 can obtain the coordinates (x_cam1,
y_cam1) of acquired image plane 201 of camera 1. From
these coordinates, the normalization function fr(u)
(where u represents the independent variable) is used
to obtain the normalized coordinates (x_reg1, y_reg1).
Thus, (x_reg1, y_reg1) = fr (x_cam1, y_cam1). The nor-
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malized image is acquired in input frame buffer 22, and
the pixel data of the coordinates (x_cam1, y_cam1) of
acquired image plane 201 can be acquired by accessing
(x_reg1, y_reg1) in input frame buffer 22. The image
processing part 23 acquires the color information stored
in (x_reg1, y_reg1) in input frame buffer 22, and the ac-
quired color information is the (x1, y1) data of output
frame buffer 25.

[0059] Once this process is performed on all of the
pixels in output frame buffer 25, the generation of the
data of output frame buffer 25 comes to an end.

[0060] The image processing device 2 sends the con-
tents of input frame buffer 22 generated by the aforemen-
tioned process to image display device 3 for display to
the driver. This process is performed at a rate of 30 cycles
per second according to the present embodiment. The
images acquired by camera 1 are processed by image
processing device 2 and are consecutively displayed as
moving pictures on image display device 3.

[0061] With the scheme described above, image
processing device 2 can use camera 1 with a resolution
higher than that of image transfer means 12, and it can
acquire only the range required for processing by means
ofimage transfer means 12. Consequently, it can present
the images with higher a resolution and better visibility
than those realized with a device of the prior art.

[0062] Image transformation using the scheme of the
present embodiment shown in Figure 4 will be explained
below. Figures 4 and 5 illustrate the case when four cam-
eras 1F, 1B, 1L, 1R are used to perform image transfor-
mation. In Figure 4, (A)-(D) show the images taken by
the various cameras. That is, in Figure 3, (A) shows the
view in front of the vehicle taken by camera 1F; (B) shows
the left-side view taken by camera 1L; (C) shows the
right-side view taken by camera 1R; and (D) shows the
rear view taken by camera 1B. Also in Figure 4, (E) shows
the image obtained by merging the images taken by the
plurality of cameras after transformation. The image (A)
includes front side view 301, front lower view 302 and
bird’s-eye view 303. The image (C) includes rear side
view 304 and bird’s-eye view 305. Theimage (D) includes
rear lower view 306, bird’s-eye view 307 and the image
transfer region 308.

[0063] The camera images are pictures that contain
blank portions. For the transformed image (E), the re-
quired parts are parts of the camera image (part of the
ground).

[0064] The explanation will refer to rear camera image
(D) as an example. Of the rear camera image (D), the
range required for transformation to form the transformed
image (E) is image transfer region 308. As a result, it is
possible to use the bandwidth that transfers all of the
camera images (such as (D)) in the prior art to transfer
only the range required for transformation (image transfer
region 308), so that it is possible to transmit the image
at a higher resolution to image processing device 2. As
the image before processing is finer, the resolution of the
image generated by image processing device 2 is higher,
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and the obtained image can be more easily viewed.
[0065] The camera images (D) are conventional rear
view pictures, so that when the rear view images are
provided to the driver, all of the camera images are used
as the transfer range as they are transferred to image
processing device 2 to be shown to the driver. As shown
in this case, when only two types of processing are per-
formed, two modes are used as camera image transfer
modes, that is, the mode of complete transfer and the
mode of transferring image transfer region 308 as the
range required for transformation. As needed, switching
can be performed between them, so that the image qual-
ity of the displayed image can be improved with a simple
constitution. For additional details of generating the
bird’s-eye view, the reader is referred to Japanese Kokai
Patent Application No. 2004-48621.

[0066] As explained above, the image generating de-
vice for a vehicle in this embodiment comprises the fol-
lowing parts that can be used in a method for generating
images. First, camera 1 (one or more image pickup de-
vices) allows adjustment of the image output range by
manipulation from the outside, such as a signal from im-
age processing device 2. Image processing device 2 ma-
nipulates camera 1 and processing of the image acquired
by camera 1, and image display device 3 displays the
image processed by image processing device 2. More
specifically, corresponding to a signal from image
processing device 2, the image output range from cam-
era1isadjusted. Camera 1 acquires and outputs images,
image processing device 2 adjusts the image output
range of camera 1 and processes the images acquired
by camera 1, and image display device 3 displays the
images processed by image processing device 2.
[0067] Because the image output range of camera 1
can be adjusted corresponding to the contents of the im-
age processing, the bandwidth of image transfer means
12 that connects image processing device 2 and camera
1 can be used effectively, the image quality of the output
image is improved, and the image can be better per-
ceived by the driver.

[0068] Also,image processing device 2 defines the im-
age output range of camera 1 by assigning the coordi-
nates of four or more points. As a result, it is possible to
assign the camera image output range matched to the
contents of the image processing, to improve the image
quality of the output image, and to provide an image that
can be better perceived by the driver.

[0069] Image processing device 2 can assign the im-
age output range of camera 1 with a rectangular shape.
As aresult, the amount of internal processing by camera
1 can be reduced, and the cost can be reduced.

[0070] Also,image processing device 2 normalizes the
image output range of camera 1 to a rectangular shape
for output to camera 1. As a result, it is possible to make
effective use of conventional image transfer means 12,
to improve the image quality of the presented image, and
to provide images that can be better perceived by the
driver.
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[0071] Also, the image output range is defined before-
handin camera 1, and image processing device 2 outputs
to camera 1 the signal corresponding to the image output
range of camera 1. As a result, the image output range
is defined as a certain type beforehand, and, by appro-
priate selection from the possible types, it is possible to
improve the communication information quality from im-
age processing device 2 to camera 1, it is possible to
perform processing with a simpler constitution, and it is
possible to reduce the cost.

[0072] The image output range of camera 1 can be
changed by image processing device 2 switching be-
tween part of the image and the entirety of the image. In
this way, by switching the image output range of camera
1 between the range of the view of the ground and the
entire image, a device appropriate for monitoring devices
for automobiles can be obtained at lower cost.

[0073] Thereis preferably a plurality of cameras 1, and
the image processing device 2 can adjust the signals to
be sent to the plurality of cameras 1 corresponding to the
image displayed on image display device 3. As a result,
in a system having a plurality of cameras 1, it is possible
to improve the image quality of the output image and to
provide images that can be better perceived by the driver.
[0074] The resolution of camera 1 is higher than the
resolution (frequency characteristics) restricted by image
transfer means 12 that connects camera 1 and image
processing device 2. As a result, it is possible to select
a less expensive image transfer means, so that it is pos-
sible to reduce the cost.

[0075] Other embodiments are, of course, possible. In
the following, an explanation will be given regarding an
embodiment in which the image output range cut from
the wide-angle camera corresponds to the displayed im-
age.

[0076] Figures 4 and 5 illustrate images useful in this
embodiment. The camera images (A)-(D) shown in Fig-
ure 4 correspond to the images (A)-(D) shown in Figure
5. The bird’s-eye view (E) shown in Figure 4 corresponds
to the image (E) shown in Figure 5. In addition to the
bird’s-eye view (E), Figure 5 also shows the following:
front side view (F), front lower view (G), rear side view
(H) and rear lower view (l). In the following, an explana-
tion will be given regarding the images (E), (F), (G), (H),
(1) that represent examples of the range for cutting from
the view of the wide-angle camera.

[0077] When the bird’s-eye view (E) of Figure 5 is dis-
played, the ranges of bird’s-eye view 303, bird’s-eye view
305 and bird’s-eye view 307 in the camera images (A),
(C) and (D), respectively, of Figure 4 are cut out, and
processing is performed by the image processing device
2 for display on image display device 3. Here, as the
cutting ranges from the view of the wide-angle camera,
the lower portion of the image (bird’s-eye view 303) is
cut out from the front wide-angle camera image (A), the
lower portion of the image is cut out obliquely (bird’s-eye
view 305) from the side wide-angle camera image (C),
and the lower portion of the image (bird’s-eye view 307)
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is cut out from the rear wide-angle camera image (D).
The ranges cut out in this way are a part of the wide-
angle camera view, and it is possible to send the neces-
sary information with areduced number of pixels toimage
processing device 2.

[0078] When the front side view (F) of Figure 5 is dis-
played, the range of cutting from the front wide-angle
camera image (A) of Figure 4 is front side view 301.
[0079] When the front lower view (G) of Figure 5 is
displayed, the range cut from the front wide-angle cam-
eraimage (A) of Figure 4 is taken as bird’s-eye view 303.
[0080] When the rear side view (H) of Figure 5 is dis-
played, the range cut from the side wide-angle camera
image (C) of Figure 4 is taken as rear side image 304.
[0081] When the rear lower view (l) of Figure 5 is dis-
played, the range cut from the rear wide-angle camera
image (D) in Figure 4 is taken as rear lower view 306.
[0082] As a result, by adjusting the cutting range cor-
responding to the displayed image, it is possible to send
the necessary information with a reduced number of pix-
els to image processing device 2.

[0083] Here, theimage output range for cutting out the
output image from the camera is defined inside the cam-
era beforehand. The signal assigning the type of the im-
age output range is transmitted, so that the image output
range is adjusted. In this way, it is possible to simplify
the signal from image processing part 23.

[0084] The shape of the cut image can be any of the
following shapes. For example, as described with refer-
ence to Figure 6, for the pentagonal shape of bird’s-eye
view 303 and for the trapezoidal shape of front side view
301, or a combination of these two regions, performing
the normalization process can produce the rectangular
shapes shown in (A) and (B) of Figure 6. These images
are able to be output to image processing device 2. In
(A) reference number 504 and in (B) reference number
505 represent the normalized rectangular regions of
views 303 and 301, respectively.

[0085] In this embodiment, camera 1 includes wide-
angle cameras for acquiring the front view, left/right views
and rear view of the vehicle. The image displayed on
image display device 3 is at least one of the following
views: bird’s-eye view, front side view, front lower view,
rear side view and rear view. In this system having plural
wide-angle cameras, it is possible to improve the image
quality of the output image, and it is possible to provide
images that can be better perceived by the driver.
[0086] Asalsoshownin(B)ofFigure6,image process-
ing device 2 cuts plural portions from the image taken by
camera 1, followed by combining them to form a rectan-
gular shape for assigning the image output range of cam-
era 1. As a result, it is possible to improve the image
quality and to provide images that can be better perceived
by the driver.

[0087] According to the present invention, the image
output range of the image pickup device can be adjusted
corresponding to the contents of the image processing.
[0088] Consequently, the bandwidth of the image
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transfer means that connects the image processing de-
vice and the image pickup device can be used effectively.
[0089] The above-described embodiments have been
described in order to allow easy understanding of the
present invention and do not limit the present invention.
Onthe contrary, the invention is intended to cover various
modifications and equivalent arrangements included
within the scope of the appended claims, which scope is
to be accorded the broadest interpretation so as to en-
compass all such modifications and equivalent structure
as is permitted under the law.

[0090] This application claims priority from on Japa-
nese Patent Application No. 2005-108159, filed 5th April
2005, the contents of which are hereby incorporated by
reference.

Claims

1. An apparatus, for use with a vehicle, for generating
an image comprising:

image pickup means for capturing images sur-
rounding the vehicle and outputting the images
with an adjustable image output range;

image processing means for receiving the out-
put images and for image processing of the out-
put images corresponding to the output range;
and

display means for displaying the processed im-
ages.

2. An apparatus as claimed in claim 1, wherein the im-
age output range comprises at least two ranges and
wherein the image pickup means is arranged to out-
put the captured images in accordance with one of
the at least two ranges.

3. Anapparatus asclaimedin claim 1 or claim 2 wherein
the image pickup means is switchable between a
partial image mode and a full image mode.

4. An apparatus as claimed in any preceding claim
wherein the image pickup means is arranged to ad-
just the image output range based on a signal exter-
nal from the image pickup means.

5. An apparatus as claimed in any preceding claim
wherein the image processing means is arranged to
define the image output range using coordinates of
four or more points.

6. An apparatus as claimed in any preceding claim
wherein the image processing means is arranged to
define the image output range with a rectangular
shape and/or to normalize the captured images to a
rectangular shape, the rectangular shape being the
image for display on the display device.
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An apparatus as claimed in any preceding claim
wherein the image processed by the image process-
ing means is a rectangular shape comprising a com-
bination of a plurality of cut-out images from at least
some of the captured images.

An apparatus as claimed in any preceding claim
wherein said image pickup means comprises wide-
angle cameras for capturing front views, left-side
views, right-side views, and rear views of the vehicle
and wherein the image processed by the image
processing device is at least one of a bird’s-eye view,
a front side view, a front lower view, a rear side view
and a rear view.

A method, for use with a vehicle, for generating an
image comprising:

capturing images surrounding the vehicle;
outputting each of the captured images with an
adjustable image output range;

processing the output images corresponding to
the image output range; and

displaying at least one processed image.

A method as claimed in claim 9 comprising defining
at least two image output ranges and using one of
the at least two image output ranges for outputting
each of the captured images.

A method as claimed in claim 9 or claim 10 wherein
processing the output images corresponding to the
image output range further comprises combining a
plurality of cut-out images from at least some of the
captured images in a single rectangular image; and
wherein displaying the at least one processed image
includes displaying the single rectangular image.

A method as claimed in any of claims 9to 11 wherein
capturing images surrounding the vehicle comprises
operating a plurality of wide-angle cameras to cap-
ture a front view, a left-side view, a right-side view,
and arear view of the vehicle; and wherein displaying
the atleast one processed image includes displaying
at least one of a bird’s-eye view, a front side view, a
front lower view, a rear side view and a rear view.

The A method as claimed in any of claims 9 to 12
wherein the adjustable image output comprises at
least two ranges, the at least two ranges including a
partial image range and a full image range.
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