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Description

[0001] This application relates to and claims priority
from Japanese Patent Application No. 2006-081051,
filed on March 23, 2006, the entire disclosure of which is
incorporated herein by reference.

[0002] The present invention can be suitably applied
to a storage system including a storage apparatus for
providing a dynamically capacity-extensible logical vol-
ume to a host computer.

[0003] Inrecentyears, a storage apparatus for provid-
ing a data storage extent to a host computer can be
equipped with a considerable number of large-capacity
physical disks, and the storage capacity is being in-
creased on a grand scale. With this kind of storage ap-
paratus, foremost, a disk array configured from RAID
(Redundant Array of Independent Disks) is created from
physical disks, a plurality of physical storage resources
are gathered to create a pool area, and a storage extent
of a capacity requested by a host computer from the pool
area is created as a logical volume and provided to the
host computer.

[0004] Further in recent years, a storage apparatus
has been proposed for dynamically extending the storage
capacity by foremost providing a virtual logical volume
to the host computer without creating a logical volume of
a fixed capacity from the pool area, and dynamically al-
locating a storage extent in certain units from a pool area
as a physical resource to such virtual logical volume ac-
cording to a command from the host computer.

[0005] Forinstance, with the storage apparatus of Jap-
anese Patent Laid-Open Publication No. 2003-015915
(Patent Document 1), a logical volume corresponding to
the individual host computers is provided from a plurality
of disk storage apparatuses, a logical block address sub-
ject to reading or writing is read based on a command to
a logical volume sent from a host computer, a volume
providing apparatus allocates a storage extent from an
unused magnetic disk storage apparatus when a storage
extent of the logical block address accessed by the com-
mand does not exist in the logical volume, the storage
extent of the logical volume is dynamically extended, and
the logical volume is reduced in an arbitrary amount
based on the command of the application.

[0006] Further, the storage apparatus of Japanese
Patent Laid-Open Publication No. 2005-011316 (Patent
Document 2) has a storage controller connected to a host
computer, and a plurality of storage apparatuses con-
nected to the storage controller, wherein the storage con-
troller issues a notice to the host computer to the effect
that a virtual volume of a prescribed size has been allo-
cated according to a command from the host computer,
allocates the storage extent existing in the plurality of
storage apparatuses to the virtual volume upon receiving
from the host computer a command to the virtual volume,
converting the command received from the host compu-
ter into a command addressed to the storage apparatus
having the storage extent to which the virtual volume was

10

15

20

25

30

35

40

45

50

55

allocated, and sending the converted command to this
storage apparatus.

[0007] Nevertheless, with the storage apparatus of
Patent Document 1, although it describes that the unnec-
essary storage extent arising as a result of reducing the
size of the file system in the host computer is released
from the volume, it does not describe releasing the un-
necessary storage extent arising as a result of deleting
data of files and the like that are written in the storage
extent discontinuously from the volume, and itis possible
that unnecessary storage extents will remain in the vol-
ume.

[0008] Further, with the storage apparatus of Patent
Document 2, it describes releasing the unnecessary stor-
age extent by the storage controller monitoring the com-
mands and, upon updating the metadata of the file sys-
tem pursuant to the deletion of data of files and the like
described above, releasing the storage extent indicated
by such metadata. Nevertheless, there is a problem in
that the configuration of the storage controller will be-
come complex since the storage controller needs to con-
stantly monitor the file system and perform processing
according to the file systemin correspondence to a broad
range of operation systems and file systems of the host
computer.

[0009] The present invention was devised in view of
the foregoing problems, and an object thereof is to pro-
vide a storage system, storage extent release method
and storage apparatus capable of efficiently operating a
storage extent with a simple configuration.

[0010] In order to preferably achieve the foregoing ob-
ject, anaspect ofthe presentinvention provides a storage
system including a storage apparatus for providing a dy-
namically extensible dynamiclogical volume, a host com-
puter having a file system for inputting and outputting
data to and from the dynamic logical volume, and a man-
agement server for managing the storage apparatus and
the host computer, wherein the storage apparatus in-
cludes: an allocation unit for allocating a storage extent
in prescribed units to the dynamic logical volume upon
storing the data sent from the host computer in the dy-
namic logical volume; a management unit for managing
the storage extent recognized as being currently used
by the file system among the storage extents allocated
to the dynamic logical volume by the allocation unit; and
a release unit for releasing the storage extent that is not
being managed by the management unit from the dy-
namic logical volume.

[0011] Therefore, the storage apparatus is able to dy-
namically release the unnecessary storage extent from
the logical volume without having to understand the con-
figuration of the file system.

[0012] A further aspect of the present invention pro-
vides a storage extent release method of a storage sys-
temincluding a storage apparatus for providing a dynam-
ically extensible dynamiclogical volume, a host computer
having a file system for inputting and outputting data to
and from the dynamic logical volume, and a management
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server for managing the storage apparatus and the host
computer, including: a first step for allocating a storage
extent in prescribed units to the dynamic logical volume
upon storing the data sent from the host computer in the
dynamic logical volume; a second step for managing the
storage extent recognized as being currently used by the
file system among the storage extents allocated to the
dynamic logical volume at the first step; and a third step
forreleasing the storage extent thatis notbeing managed
at the second step from the dynamic logical volume.
[0013] Therefore, the storage apparatus is able to dy-
namically release the unnecessary storage extent from
the logical volume without having to understand the con-
figuration of the file system.

[0014] Another aspect of the present invention pro-
vides a storage apparatus for providing a dynamically
extensible dynamic logical volume to data sent from a
host computer, including: an allocation unit for allocating
a storage extentin prescribed units to the dynamic logical
volume upon storing the data sent from the host computer
in the dynamic logical volume; a management unit for
managing the storage extent recognized as being cur-
rently used by the file system among the storage extents
allocated to the dynamic logical volume by the allocation
unit; and a release unit for releasing the storage extent
that is not being managed by the management unit from
the dynamic logical volume.

[0015] Therefore, the storage apparatus is able to dy-
namically release the unnecessary storage extent from
the logical volume without having to understand the con-
figuration of the file system.

[0016] Another aspect of the present invention pro-
vides a storage system including a storage apparatus for
providing a dynamically extensible dynamic logical vol-
ume, a host computer having a file system for inputting
and outputting data to and from the dynamic logical vol-
ume, and a management server for managing the stor-
age apparatus and the host computer, wherein the host
computer includes a capacity utilization acquisition unit
for acquiring the capacity utilization of the file system;
wherein the storage apparatus includes a storage extent
quantity acquisition unit for acquiring the number of the
storage extents allocated to the dynamic logical volume
corresponding to the file system; and wherein the man-
agement server includes a release decision unit for de-
ciding the dynamic logical volume to release the storage
extent based on the capacity utilization of the file system
acquired by the capacity utilization acquisition unit and
the number of the storage extents of the dynamic logical
volume corresponding to the file system acquired by the
storage extent quantity acquisition unit.

[0017] Therefore, itis possible to further release phys-
ical storage extents since the dynamic logical volume to
release the storage extent can be decided to be a dy-
namic logical volume having an inferior utilization effi-
ciency of the storage extent; that is, having a low capacity
utilization of the file system in relation to the capacity
utilization based on the number of storage extents of the
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dynamic logical volume.

[0018] According to aspects of the present invention,
by allocating a storage extent in prescribed units to the
dynamic logical volume upon storing the data sent from
the host computer in the dynamic logical volume, man-
aging the storage extent recognized as being currently
used by the file system among the storage extents allo-
cated to the dynamic logical volume by the allocation unit,
and releasing the storage extent that is not being man-
aged by the management unit from the dynamic logical
volume, the storage apparatus is able to release the un-
necessary storage extent from the dynamic logical vol-
ume without having to understand the configuration of
the file system. As a result, it is possible to realize a stor-
age system, storage extent release method and storage
apparatus capable of efficiently operating the storage ex-
tent with a simple configuration.

[0019] Further, according to aspects of the present in-
vention, by deciding the dynamic logical volume to re-
lease the storage extent based on the capacity utilization
of the file system and the number of the storage extents
of the dynamic logical volume corresponding to the file
system, it is possible to further release physical storage
extents since the dynamic logical volume to release the
storage extent can be decided to be a dynamic logical
volume having an inferior utilization efficiency of the stor-
age extent; that is, having a low capacity utilization of the
file system in relation to the capacity utilization based on
the number of storage extents of the dynamic logical vol-
ume. As aresult, itis possible to realize a storage system
capabile of efficiently operating the storage extent with a
simple configuration.

DESCRIPTION OF DRAWINGS
[0020]

FIG. 1 is a schematic diagram showing the configu-
ration of the storage system according to the first
embodiment;

FIG. 2is a schematic diagram showing the hardware
configuration of the storage apparatus;

FIG. 3 is a schematic diagram showing the software
configuration of the storage apparatus;

FIG. 4 is a conceptual diagram for explaining the
logical volume management table;

FIG. 5 is a conceptual diagram for explaining the
logical volume type management table;

FIG. 6 is a conceptual diagram for explaining the
dynamic logical volume mode management table;
FIG. 7 is a conceptual diagram for explaining the
pool management table;

FIG. 8 is a conceptual diagram for explaining the
mapping table;

FIG. 9is a schematic diagram showing the hardware
configuration of the host;

FIG. 10 is a schematic diagram showing the software
configuration of the host according to the first em-
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bodiment;

FIG. 11 is a schematic diagram showing the hard-
ware configuration of the management server;

FIG. 12is a schematic diagram showing the software
configuration of the management server;

FIG. 13 is a flowchart for explaining the command
processing at the time of reading data;

FIG. 14 is a flowchart for explaining the command
processing at the time of writing data;

FIG. 15is a conceptual diagram schematically show-
ing the contents of the overall processing flow of ca-
pacity information acquisition processing and non-
use extent release processing in the first embodi-
ment;

FIG. 16 is a flowchart for explaining the overall
processing flow of capacity information acquisition
processing and nonuse extent release processing;
FIG. 17 is a flowchart for explaining the overall
processing flow of capacity information acquisition
processing and nonuse extent release processing;
FIG. 18 is a flowchart for explaining capacity infor-
mation acquisition processing;

FIG. 19 is a flowchart for explaining nonuse extent
release processing;

FIG. 20 is a flowchart for explaining mode change
processing;

FIG. 21 is a flowchart for explaining unreleasable
extent access processing in the first embodiment;
FIG. 22 is a flowchart for explaining extent release
processing;

FIG. 23 is a schematic diagram showing the software
configuration of the host according to the second em-
bodiment;

FIG. 24 is a flowchart for explaining unreleasable
extent access processing in the second embodi-
ment;

FIG. 25 is a conceptual diagram schematically show-
ing the contents of the overall processing flow of ca-
pacity information acquisition processing and non-
use extent release processing in the first embodi-
ment; and

FIG. 26 is a flowchart for explaining unreleasable
extent access processing in the second embodi-
ment.

[0021] Anembodiment of the present invention is now
explained in detail with reference to the attached draw-
ings.

(1) First Embodiment

(1-1) Configuration of Storage System in First Embodi-
ment

[0022] FIG. 1 is a configuration of the storage system
1 according to the first embodiment. As shown in FIG. 1,
the storage system 1 has one or more storage appara-
tuses 11, one or more host computers 12 (hereinafter
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simply referred to as "hosts"), and a SAN (Storage Area
Network) management computer 14 (hereinafter simply
referred to as a "management server").

[0023] The storage apparatus 11 and host 12 have one
or more SAN ports 18, and configure a SAN as a whole
by connecting to a SAN switch 13. A SAN, for instance,
is connected to an interface referred to as a fibre channel.
Further, the storage apparatus 11 and host 12 use a pro-
tocol referred to as an FCP (Fibre Channel Protocol) to
send and receive commands and data (the storage ap-
paratus 11 and host 12 may be hereinafter collectively
referred to as a "node").

[0024] Further, the storage apparatus 11, host 12, SAN
switch 13 and management server 14 configure a LAN
as a whole by being connected to a LAN (Local Area
Network) switch 15.

[0025] Incidentally, in the present embodiment, there
is no particular limitation in the type of interface and pro-
tocol of the SAN used between the storage apparatus 11
and host 12. For example, as the combination of an in-
terface and protocol, a different combination such as the
Ethernet (registered trademark)) and iSCSI (Internet
Small Computer System Interface) may also be used.
Further, although the storage apparatus 11 and manage-
ment server 14 are connected via a LAN, this is merely
an exemplification, and a differentinterface may be used.
[0026] The host 12 is a computer that executes some
kind of application such as a database, and inputs and
outputs data required for such processing to and from
the storage apparatus 11.

[0027] The storage apparatus 11 is a system that pro-
vides one or more logical storage extents (hereinafter
also referred to as "logical volumes" or "LVOLs") 16 to
the host 12. When the host 12 sends a SCSI command
to the storage apparatus 11, the storage apparatus 11
performs data transfer with the host 12 according to such
command. Data transferred from the host 12 is stored in
a parity group (hereinafter also referred to as a "PG") 19
configured from four hard disks among the hard disk
group 105 (described later), which is a physical storage
extent associated with the respective logical volumes 16.
[0028] Incidentally, the logical volume 16 can be
broadly classified into a static logical volume (hereinafter
also referred to as a "SVOL") 20 to which a physical stor-
age extent is fixedly allocated from the parity group 19,
a dynamic logical volume (hereinafter also referred to as
a "DVOL") 21 to which a storage extent is dynamically
allocated from the parity group 19, and a control logical
volume (hereinafter also referred to as a "CVOL") 22 for
storing control commands based on commands from the
host 12 and mode change commands of the dynamic
logical volume 21. Nevertheless, although the control log-
ical volume 22 temporarily disposes data in the shared
memory unit 102, it is not connected to the parity group
19 since it does not perform the reading and writing of
data from and to the hard disk.

[0029] When the host 12 uses FCP, for instance, it
designates the logical volume 16 by adding a port ad-
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dress for designating the SAN port 18 of the storage ap-
paratus 1, and a LUN (Logical Unit Number) number to
the command header and issuing the same to the storage
apparatus 11. A command also contains information
such as a command code for showing the command type
such as reading and writing, and an address and transfer
length showing the transfer start position in the logical
volume 16.

[0030] When the storage apparatus 11 receives a SC-
S| command, it performs data transfer by specifying the
SAN port 18 based on setting information and the logical
volume 16 from the LUN. In the present embodiment, it
is not necessarily the case that one or more logical vol-
umes 16 must be set in each SAN port 18, and one or
more unused SAN ports 18, to which the logical volume
16 has not been set, may be prepared at the time of initial
configuration. FIG. 1 shows that S1d and S1v of the SAN
port 18 are unused.

[0031] Incidentally, with the storage system 1, in order
to increase the reliability of the SAN, as shown in FIG.
1, by using a plurality of SAN ports 18 and SAN switches
13 to connect the storage apparatus 11 and host 12 and
associating the combination of the plurality of SAN ports
18 and LUN to the same logical volume 16, the access
path from the host 12 to the logical volume 16 is made
redundant.

[0032] In order to virtualize the redundant access path
(combination of port address and LUN) to the logical vol-
ume 16, the host 12 manages the storage extent in units
referred to as a host volume 17 (hereinafter referred to
as a "HVOL"). When the application accesses the host
volume 17, the host 12 sends to the storage apparatus
11a SCSI command to the corresponding logical volume
16.

[0033] FIG.2isahardware configurationofthe storage
apparatus 11. The storage apparatus 11 is configured
from a plurality of host I/F units 100, a plurality of disk I/F
units 101, a shared memory unit 102, a system manage-
ment unit 103, and a switch unit 104 for connecting the
foregoing components. The storage apparatus 11 is con-
nected to the hard disk group 105 via the disk I/F unit
100. The hard disk group 105 is a portion for storing data
of the logical volume 16, and is configured from a plurality
of hard disks.

[0034] The host I/F unit 100 is a portion for connecting
the storage apparatus 11 to the SAN switch 13, and is
configured from a plurality of external I/Fs 106, a port
processor 107, and a transfer control unit 108 for con-
necting the foregoing components to the switch unit 104.
The external I/F 106 includes a SAN port 18 for connect-
ing the storage apparatus 11 to a SAN, and controls the
protocol of the SAN. The port processor 107 analyzes a
SCSI command from the host 12, and performs the
processing required for executing the SCSI command.
The transfer control unit 108, by accessing the switch
unit 104, controls the data transfer and communication
between the external I/F 106 and port processor 107,
and the shared memory unit 102, disk I/F unit 101 and
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system management unit 103.

[0035] The disk I/F unit 101 is a portion for connecting
the storage apparatus 11 and hard disk group 105, and
is configured from a disk I/F 109, a disk processor 110,
and a transfer control unit 108 for connecting the forego-
ing components to the switch unit 104. The disk I/F 101
connects the storage apparatus 11 to the hard disk group
105, and controls the protocol between the hard disk
group 105. The disk processor 110 communicates with
the port processor 107 and controls the data transfer be-
tween the hard disk group 105 and shared memory 102
required for the processing of the SCSI command.
[0036] The system management unit 103 is a portion
for connecting the storage apparatus 11 to the LAN
switch 15, and is configured from a management I/F 111,
a management processor 112, a nonvolitile memory 113
and a transfer control unit 108. The management I/F 111
connects the storage apparatus 11 to the LAN switch 15,
and controls the protocol of the LAN. For example, this
is an NIC (Network Interface Card) of the Ethernet (reg-
istered trademark). The management processor 112
communicates with the management server 14, and ex-
ecutes the setting of the storage apparatus 11. The non-
volitile memory 113 retains the setting information of the
storage apparatus 11.

[0037] Incidentally, the hardware configuration of the
storage apparatus 11 in the present embodiment is an
exemplification, and is not limited to the foregoing con-
figuration. Preferably, itis capable of providing a plurality
of SAN ports 18 and a plurality of logical volumes 16.
[0038] FIG. 3is a software configuration of the storage
apparatus 11. Foremost, the processing to be executed
in the respective portions and the retained data and ta-
bles are explained. The port processor 107 retains a log-
ical volume management table 121 (FIG. 4) and a logical
volume type management table 122 (FIG. 5), and exe-
cutes a command processing program 123, a mode
change processing program 124, an extent release
processing program 125 and a dynamic logical volume
analysis processing program 126. Incidentally, the com-
mand processing program 123, mode change process-
ing program 124, extent release processing program 125
and dynamic logical volume analysis processing pro-
gram 126 will be described later.

[0039] The shared memory unit 102 retains a cache
data 131 for storing a part of the data of the logical volume
16, a cache directory 132 for associating the cache data
131 and the internal position of the logical volume 16, a
dynamic logical volume mode management table 133
(FIG. 6), a pool management table 134 (FIG. 7) and a
mapping table 135 (FIG. 8).

[0040] The disk processor 110 executes a RAID con-
trol program 141. The RAID control program 141 is a
program that is activated with a command from the port
processor 107, issues a command to the hard disk group
105, and executes data transfer with the shared memory
unit 102. Further, the RAID control program 141 performs
RAID (Redundant Array of Inexpensive Disks) process-
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ing with a plurality of hard disks of the hard disk group
105. Specifically, the RAID control program 141 manag-
es the association of the address space in the logical
volume 16 and the address space of the hard disk group
105, and accesses the appropriate hard disk.

[0041] The management processor 112 executes a
storage management program 151. The storage man-
agement program 151 contains a storage initialization
processing program 152 for initializing the storage appa-
ratus 11, and a storage configuration management
processing program 153 for acquiring or changing the
configuration information of the storage apparatus 11 ac-
cording to a request from the management server 14.
[0042] Initialization processing of the storage appara-
tus 11 is now explained. When the storage apparatus 11
is activated, the management processor 112 activates
the storage initialization processing program 152 of the
storage management program 151 and executes storage
initialization processing. In the storage initialization
processing program 152, the management processor
112 reads the setting information from the nonvolitile
memory 113, sets the logical volume management table
121 and logical volume type management table 122 in
the port processor 107, and respectively loads the com-
mand processing program 123 in the port processor 107
and loads the RAID control program 141 in the disk proc-
essor 110.

[0043] When the command processing program 123
is activated, the port processor 107 initializes the external
I/F 106 and cache directory 132, and enters a state of
waiting for a SCSI command from the host 12. When the
RAID control program 141 is activated, the disk proces-
sor 110 initializes the disk I/F 109, confirms that it is pos-
sible to access the hard disk group 105, enters a state
of waiting for a command from the port processor 107,
and the initialization processing is completed thereby.
[0044] Next, configuration management processing of
the storage apparatus 11 is explained. When the man-
agement processor 112 receives from the management
I/F 111 a prescribed request from the management serv-
er 14, it executes the storage configuration management
processing.

[0045] In the storage configuration management
processing program 153, the management processor
112 foremost determines the type of request from the
management server 14. If this request is to acquire the
configuration information, the management processor
112 acquires the logical volume management table 121,
logical volume type managementtable 122, dynamic log-
ical volume mode management table 133, pool manage-
ment table 134 or mapping table 135 designated by the
request from the port processor 107 or shared memory
unit 102, and sends this to the management server 14
via the management I/F 111.

[0046] If the request is to change the configuration in-
formation, the management processor 112 changes the
logical volume management table 121, logical volume
type management table 122, dynamic logical volume
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mode change table 133, pool management table 134 or
mapping table 135 designated by the request in the port
processor 107 and nonvolitile memory 113, and reports
the completion of execution to the management server
14 via the management I/F 111.

[0047] Next, the flow of the storage apparatus 11 ex-
ecuting the SCSI command from the host 12 is explained.
When the external I/F 106 receives a SCSI command
from the host 12, it notifies the contents of the SCSI com-
mand to the port processor 107. The port processor 107
is periodically polling the notification from the external I/F
106, and, when it detects the notification of a SCSI com-
mand, it executes the command processing program
123. Incidentally, here, the outline of the command
processing program 123 is explained, and the detailed
processing pertaining to the present invention will be de-
scribed later with reference to FIG. 13 and FIG. 14.
[0048] In the command processing program 123, the
port processor 107 foremost decides the logical volume
16 of the access target from the logical volume manage-
menttable 121 based on the LUN designated by the SCSI
command. Further, the port processor 107 accesses the
cache directory 132 of the shared memory unit 102 to
determine the hit/miss. Then, when the data requested
by the host 12 is a cache hit, the port processor 107
commands the external I/F 106 to perform the data trans-
fer between the cache data 131 and host 12.

[0049] Contrarily, when the result is a cache miss, the
port processor 107 performs the following processing. In
the case of a read command, the port processor 107
commands the disk processor 110 to perform the data
transfer between the hard disk group 105 and cache data
131, updates the cache directory 132 after the completion
of such data transfer, and commands the external |/F 106
to transfer data to the host 12. In the case of a write
command, the port processor 107 accesses the cache
directory 132 and secures the unused extent of the cache
data 131. Then, the port processor 107 commands the
external I/F 106 to perform the data transfer between the
secured cache data 131 and host 12, and updates the
cache directory 132 after the completion of such data
transfer.

[0050] The port processor 107 periodically commands
the disk processor 110 to perform data transfer between
the hard disk group 105 and cache data 131, and writes
the dirty write data registered in the cache directory 132
into the hard disk group 105.

[0051] Like this, the storage apparatus 11 executes
the SCSI command from the host 12. Nevertheless, this
processing flow is merely an exemplification, and there
is no particular limitation in this processing flow so as
long as it is possible to determine the logical volume 16
based on the LUN and setting information of the SCSI
command, and thereby perform the data transfer.
[0052] FIG. 4 is a diagram showing the configuration
of the logical volume management table 121. The logical
volume management table 121 is a table retaining the
correspondence of the respective SAN ports 18 and log-
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ical volume 16, and is configured from a plurality of entries
corresponding to the SAN port 18 of the storage appa-
ratus 11.

[0053] The respective entries of the logical volume
management table 121 are configured from a port ID
management column 161 for managing the ID of the SAN
port 18, and a logical volume management subtable
pointer 162 for retaining the association of the ID of the
SAN port 18 and the logical volume management subta-
ble 163.

[0054] The logical volume management subtable 163
is a table for retaining the correspondence of the LUN of
each SAN port 18 and the logical volume 16, and each
entry is configured from a LUN management column 164
for managing the LUN of the SAN port 18, and a LVOL
ID management column 165 for managing the logical vol-
ume 16 corresponding to the LUN management column
164.

[0055] Here, for example, the LUN "0" of the SAN port
18, which is the port ID "S1a", is associated with the log-
ical volume 16 of the LVOL ID "L1", and the LUN "1" of
the SAN port 18, which is the ID "S1a", is associated with
the logical volume 16 of the LVOL ID "L2".

[0056] FIG. 5 is a diagram showing the configuration
of the logical volume type management table 122. The
logical volume type management table 122 is configured
from a plurality of entries corresponding to the logical
volume 16 of the storage apparatus 11.

[0057] Each entry of the logical volume type manage-
ment table 122 is configured from a LVOL ID manage-
ment column 171 for managing the ID of the logical vol-
ume 16, a LVOL type management column 172 for man-
aging the type of the logical volume 16, a PG ID 173 for
managing the ID of the parity group corresponding to the
static logical volume 20 when the logical volume 16 is
such static logical volume 20, and a DVOL ID 174 for
managing the ID of the dynamic logical volume 21 when
the logical volume 16 is such dynamic logical volume 21.
[0058] Here, for example, the logical volume 16 of the
LVOL ID "L1" is the static logical volume 20 and is asso-
ciated with the parity group 19 of the PG ID "0000", and
the logical volume 16 of the LVOL ID "L2" is the dynamic
logical volume 21 and is associated with the dynamic
logical volume 21 of the DVOL ID "0000".

[0059] FIG. 6 is a diagram showing the configuration
of the dynamic logical volume mode management table
133. Each dynamic logical volume mode management
table 133 is configured from a plurality of entries corre-
sponding to the dynamic logical volume 21 of the storage
apparatus 11.

[0060] Each entry of the dynamic logical volume mode
management table 133 is configured from a DVOL ID
management column 181 for managing the ID of the dy-
namic logical volume 21, and a command processing
mode management column 182 for managing the
processing mode of a SCSI command from the host 12
of the dynamic logical volume 21.

[0061] Here, for instance, the dynamic logical volume
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21 of the DVOL ID "0000" is in a normal mode, and the
dynamic logical volume 21 of the DVOL ID "0001" is in
a flag operation mode.

[0062] Incidentally, a normal mode is a mode for nor-
mally executing the SCSI command from the host, and,
as described in detail later, a flag operation mode is a
mode for changing to "TRUE" the access flag manage-
ment column of the extent representing the allocation
unit for allocating the physical storage extent to the dy-
namic logical volume 21 according to the SCSI command
from the host 12.

[0063] FIG. 7 is a diagram showing the configuration
of the pool management table 134. Each pool manage-
ment table 134 is configured from a plurality of entries
corresponding to the parity group 19 of the storage ap-
paratus 11. Incidentally, each line of the pool manage-
ment table 134 corresponds to each extent.

[0064] Each entry of the pool management table 134
is configured from a PG ID management column 191 for
managing the ID of the parity group 19, an LBA start
value management column 192 for managing the start
value of the LBA (Logical Brock Address) of the parity
group 19, an access flag management column 193, and
an allocation status management column 194.

[0065] The access flag management column 193, dur-
ing the flag operation mode described above, manages
whether to turn "ON" or "OFF" the access flag represent-
ing that the physical storage extent storing the data des-
ignated by the SCSI command has been accessed ac-
cording to the SCSI command from the host 12.

[0066] Here, the access flag management column 193
manages the access flag management column 193
based on "FALSE" or "TRUE", and it is "OFF" when the
access flag management column 193 is "FALSE", which
shows that the physical storage extent storing the data
designated by the SCSI command from the host 12 has
not been accessed. Meanwhile, when the access flag
management column 193 is "ON" when itis "TRUE", and
shows that the physical storage extent storing the data
designated by the SCSI command from the host 12 has
been accessed.

[0067] The allocation status management column 194
manages whether the physical storage extent has been
allocated to any dynamic logical volume 21 regarding the
respective extents.

[0068] Here, the allocation status management col-
umn 194 manages the allocation status based on "Allo-
cated" or "Unused", and, when the allocation status is
"Allocated", this shows that the physical storage extent
is allocated to any one of the dynamic logical volumes
21. When the allocation status is "Unused", this shows
that the physical storage extent is not allocated to any
dynamic logical volume 21.

[0069] Here, for example, with the physical storage ex-
tent corresponding to the LBA start value "0x00000000"
of the parity group 19, which is the PG ID "0001", since
the access flag management column 193 is "FALSE",
during the flag operation mode, the physical storage ex-
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tent storing the data designated by the SCSI command
has not been accessed, and, since the allocation status
is "Allocated", it is allocated to any one of the dynamic
logical volumes 21.

[0070] FIG. 8 is a diagram showing the configuration
of the mapping table 135. The mapping table 135 is a
table for retaining the correspondence of the dynamic
logical volume 21 and the physical storage extent of the
parity group 19, and is configured from a plurality of en-
tries corresponding to the dynamic logical volume 21 of
the storage apparatus 11. Incidentally, each line of the
mapping table 135 corresponds to each extent.

[0071] Each entry of the mapping table 135 is config-
ured from a DVOL ID management column 201 for man-
aging the ID of the dynamic logical volume 21, a DVOL
LBA start value management column 202 for managing
the start value of the LBA of the dynamic logical volume
21, a lock flag management column 203, an allocation
status management column 204, a PG ID management
column 205 for managing the ID of the parity group 19,
and a PG LBA start value management column 206 for
managing the start value of the LBA of the parity group 19.
[0072] The lock flag management column 203 manag-
es whether to prohibit the reading or writing of data based
on the SCSI command from the host 12 upon allocating
a physical storage extent of the parity group 19 to the
dynamic logical volume 2, or upon deleting a physical
storage extent of the parity group 19 from the dynamic
logical volume 21.

[0073] Further, the lock flag management column 203
simultaneously manages whether to prohibit the alloca-
tion of a physical storage extent of the parity group 19 to
the dynamic logical volume 21 or the deletion of a phys-
ical storage extent of the parity group 19 from the dynamic
logical volume 21 upon reading or writing data based on
the SCSI command from the host 12.

[0074] Here, the lock flag management column 203
manages the lock flag management column 203 based
on"FALSE" or "TRUE", and, when the lock flag manage-
ment column 203 is "FALSE", this shows that the reading
and writing of data based on the SCSI command from
the host 12 is not prohibited, and further shows that the
allocation of a physical storage extent of the parity group
19 to the dynamic logical volume 21 or the deletion of a
physical storage extent of the parity group 19 from the
dynamic logical volume 21 is not prohibited.

[0075] Further, when the lock flag management col-
umn 203 is "TRUE", this shows that the reading and writ-
ing of data based on the SCSI command from the host
12 is prohibited, and further shows that the allocation of
a physical storage extent of the parity group 19 to the
dynamic logical volume 21 or the deletion of a physical
storage extent of the parity group 19 from the dynamic
logical volume 21 is prohibited.

[0076] The allocation status management column 204
manages whether a physical storage extent of the parity
group 19 is allocated to each extent.

[0077] Here, the allocation status management col-
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umn 204 manages the allocation status based on "Allo-
cated" or "Unused", and, when the allocation status is
"Allocated", this shows that a physical storage extent of
the parity group 19 is allocated to the dynamic logical
volume 21, and, when the allocation status is "Unused",
this shows that a physical storage extent of the parity
group 19 is not allocated to the dynamic logical volume
21. Incidentally, if the allocation status is "Unused", since
a physical storage extent of the parity group 19 is allo-
cated, the allocation status management column 204
manages the PG ID management column 205 and PG
LBA start value management column 206 based on "-".
[0078] Here, for instance, a physical storage extent
corresponding to the LBA start value "0x00010000" of
the parity group 19, which is the PG ID "0000", is allocated
to the logical storage extent corresponding to the LBA
start value "0x00000000" of the dynamic logical volume
21, which is the DVOL ID "0000", and, since the lock flag
management column 203 is "TRUE", reading and writing
of data based on the SCSI command from the host 12 is
prohibited, or the allocation of a physical storage extent
of the parity group 19 to the dynamic logical volume 21
or the deletion of a physical storage extent of the parity
group 19 from the dynamic logical volume 21 is prohib-
ited.

[0079] FIG. 9 is a hardware configuration of the host
12. The host 12 is configured from a CPU 211, a main
memory 212, a memory controller 213 for controlling the
main memory 212, a HDD (Hard Disk Drive) I/F 214, a
display I/F 215, aninput I/F 216, one or more HBAs (Host
Bus Adapters) 217, a network I/F 218, and a bus 219 for
connecting the foregoing components.

[0080] The CPU 211 executes the respective pro-
grams described later, and the main memory 212 retains
data required for executing such programs. The memory
controller 213 controls the main memory 212, and is a
portion for connecting to the bus 219. The HDD I/F 214
is a portion for connecting the bus 219 and HDD 220.
The display I/F 215 is a portion for connecting the bus
219 and display device 221. The input I/F 216 is a portion
for connecting the bus 219 and input device 222 such as
a keyboard or mouse. The HBA 217 includes the SAN
port 18, and is a portion for connecting the bus 219 and
SAN switch 13. The network I/F 218 is a portion for con-
necting the bus 219 and LAN switch 15.

[0081] Incidentally, the foregoing hardware configura-
tion is merely an exemplification, and there is no partic-
ular limitation in the hardware configuration. Preferably
it has one or more SAN port 18 ports and an interface to
the LAN switch 15, and is capable of executing the soft-
ware described later.

[0082] FIG. 10 is a software configuration of the host
12. Foremost, processing to be executed by the CPU
211 of the host 12, and data and tables retained by the
main memory 212 are explained. The CPU 211 of the
host 12 executes an application 231, a file system 232,
a host agent program 233, an access control driver 234,
and a LAN |/F driver 235. The access control driver 234
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is a driver for controlling the transfer of data and com-
mands with the SAN switch 13. The LAN I/F driver 235
is a driver for controlling the transfer of data and com-
mands with the LAN switch 15.

[0083] The file system 232 includes an access request
processing program 241, a defragmentation processing
program 242, a capacity utilization acquisition process-
ing program 243 and a block status acquisition process-
ing program 244. The access request processing pro-
gram 241 is a program for executing the access request
processing to the host volume 17. The defragmentation
processing program 242 is a program for executing the
defragmentation processing of the host volume 17. Inci-
dentally, the capacity utilization acquisition processing
program 243 and block status acquisition processing pro-
gram 244 will be described later.

[0084] Thehostagentprogram233includes acapacity
information acquisition processing program 251 and a
nonuse extent release processing program 252. Inciden-
tally, the capacity information acquisition processing pro-
gram 251 and nonuse extentrelease processing program
252 will be described later.

[0085] Incidentally, the data and tables to be used by
the respective programs described above are retained
in the main memory 212.

[0086] The processing flow of the access request from
the application 231 to the host volume 17 is now ex-
plained. The application 231 is a program to be executed
by the host 12 and, for instance, is a database or the like.
The application 231 calls the access request processing
program 241 of the file system 232, and requests the
access to the host volume 17. The access request
processing program 241 is a program for converting the
access to the file requested by the application 231 into
an access to the host volume 17.

[0087] Inthe access request processing program 241,
the CPU 211 executes the access request to the host 17
received from the application 231 or file system 232. Spe-
cifically, the CPU 211 decides the access path to the
logical volume 16; in particular the port address and LUN
of the storage apparatus 11 based on a table of the ac-
cess request processing program 241 retained in the
main memory 212, issues a SCSI command to the stor-
age apparatus 11 viathe HBA 217, and thereby accesses
the logical volume 16. When the data transfer with the
storage apparatus 11 is complete, the CPU 211 notifies
the completion of access to the application 231 or file
system 232.

[0088] Incidentally, the foregoing access request
processing flow is merely an exemplification, and there
is no particular limitation in the processing flow of the
present embodiment so as long as it decides the access
path from the access request to the host volume 17 based
on the setting information, and access the logical volume
16 of the storage apparatus 11.

[0089] FIG. 11 is a hardware configuration of the man-
agement server 14. The management server 14 is con-
figured from a CPU 261, a memory 262, a memory con-
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troller 263 for controlling the memory 262, a HDD I/F 264,
a display I/F 265, an input I/F 266, a LAN I/F 267, and a
bus 268 for connecting the foregoing components.
[0090] The CPU 261 executes a SAN configuration
management program 281 described later, and the mem-
ory 262 retains data required for such execution. The
memory controller 263 controls the memory 262, and is
a portion for connecting to the bus 268. The HDD I/F 264
is a portion for connecting the bus 268 and HDD 269.
The display I/F 265 is a portion for connecting the bus
268 and display device 270. The input I/F 266 is a portion
for connecging the bus 268 and the input device 271 such
as a keyboard or mouse. The LAN I/F 267 is a portion
for connecting the bus 268 and LAN switch 15.

[0091] Incidentally, the foregoing hardware configura-
tion is merely an exemplification, and there is no partic-
ular limitation in the hardware configuration of the present
embodiment so as long as it has an interface for con-
necting to the LAN switch 15, and is capable of executing
the software described later.

[0092] FIG. 12is a software configuration of the man-
agement server 14. Foremost, the processing to the ex-
ecuted by the CPU 261 of the management server 14
and data retain by the memory 262 are explained. The
CPU 261 of the management server 14 executes a SAN
configuration management program 281 and a LAN I/F
driver 282.

[0093] The SAN management program 240 includes
a dynamic logical volume management processing pro-
gram 291. Incidentally, the dynamic logical volume man-
agement processing program 291 will be described later.

(1-2) Command Processing in First Embodiment

[0094] Next, the command processing of the storage
system 1 in the first embodiment is explained. FIG. 13 is
a flowchart showing the specific processing routine of
the storage apparatus 11 concerning the command
processing during the reading of data in the storage sys-
tem 1.

[0095] When the port processor 107 initially receives
a SCSI command from the host 12 according to the com-
mand processing routine RT1 during the reading of data
shown in FIG. 13 by executing the command processing
program 123, which is a program for executing the SCSI
command received from the host 12, it checks whether
the SCSI command is a read command to the control
logical volume 22 (S1).

[0096] And, when the SCSI command is a read com-
mand to the control logical volume 22 (S1: YES), the port
processor 107 specifies the information to be acquired
to be sent to the host 12 based on the read command
(S2).

[0097] Next, the port processor 107 secures an area
for storing the information to be acquired in the shared
memory unit 102 (S3). Next, the port processor 107 cre-
ates transfer data to be sent to the host 12 from the in-
formation to be acquired thatis stored in the shared mem-
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ory unit 102 (S4).

[0098] Contrarily, when the SCSI command is not a
read command to the control logical volume 22 (S1: NO),
the port processor 107 checks whether the SCSI com-
mand received from the host 12 is a read command to
the dynamic logical volume 21 (S5).

[0099] And, when the SCSI command is a read com-
mand to the dynamic logical volume 21 (S5: YES), the
port processor 107 refers to the mapping table 135 and
changes the lock flag management column 203 of the
corresponding extent to "TRUE", and thereby locks the
corresponding extent so as to prohibit the reading and
writing of data based on the SCSI command from the
host 12, and prohibit the allocation of a physical storage
extent of the parity group 19 to the dynamic logical vol-
ume 21 or the deletion of a physical storage extent of the
parity group from the dynamic logical volume 21 regard-
ing the corresponding extent (S6).

[0100] Next, the port processor 107 refers to the map-
ping table 135, and thereby checks whether a physical
storage extent of the parity group 19 has already been
allocated to the corresponding extent (S7).

[0101] And, when a physical storage extent of the par-
ity group 19 has not been allocated to the corresponding
extent (S7: NO), the port processor 107 creates, for in-
stance, transfer data indicating that no data is stored or
transfer data of all "0" since data is not stored in the cor-
responding extent (S8).

[0102] Contrarily, when the SCSI command is not a
read command to the dynamic logical volume 21 (S5:
NO), or when a physical storage extent of the parity group
19 has been allocated to the corresponding extent (S7:
YES), the port processor 107 checks whether the data
stored in the physical storage extent is stored as cache
data 131 in the shared memory unit 102 since the SCSI
command is a read command to the static logical volume
20, or a physical storage extent of the parity group 19
has been allocated to the corresponding extent of the
dynamic logical volume 21, and the LBA of the physical
storage extent of the parity group 19 is determinate (S9).
[0103] And, when the data stored in the physical stor-
age extent is stored as cache data 131 in the shared
memory unit 102 (cache hit) (S9: YES), the port proces-
sor 107 reads such cache data 131 as transfer data from
the shared memory unit 102 (S10).

[0104] Contrarily, when the data stored in the physical
storage extent is not stored as cache data 131 in the
shared memory unit 102 (cache miss) (S9: NO), the port
processor 107 calls the RAID control program so that the
disk processor 110 controls the RAID control program,
reads the data stored in the physical storage extent and
stores this as cache data 131 in the shared memory unit
102, and reads such cache data 131 as the transfer data
from the shared memory unit 102 (S11).

[0105] The port processor 107 eventually transfers the
transfer data to the host 12 (S12).

[0106] Next, the port processor 107 checks whether
the SCSI command received from the host 12 is a read
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command to the dynamic logical volume 21 (S13).
[0107] And, when the SCSI command received from
the host 12 is a read command to the dynamic logical
volume 21 (S13: YES), the port processor 107 refers to
the dynamiclogical volume mode management table 133
and checks whether the dynamic logical volume 21 sub-
ject to the read command is in a flag operation mode
(S14).

[0108] And, when the dynamic logical volume 21 sub-
ject to the read command is in a flag operation mode
(S14: YES), the port processor 107 refers to the pool
management table 134 and changes the access flag
management column 193 of the corresponding extent to
"TRUE" (S15).

[0109] Next, the port processor 107 refers to the map-
ping table 135 and changes the lock flag management
column 203 of the corresponding extent to "FALSE", and
thereby unlocks the extent to be read so as to cancel the
prohibition of reading and writing data based on the SCSI
command from the host 12, and canceling the prohibition
of allocation of a physical storage extent of the parity
group 19 to the dynamic logical volume 21, or deletion
of a physical storage extent of the parity group 19 from
the dynamic logical volume 21 regarding the correspond-
ing extent (S16).

[0110] Eventually, the port processor 107 thereafter
ends the command processing routine RT1 during the
reading of data shown in FIG. 13 (S17).

[0111] FIG. 14 is a flowchart showing the specific
processing routine of the storage apparatus 11 concern-
ing the command processing during the writing of data
in the storage system 1.

[0112] When the port processor 107 initially receives
a SCSI command from the host 12 according to the com-
mand processing routine RT2 during the writing of data
shown in FIG. 14 by executing the command processing
program 123, it checks whether the SCSI command is a
write command to the control logical volume 22 (S21).
[0113] And, when the SCSI command is a write com-
mand to the control logical volume 22 (S21: YES), the
port processor 107 subsequently secures an area for
storing the control command to be sent from the host 12
in the shared memory unit 102 (S22). Next, the port proc-
essor 107 stores the control command sent from the host
12 (S23).

[0114] Next, the port processor 107 specifies the type
of control command stored in the shared memory unit
102 (S24). As the control command sent from the host
12, forinstance, there is a control command commanding
the start of the extent release program 125.

[0115] Next, the port processor 107 calls the corre-
sponding processing or creates the corresponding infor-
mation based on such control command (S25).

[0116] Contrarily, when the SCSI command is not a
write command to the control logical volume 22 (S21:
NO), the port processor 107 checks whether the SCSI
command received from the host 12 is a write command
to the dynamic logical volume 21 (S26).
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[0117] And, when the SCSI command is a write com-
mand to the dynamic logical volume 21 (S26: YES), the
port processor 107 refers to the mapping table 135 and
changes the lock flag management column 203 of the
corresponding extent to "TRUE", and thereby locks the
corresponding (S27).

[0118] Next, the port processor 107 refers to the map-
ping table 135, and thereby checks whether a physical
storage extent of the parity group 19 has already been
allocated to the corresponding extent (S28).

[0119] And, when a physical storage extent of the par-
ity group 19 has not been allocated to the corresponding
extent (S28: NO), the port processor 107 allocates a
physical storage extent of the parity group 19 to such
extent (S29).

[0120] Next, when the SCSI command is not a write
command to the dynamic logical volume 21 (S26: NO),
a physical storage extent of the parity group 19 has al-
ready been allocated to the corresponding extent (S28:
YES), or a physical storage extent of the parity group 19
has been allocated to the corresponding extent (S29),
the port processor 107 checks whether the data stored
in the physical storage extent is stored as cache data
131 in the shared memory unit 102 since the SCSI com-
mand is a read command to the static logical volume 20,
or a physical storage extent of the parity group 19 has
been allocated to the corresponding extent of the dynam-
ic logical volume 21, and the LBA of the physical storage
extent of the parity group 19 is determinate (S30).
[0121] Here, when the cache data 131 of data stored
in the physical storage extent of the corresponding parity
group 19 is stored in the shared memory unit 102, the
port processor 107 overwrites this cache data 131, and,
when the cache data 131 of data stored in the physical
storage extent of the corresponding parity group 19 is
not stored in the shared memory unit 102, the port proc-
essor 107 secures an area in the shared memory unit
102 and stores the cache data 131.

[0122] Next, the port processor 107 checks whether
the SCSI command received from the host 12 is a write
command to the dynamic logical volume 21 (S31).
[0123] And, when the SCSI command received from
the host 12 is a write command to the dynamic logical
volume 21 (S31: YES), the port processor 107 refers to
the dynamiclogical volume mode management table 133
and checks whether the dynamic logical volume 21 sub-
ject to the write command is in a flag operation mode
(S32).

[0124] And, when the dynamic logical volume 21 sub-
ject to the write command is in a flag operation mode
(S32: YES), the port processor 107 refers to the pool
management table 134 and changes the access flag
management column 193 of the corresponding extent to
"TRUE" (S33).

[0125] Next, the port processor 107 refers to the map-
ping table 135 and changes the lock flag management
column 203 of the corresponding extent to "FALSE", and
thereby unlocks the corresponding extent (S34).
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[0126] Eventually, the port processor 107 thereafter
ends the command processing routine RT2 during the
writing of data shown in FIG. 14 (S35).

(1-3) Capacity Information Acquisition Processing and
Nonuse Extent Release Processing in First Embodiment

(1-3-1) Overall Processing Flow of Capacity Information
Acquisition Processing and Nonuse Extent Release
Processing

[0127] Next, the overall processing flow of capacity in-
formation acquisition processing and nonuse extent re-
lease processing of the storage system 1 in the first em-
bodiment is explained with reference to FIG. 15 to FIG.
17. The storage system 1 according to the present em-
bodiment is characterized in that the storage apparatus
11 manages the storage extent including the LBA recog-
nized as being currently used by the host 12, and releas-
es the physical storage extent recognized as not being
currently used by the host 12 from the dynamic logical
volume 21.

[0128] FIG. 15 is a conceptual diagram schematically
showing the contents of the overall processing flow of
the capacity information acquisition processing and non-
use extent release processing in the first embodiment.
Further, FIG. 16 and FIG. 17 are flowcharts showing the
specific processing routine of the storage apparatus 11,
host 12 and management server 14 concerning the over-
all processing flow of the capacity information acquisition
processing and nonuse extent release processing in this
storage system 1.

[0129] When a dynamic logical volume management
processing program 291, which is a program for execut-
ing the capacity information acquisition processing and
nonuse extent release processing, is initially activated
according to the capacity information acquisition/nonuse
extent release processing routine RT3 shown in FIG. 16
and FIG. 17 at a prescribed timing or according to the
operation of an administrator or the like, the CPU 261 of
the management server 14 requests the host 12 to exe-
cute "capacity information acquisition processing" (S41).
[0130] When the CPU 211 of the host 12 is requested
by the management server 14 to execute the "capacity
information acquisition processing", it executes the ca-
pacity utilization acquisition processing and acquires the
capacity utilization of each file system 232 regarding the
file systems 232 (host volumes 17) corresponding to the
dynamic logical volume 21 (S42).

[0131] Next, the CPU 211 of the host 12 requests the
storage apparatus 11 to execute the "dynamic logical
volume capacity information acquisition processing"
(S43).

[0132] Next, when the port processor 107 of the stor-
age apparatus 11 is requested by the host 12 to execute
the "dynamic logical volume capacity information acqui-
sition processing", it executes the dynamic logical vol-
ume analysis processing, and acquires the number of
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extents indicating the number of physical storage extents
of the parity group 19 allocated to each dynamic logical
volume 21 (S44).

[0133] Next, the port processor 107 of the storage ap-
paratus 11 sends the acquired number of extents per
dynamic logical volume 21 to the host 12 (S45).

[0134] Next, whenthe CPU 211 of the host 12 receives
the number of extents per dynamic logical volume 21, it
sends this together with the capacity utilization per cor-
responding file system 232 to the management server
14 (S46).

[0135] Next, when the CPU 261 of the management
server 14 receives the number of extents per dynamic
logical volume 21 and the capacity utilization per corre-
sponding file system 232, for example, it calculates the
difference between the capacity utilization based on the
number of extents of the dynamic logical volume 21 and
the capacity utilization of the corresponding file system
232, selects a prescribed number of file systems 232 with
a large difference, and requests the host 12 to execute
the "nonuse extent release processing" regarding the se-
lected file systems 232 (S47).

[0136] Incidentally, the CPU 261 of the management
server 14 may also sequentially calculate the difference
between the capacity utilization based on the number of
extents of the dynamic logical volume 21 and the capacity
utilization of the corresponding file system 232, rearrange
these in order from the largest difference, display the
result on the display device 270, and have an adminis-
trator or the like select the file system 232 to execute the
nonuse extent release processing, and thereby request
the host 12 to execute the "nonuse extent release
processing" regarding the selected file systems 232.
[0137] Further, incidentally, the CPU 261 of the man-
agement server 14 may also sequentially calculate the
ratio of the capacity utilization based on the number of
extents of the dynamic logical volume 21 and the capacity
utilization of the corresponding file system 232, and
thereby request the host to execute the "nonuse extent
release processing" regarding a prescribed number of
file systems 232 with a large ratio. In other words, what
is important is that a request is made to the host 12 for
executing the "nonuse extent release processing" to a
file system 232 having a large divergence between the
capacity utilization based on the number of extents of the
dynamic logical volume 21 and the capacity utilization of
the corresponding file system 232.

[0138] Next, when the CPU 211 of the host 12 is re-
quested by the management server 14 to execute the
"nonuse extent release processing", it executes the non-
use extent release processing and requests the storage
apparatus 11 to execute the "mode change processing"
(S48).

[0139] Next, when the port processor 107 of the stor-
age apparatus 11 is requested by the host 12 to execute
the "mode change processing", it executes the mode
change processing, and changes the dynamic logical vol-
ume 21 corresponding to the selected file system 232 to
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the flag operation mode (RT6).

[0140] Next, the port processor 107 of the storage ap-
paratus 11 transmits a completion report of the "mode
change processing" to the host 12 (S49).

[0141] Next, whenthe CPU 211 ofthe host 12 receives
the completion report of the "mode change processing”,
it executes the unreleasable extent access processing,
sends to the storage apparatus 11 a read command re-
garding data of the LBA recognizing that the file system
232 s currently storing data and is in use, makes the port
processor 107 of the storage apparatus 11 change the
access flag management column 193 of the extent cor-
responding to the data to be read to "TRUE" based n the
read command, and send the data to be read to the host
12 (RT7).

[0142] Next, when the CPU 211 of the host 12 finishes
reading data of the LBA currently recognized by the file
system 232, it requests the storage apparatus 11 to ex-
ecute the "extent release processing" (S50).

[0143] Next, when the port processor 107 of the stor-
age apparatus 11 is requested by the host 12 to execute
the "extent release processing”, it executes the extent
release processing, and releases the physical storage
extent of the parity group 19 allocated to an extent in
which the access flag management column 193 is
"FALSE" (RT8).

[0144] Next, the port processor 107 of the storage ap-
paratus 11 sends the number of released extents to the
host 12 (S51).

[0145] Next, whenthe CPU 211 of the host 12 receives
the number of released extents, it sends such number of
released extents to the management server 14 (S52).
[0146] Incidentally, the CPU 261 of the management
server 14 displays the number of released extents on the
display device 270 so as to enable the administrator or
the like to confirm the results of the nonuse extent release
processing.

(1-3-2) Capacity Information Acquisition Processing

[0147] Next, capacity information acquisition process-
ing of the storage system 1 in the first embodiment is
explained in detail. FIG. 18 is a flowchart showing the
specific processing routine of the host 12 and storage
apparatus 11 concerning the capacity information acqui-
sition processing in the storage system 1.

[0148] When the CPU 211 of the host 12 is initially
requested by the management server 14 to execute the
"capacity information acquisition processing", it acquires
the logical volume type information according to the ca-
pacity information acquisition processing routine RT4
shown in FIG. 18 by executing the capacity information
acquisition processing program 251, which is a program
for acquiring the capacity utilization of the file system 232
and the number of physical storage extents of the parity
group 19 allocated to the corresponding dynamic logical
volume 21 (S61).

[0149] Here, the CPU 211 of the host 12 creates a
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control command for commanding the logical volume
type information acquisition, and sends this control com-
mand to the shared memory unit 102 (control logical vol-
ume 22) of the storage apparatus 11.

[0150] The port processor 107 of the storage appara-
tus 11 refers to the logical volume type management table
122 and creates logical volume type information based
on the control command commanding the acquisition of
logical volume type information, secures an area in the
shared memory unit 102 and stores the acquired logical
volume type information in the shared memory unit 102.
And, the port processor 107 of the storage apparatus 11
sends the logical volume type information to the main
memory 212 of the host 12.

[0151] Next, the CPU 211 of the host 12 refers to the
logical volume type information, and thereby checks
whether the type of logical volume 16 is a dynamic logical
volume 21 (S62).

[0152] And, when the type of logical volume 16 is a
dynamic logical volume 21 (S63), the CPU 211 of the
host 12 activates the capacity information acquisition
processing program 251 of the host agent program 233,
performs the file system capacity utilization acquisition
processing by executing the capacity utilization acquisi-
tion processing program 243 of the file system 232, and
thereby acquires the capacity utilization of the file system
232 (S63).

[0153] Next, the CPU 211 of the host 12 acquires the
number of physical storage extents of the parity group
19 allocated to the dynamic logical volume 21 corre-
sponding to the file system 232 (S64).

[0154] Here, the CPU 211 of the host 12 creates a
control command for commanding the start of the dynam-
ic logical volume analysis processing, and sends this
control command to the shared memory unit 102 (control
logical volume 22) of the storage apparatus 11.

[0155] The port processor 107 of the storage appara-
tus 11 performs dynamic logical volume analysis
processing by executing the dynamic logical volume
analysis processing program 126 based on the control
command commanding the start of the dynamic logical
volume analysis processing, acquires the number of
physical storage extents of the parity group 19 allocated
to the dynamic logical volume 21, secures an area in the
shared memory unit 102, and stores the number of ex-
tents in the shared memory unit 102. And, the port proc-
essor 107 of the storage apparatus 11 sends the number
of extents to the main memory 212 of the host 12.
[0156] Contrarily, when the type of logical volume 16
is not a dynamic logical volume 21 (S62: NO), or when
the number of physical storage extents of the parity group
19 allocated to the dynamic logical volume 21 corre-
sponding to the file system 232 is acquired (S64), the
CPU 211 of the host 12 checks whether the file system
capacity utilization acquisition processing and dynamic
logical volume analysis processing have been executed
regarding all logical volumes 16 in the logical volume type
information (S65).
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[0157] And, when the file system capacity utilization
acquisition processing and dynamic logical volume anal-
ysis processing have not been executed regarding all
logical volumes 16 in the logical volume type information
(S65: NO), the CPU 211 of the host 12 thereafter checks
whether the type of the subsequent logical volume 16 is
a dynamic logical volume 21 (S62), and thereafter re-
peats the same processing steps (S62 to S65-S62).
[0158] Contrarily, when the file system capacity utili-
zation acquisition processing and dynamic logical vol-
ume analysis processing have been executed regarding
all logical volumes 16 in the logical volume type informa-
tion (S65: YES), the CPU 211 of the host 12 sends the
acquired number of extents per dynamic logical volume
21 and capacity utilization per file system 232 corre-
sponding to each dynamic logical volume 21 to the man-
agement server 14 (S66).

[0159] Eventually, the CPU 211 of the host 12 there-
after ends the capacity information acquisition process-
ing routine RT4 shown in FIG. 18 (S67).

(3-3) Nonuse Extent Release Processing

[0160] Next, nonuse extent release processing of the
storage system 1 in the first embodiment is explained in
detail. FIG. 19 is a flowchart showing the specific
processing routine of the storage apparatus 11 and host
12 concerning the nonuse extent release processing in
this storage system 1.

[0161] When the CPU 211 of the host 12 is initially
requested by the management server 14 to execute "non-
use extent release processing", it executes defragmen-
tation processing and remount processing regarding the
file system 232 according to the nonuse extent release
processing routine RT5 shown in FIG. 19 by activating
the nonuse extent release processing program 252,
which is a program for releasing a storage extent recog-
nized as being currently used by the host 12 from the
dynamic logical volume 21 regarding the physical storage
extent of the parity group 19 allocated to the dynamic
logical volume 21 corresponding to the selected file sys-
tem 232 (S71).

[0162] Here, the CPU 211 of the host 12 calls the de-
fragmentation processing program 242 of the file system
232 and controls the defragmentation processing pro-
gram 242, and thereby repeats the reading and writing
of data stored in the dynamic logical volume 21 so as to
serialize the nonuse area of data stored non-serially in
the dynamic logical volume 21.

[0163] Further, here, the CPU 211 of the host 12 sends
the cache data, which is dirty data retained by the file
system 232, to the storage apparatus 11 so as to reflect
it in the storage apparatus 11.

[0164] Next, the CPU 211 of the host 12 acquires a
partition table from the storage apparatus 11 regarding
the dynamic logical volume 21 corresponding to this file
system 232, analyzes this partition table, and thereby
acquires the top LBA and end LBA of the corresponding
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dynamic logical volume 21 (S72).

[0165] Here, the partition table is information for man-
aging the top LBA and end LBA of the logical volume,
and is generally stored in the top block (number "0" of
LBA) of the logical volume.

[0166] Thus, the CPU 211 of the host 12 designates
number "0" of the LBA and executes the read command,
reads and acquires the partition table from the dynamic
logical volume 21, and analyzes the acquired partition
table so as to specify the top LBA and end LBA of the
dynamic logical volume 21 corresponding to the file sys-
tem 232.

[0167] Next, the CPU 211 of the host 12 changes the
command processing mode of the dynamic logical vol-
ume 21 corresponding to the file system 232 from the
normal mode to the flag operation mode (S73).

[0168] Here, the CPU 211 of the host 12 creates a
control command for commanding the start of the mode
change processing, and sends this control command to
the shared memory unit 102 (control logical volume 22)
of the storage apparatus 11.

[0169] Mode change processing of the storage system
1 in the first embodiment is now explained in detail. FIG.
20 is a flowchart showing the specific processing routine
of the storage apparatus 11 concerning the mode change
processing in this storage system 1.

[0170] When the port processor 107 of the storage ap-
paratus 11 specifies that it is a control command com-
manding the start of mode change processing, it exe-
cutes the mode change processing according to the
mode change processing routine RT6 shown in FIG. 20,
calculates the extent to start the mode change process-
ing from the LBA range for resetting the access flag man-
agement column 193 designated by such control com-
mand and sets such extent as the extent for starting the
mode change processing by changing the command
processing mode of the dynamic logical volume 21 from
the normal mode to the flag operation mode, and exe-
cuting the mode change program 124 which is a program
for resetting the access flag management column 193
(S81).

[0171] Next, the port processor 107 of the storage ap-
paratus 11 refers to the mapping table 135 and changes
the lock flag management column 203 of the set extent
to "TRUE", and thereby locks the set extent (S82).
[0172] Next, the port processor 107 of the storage ap-
paratus 11 refers to the mapping table 135 and thereby
checks whether a physical storage extent of the parity
group 19 has already be allocated to the set extent (S83).
[0173] And, when a physical storage extent of the par-
ity group 19 has not been allocated to the set extent (S83:
NO), the port processor 107 of the storage apparatus 11
refers to the mapping table 135 and changes the lock
flag management column 203 of the set extent to
"FALSE", and thereby unlocks the set extent (S84).
[0174] Contrarily, when a physical storage extent of
the parity group 19 has already be allocated to the set
extent (S83: YES), the port processor 107 of the storage
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apparatus 11 refers to the pool management table 134
and changes the access flag of the set extentto "FALSE",
and refers to the mapping table 135 and changes the
lock flag management column 203 of the set extent to
"FALSE", and thereby unlocks the set extent (S85).
[0175] Next, the port processor 107 of the storage ap-
paratus 11 checks whether the processing sequence at
step S83 to step S85 has been executed regarding all
extents in the LBA range for resetting the access flag
designated by the control command (S86).

[0176] Next, when the processing sequence at step
S83 to step S85 has not been executed regarding all
extents (S86: NO), the port processor 107 of the storage
apparatus 11 thereafter sets an extent as the extent to
execute the subsequent processing sequence (S87),
and thereafter repeats the same processing steps (S82
to S86-S87, S82).

[0177] Contrarily, when the processing sequence at
step S83 to step S85 has been executed regarding all
extents (S86: YES), the port processor 107 of the storage
apparatus 11 refers to the dynamic logical volume mode
change table 133, changes the command processing
mode management column 182 corresponding to the dy-
namic logical volume 21 corresponding to the file system
232 from the normal mode to the flag change mode (S88),
and thereafter ends the mode change processing routine
RT6 shown in FIG. 20 (S89).

[0178] And, the port processor 107 of the storage ap-
paratus 11 sends a report to the host 12 indicating that
the mode change processing is complete, and the com-
mand processing mode of the dynamic logical volume
21 corresponding to the file system 232 was changed
from the normal mode to the flag operation mode.
[0179] Returning to FIG. 19, next, the CPU 211 of the
host 12 executes the access processing to an unreleas-
able extent after changing the command processing
mode of the dynamic logical volume 21 corresponding
to the file system 232 from the normal mode to the flag
operation mode (S73).

[0180] Here, unreleasable extent access processing
of the storage system 1 in the first embodiment is now
explained. FIG. 21 is a flowchart showing the specific
processing routine of the host 12 concerning the unre-
leasable extent access processing in this storage system
1.

[0181] The CPU 211 of the host 12 initially executes
the unreleasable extent access processing according to
the unreleasable extent access processing routine RT7
shown in FIG. 21, and sets the top LBA of the dynamic
logical volume 21 corresponding to the file system 232
acquired as a result of analyzing the partition table as
the LBA to execute the block status acquisition process-
ing (S91).

[0182] The CPU 211 of the host 12 performs block sta-
tus acquisition processing by executing the block status
acquisition processing program 244 of the file system
232 to the set LBA, and checks whether the set LBA is
in use (in other words, whether data recognized by the
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host 12 is stored in the set LBA) (S92).

[0183] And, when the set LBA is notin use (S92: NO),
the CPU 211 of the host 12 sets the LBA to execute the
block status acquisition processing as the subsequent
LBA (S93).

[0184] Contrarily, when the set LBA is in use (S92:
YES), the CPU 211 of the host 12 reads and executes
data stored in the physical storage extent corresponding
to such LBA (S94).

[0185] Here, the CPU 211 of the host 12 sends a read
command of data stored in the physical storage extent
of such LBA to the storage apparatus 11. The port proc-
essor 107 of the storage apparatus 11 reads data to be
read from the physical storage extent corresponding to
the set LBA based on the read command and sends this
to the host 12.

[0186] Here, since the command processing mode is
the flag operation mode, the port processor 107 of the
storage apparatus 11 refers to the pool management ta-
ble 134 and changes the access flag management col-
umn 193 of the extent corresponding to the physical stor-
age extent of the parity group 19 storing the data to be
read to "TRUE", and thereby recognizes such extent as
an unreleasable extent.

[0187] Next, whenthe CPU 211 of the host 12 receives
the data to be read based on the read command, it sets
the LBA to execute the block status acquisition process-
ing as the top LBA of the subsequent extent (S95).
[0188] Inotherwords, after reading the data to be read
based on the read command from the corresponding ex-
tent, the CPU 211 of the host 12 will not read the data to
be read based on another read command from the same
extent.

[0189] Next, the CPU 211 of the host 12 checks wheth-
er the block status acquisition processing has been ex-
ecuted up to the end LBA (S96).

[0190] And, when the block status acquisition process-
ing has not been executed up to the end LBA (S96: NO),
the CPU 211 of the host 12 thereafter executes the block
status acquisition processing to the set LBA and checks
whether the set LBA is in use (S92), and thereafter re-
peats the same processing steps (S92 to S96-S92).
[0191] Contrarily, when the block status acquisition
processing has been executed up to the end LBA (S96:
YES), the CPU 211 of the host 12 thereafter ends the
unreleasable extent access processing routine RT7
shown in FIG. 21 (S97).

[0192] Incidentally, when the file system 232 is LINUX
(registered trademark), for instance, the CPU 211 of the
host 12 acquires the block status from the inode/datab-
lock bitmap.

[0193] Returning to FIG. 19, next, when the CPU 211
of the host 12 executes access processing to the unre-
leasable extent, it releases the physical storage extent
of the parity group 19 corresponding to the extent to be
released from the dynamic logical volume 21 (S75).
[0194] Here, the CPU 211 of the host 12 creates a
control command commanding the start of the extent re-
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lease processing, and sends this to the shared memory
unit 102 (control logical volume 22) of the storage appa-
ratus 11.

[0195] Extent release processing of the storage sys-
tem 1 in the first embodiment is now explained in detail.
FIG. 22 is a flowchart showing the specific processing
routine of the storage apparatus 11 concerning the extent
release processing in this storage system 1.

[0196] When the port processor 107 of the storage ap-
paratus 11 specifies that it is a control command com-
manding the start of extent release processing, it exe-
cutes the extent release processing according to the ex-
tent release processing routine RT7 shown in FIG. 21,
calculates the extent to start the extent release process-
ing from the LBA range for resetting the access flag man-
agement column 193 designated by such control com-
mand and sets such extent as the extent for starting the
extent release processing by executing the extent re-
lease processing program 125 which is a program for
releasing the physical storage extent of the parity group
19 corresponding to the extent to be released from the
dynamic logical volume 21 (S101).

[0197] Next, the port processor 107 of the storage ap-
paratus 11 refers to the mapping table 135 and changes
the lock flag management column 203 of the set extent
to "TRUE", and thereby locks the set extent (S102).
[0198] Next, the port processor 107 of the storage ap-
paratus 11 refers to the pool management table 134 and
checks whether the access flag management column
193 of the set extent is "FALSE" (S103).

[0199] And, when the access flag management col-
umn 193 of the set extent is not "FALSE" (S103: NO),
the port processor 107 of the storage apparatus 11 refers
to the mapping table 135 and changes the lock flag man-
agement column 203 of the set extent to "FALSE", and
thereby unlocks the set extent (S104).

[0200] Contrarily, when the access flag management
column 193 of the set extent is "FALSE" (S103: YES),
the port processor 107 of the storage apparatus 11 refers
to the pool management table 134 and changes the al-
location status management column 194 of the set extent
from "Allocated" to "Unused", refers to the mapping table
135 and changes the allocation status management col-
umn 204 of the set extent from "Allocated" to "Unused"”,
changes the corresponding PG ID 205 and PG LBA start
value 206 to "-", changes the lock flag management col-
umn 203 of the set extent to "FALSE", and thereby un-
locks the set extent (S105).

[0201] Next, the port processor 107 of the storage ap-
paratus 11 checks whether the processing sequence at
step S102 to step S105 has been executed regarding all
extents in the LBA range for resetting the access flag
management column 193 designated by the control com-
mand (S106).

[0202] Next, when the processing sequence at S102
to step S105 has not been executed regarding all extents
(S106: NO), the port processor 107 of the storage appa-
ratus 11 thereafter sets an extent as the extent to execute



29 EP 1 837 751 A2 30

the subsequent processing sequence (S107), and there-
after repeats the same processing steps (S102 to S106-
S107, S102).

[0203] Contrarily, when the processing sequence at
step S102 to step S105 has been executed regarding all
extents (S106: YES), the port processor 107 of the stor-
age apparatus 11 retains the number of released extents
in the memory (not shown) of the port processor 107 and
sends the number of released extents to the host 12
(S108), and thereafter ends the extent release process-
ing routine RT8 shown in FIG. 22 (S109).

[0204] Returning to FIG. 19, next, when the CPU 211
of the host 12 releases the physical storage extent of the
parity group corresponding to the extent to be released
from the dynamic logical volume 21 and receives the
number of released extents, it sends such number of re-
leased extents to the management server 14 (S76), and
thereafter ends the nonuse extent release processing
routine RT4 shown in FIG. 19 (S77).

[0205] Like this, with this storage system 1, by recog-
nizing the extent corresponding to the physical storage
extent of the parity group 19 storing the data to be read
based on the read command from the host 12 as an un-
releasable extent, and releasing the physical storage ex-
tent of the parity group 19 that is not recognized as an
unreleasable extent from the dynamic logical volume 21,
itis possible to release the unnecessary physical storage
extent from the dynamic logical volume 21 without the
storage apparatus 11 having to understand the configu-
ration of the file system 232.

[0206] Further, with this storage system 1, by execut-
ing the "nonuse extent release processing" to the host
12 regarding a file system 232 having a large divergence
between the capacity utilization based on the number of
extents of the dynamic logical volume 21 and the capacity
utilization of the corresponding file system 232, it is pos-
sible to select a file system 232 in which the utilization
efficiency of the physical storage extent is inferior and
the capacity utilization of the file system 232 is low in
relation to the capacity utilization based on the number
of extents of the dynamic logical volume 21 and execute
"nonuse extent release processing", and it is possible to
release even more physical storage extents.

[0207] Moreover, with this storage system 1, when the
extent corresponding to the physical storage extent of
the parity group 19 storing the data to be read based on
the read command from the host 12 is recognized as an
unreleasable extent, it is possible to effectively prevent
the execution of processing for reading data from the
extent recognized as an unreleasable extent by setting
the LBA to execute the block status acquisition process-
ing as the top LBA of the subsequent extent, and it is
possible to further improve the unreleasable extent
processing.

(2) Second Embodiment

[0208] The storage system 1 according to the second
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embodiment is configured the same as the storage sys-
tem 1 according to the first embodiment other than that
the software configuration and unreleasable extent ac-
cess processing are different.

[0209] FIG. 23 is a software configuration of the host
12. The software configuration of the host 12 according
to the second embodiment is configured the same as the
software configuration of the host 12 according to the
first embodiment other than that it does have a block
status acquisition processing [program] 244, and that
metadata layout information 301 has been added. Meta-
datalayout information 301 is information showing where
the metadata of the file system 232 is being stored.
[0210] Next, unreleasable extent access processing
of the storage system in the second embodiment is ex-
plained in detail. FIG. 23 is a flowchart showing the spe-
cific processing routine of the host 12 concerning the
unreleasable extent access processing in the storage
system 1.

[0211] The CPU 211 of the host 12 initially analyzes
the metadata layout from the top LBA and capacity of the
dynamic logical volume 21, and metadata layout infor-
mation 301, corresponding to the file system 323 ac-
quired by executing the unreleasable extent access
processing according to the unreleasable extent access
processing routine RT9 shown in FIG. 23 and analyzing
the partition table, and determines the metadata layout
(S111). Incidentally, the CPU 211 of the host 12 proceeds
to the subsequent step when it is not possible to analyze
the metadata layout without reading the metadata.
[0212] Next, the CPU 211 of the host 12 acquires the
LBA from the determined metadata layout, and reads
and executes the metadata stored in the physical storage
extent of the parity group 19 allocated to the dynamic
logical volume 21 corresponding to such LBA (S112).
[0213] Here, the CPU 211 of the host 12 sends the
read command of the corresponding metadata to the
storage apparatus 11. The port processor 107 of the stor-
age apparatus 11 reads the metadata to be read from
the physical storage extent of the parity group 19 allo-
cated to the dynamic logical volume 21 corresponding to
the LBA block based on such read command, and sends
this to the host 12. Here, since the command processing
mode in the flag operation mode, the port processor 107
of the storage apparatus 11 recognizes the extent cor-
responding to the physical storage extent as an unre-
leasable extent.

[0214] Next, the CPU 211 of the host 12 checks wheth-
er a read command has been executed for all metadata
of the determined metadata layout (S113).

[0215] And, when a read command has not been ex-
ecuted for all metadata of the determined metadata lay-
out (S113: NO), the CPU 211 of the host 12 acquires the
subsequent LBA, and executes the read command of
metadata stored in the physical storage extent of the par-
ity group 12 allocated to the dynamic logical volume 21
corresponding to such LBA (S112).

[0216] Contrarily, when aread command has been ex-
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ecuted for all metadata of the determined metadata lay-
out (S113: YES), the CPU 211 of the host 12 reads and
executes all file data stored in the dynamic logical volume
21 (S114).

[0217] Here, the CPU 211 of the host 12 sends the
read command of the corresponding file data to the stor-
age apparatus 11. The port processor 107 of the storage
apparatus 11 reads all file data stored in the dynamic
logical volume 21 based on such read command, and
sends this to the host 12. Here, since the command
processing mode is in the flag operation mode, the port
processor 107 of the storage apparatus 11 recognizes
the extent corresponding to the physical storage extent
storing the file data as an unreleasable extent.

[0218] Next, the CPU 211 of the host 12 reads and
executes all necessary data stored in the dynamic logical
volume 21 but which are not file data such as journals
stored in the dynamic logical volume 2 (S115).

[0219] Here, the CPU 211 of the host 12 sends the
read command of the corresponding necessary data to
the storage apparatus 11. The port processor 107 of the
storage apparatus 11 reads all necessary data stored in
the dynamic logical volume 21 based on such read com-
mand, and sends this to the host 12. Here, since the
command processing mode is in the flag operation mode,
the port processor 107 of the storage apparatus 11 rec-
ognizes the extent corresponding to the physical storage
extent storing the necessary data as an unreleasable ex-
tent.

[0220] Next, the CPU 211 of the host 12 thereafter
ends the unreleasable extent access processing routine
RT9 shown in FIG. 23 (S116).

[0221] Like this, with this storage system 1, since the
file system 232 reads the metadata and file data stored
in the dynamic logical volume 21, recognizes the extent
corresponding to the physical storage extent storing such
metadata and file data as an unreleasable extent, and
releases the physical storage extent of the parity group
19 that is not recognized as an unreleasable extent from
the dynamic logical volume 21, itis able to read the meta-
data and file data depending on a normal file system 232
without having to add a special processing program such
as the block status processing program 244 as in the first
embodiment, and it is thereby possible to release the
unnecessary physical storage extent from the dynamic
logical volume 21 with an even simpler configuration.

(3) Third Embodiment

[0222] The storage system 1 according to the third em-
bodiment is configured the same as the storage system
1 according to the first embodiment other than that the
unreleasable extent access processing is different.

[0223] FIG. 25 is a conceptual diagram schematically
showing the contents of the overall processing flow of
the capacity information acquisition processing and non-
use extent release processing in the third embodiment.
The unreleasable extent access processing of the stor-
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age system 1 according to the third embodiment is now
explained in detail. FIG. 26 is a flowchart showing the
specific processing routine of the host system concerning
the unreleasable extent access processing in the storage
system 1.

[0224] The CPU 211 of the host 12 initially executes
unreleasable extent access processing according to the
unreleasable extent access processing routine RT10
shown in FIG. 26, and executes processing similar to
step S91 to step S93 of the unreleasable extent access
processing routine RT7 according to the firstembodiment
(S121 to S123).

[0225] Contrarily, when the set LBA is in use (S122:
YES), the CPU 211 of the host 12 notifies such LBA to
the storage apparatus 11 (S124).

[0226] Here, the CPU 211 of the host 12 creates a
control command for commanding the notification of the
set LBA, and sends this control command to the shared
memory unit 102 (control logical volume 22).

[0227] The port processor 107 of the storage appara-
tus 11 refers to the pool management table 134 based
on the control command and changes the access flag
management column 193 of the extent corresponding to
the set LBA to "TRUE", and thereby recognizes that this
extent is an unreleasable extent.

[0228] Next, the CPU 211 of the host 12 executes
processing similar to step S95 to step S96 of the unre-
leasable extent access processing routine RT7 accord-
ing to the firstembodiment (S125 to S126), and thereafter
ends the unreleasable extent access processing routine
RT10 shown in FIG. 26 (S127).

[0229] Like this, with the storage system 1, when the
set LBA is in use, such LBA is notified to the storage
apparatus 11 so as torecognize the extent corresponding
to the set LBA as an unreleasable extent, and a physical
storage extent of the parity group 19 that is not recog-
nized as an unreleasable extent is released from the dy-
namic logical volume 21. As a result, by notifying the set
LBA to the storage apparatus 11 instead of executing the
reading of data stored in the physical storage extent cor-
responding to the LBA, it is possible to release the un-
necessary physical storage extent from the dynamic log-
ical volume 21 without having to place a burden on the
band of the SAN network upon reading data.

[0230] The presentinvention is applicable to a storage
system including a storage apparatus for providing a dy-
namically capacity-extensible logical volume to a host
computer.

Claims

1. A storage system including a storage apparatus for
providing a dynamically extensible dynamic logical
volume, a host computer having a file system for
inputting and outputting data to and from said dy-
namic logical volume, and a management server for
managing said storage apparatus and said host
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computer,
wherein said storage apparatus comprises:

an allocation unit for allocating a storage extent
in prescribed units to said dynamic logical vol-
ume upon storing said data sent from said host
computer in said dynamic logical volume;

a management unit for managing said storage
extent recognized as being currently used by
said file system among said storage extents al-
located to said dynamic logical volume by said
allocation unit; and

a release unit for releasing said storage extent
that is not being managed by said management
unit from said dynamic logical volume.

The storage system according to claim 1,

wherein said host computer comprises a data read
unit for reading said data from said dynamic logical
volume; and

wherein said management unit manages said stor-
age extent storing said data read by said data read
unit.

The storage system according to claim 2,

wherein said data read unit does not read other data
from the same storage extent after reading said data
from said storage extent allocated to said dynamic
logical volume.

The storage system according to claim 2,
wherein said data read unit reads all metadata and
file data from said dynamic logical volume.

The storage system according to any one of claims
2 to 4,

wherein said host computer comprises a notification
unit for notifying said storage extent being currently
used by said file system to said storage apparatus;
and

wherein said management unit manages said stor-
age extent notified by said notification unit.

The storage system according to any one of claims
1to0 5,

wherein said host computer comprises a capacity
utilization acquisition unit for acquiring the capacity
utilization of said file system;

wherein said storage apparatus comprises a storage
extent quantity acquisition unit for acquiring the
number of said storage extents allocated to said dy-
namic logical volume corresponding to said file sys-
tem; and

wherein said management server comprises a re-
lease decision unit for deciding said dynamic logical
volume to release said storage extent based on the
capacity utilization of said file system acquired by
said capacity utilization acquisition unit and the
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34

number of said storage extents of said dynamic log-
ical volume corresponding to said file system ac-
quired by said storage extent quantity acquisition
unit.

The storage system according to claim 6,

wherein said release decision unit decides said dy-
namic logical volume to release said storage extent
to be said dynamic logical volume having a large
divergence in the capacity utilization based on the
capacity utilization of said file system and number of
said storage extents of said dynamic logical volume
corresponding to said file system.

A storage extent release method of a storage system
including a storage apparatus for providing a dynam-
ically extensible dynamiclogical volume, a host com-
puter having afile system for inputting and outputting
data to and from said dynamic logical volume, and
amanagement server for managing said storage ap-
paratus and said host computer, comprising:

a first step for allocating a storage extent in pre-
scribed units to said dynamic logical volume up-
on storing said data sent from said host compu-
ter in said dynamic logical volume;

a second step for managing said storage extent
recognized as being currently used by said file
system among said storage extents allocated to
said dynamic logical volume at said first step;
and

a third step for releasing said storage extent that
is not being managed at said second step from
said dynamic logical volume.

The storage extent release method according to
claim 8,

wherein, at said second step, said storage extent
storing said data read by said file system from said
dynamic logical volume is managed.

The storage extent release method according to
claim 8,

wherein, at said second step, said storage extent
storing metadata and file data read by said file sys-
tem from said dynamic logical volume is managed.

The storage extent release method according to
claim 8,

wherein, at said second step, said storage extent
notified by said file system is managed.

A storage apparatus for providing a dynamically ex-
tensible dynamic logical volume to data sent from a
host computer, comprising:

an allocation unit for allocating a storage extent
in prescribed units to said dynamic logical vol-
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ume upon storing said data sent from said host
computer in said dynamic logical volume;

a management unit for managing said storage
extent recognized as being currently used by
said file system among said storage extents al-
located to said dynamic logical volume by said
allocation unit; and

a release unit for releasing said storage extent
that is not being managed by said management
unit from said dynamic logical volume.

The storage apparatus according to claim 12,
wherein said management unit manages said stor-
age extent storing said data read by said host com-
puter from said dynamic logical volume.

The storage apparatus according to claim 12,
wherein said management unit manages said stor-
age extent storing metadata and file data read by
said host computer from said dynamic logical vol-
ume.

The storage apparatus according to claim 12,
wherein said management unit manages said stor-
age extent notified by said host computer.

A storage system including a storage apparatus for
providing a dynamically extensible dynamic logical
volume, a host computer having a file system for
inputting and outputting data to and from said dy-
namic logical volume, and a management server for
managing said storage apparatus and said host
computer,

wherein said host computer comprises a capacity
utilization acquisition unit for acquiring the capacity
utilization of said file system;

wherein said storage apparatus comprises a storage
extent quantity acquisition unit for acquiring the
number of said storage extents allocated to said dy-
namic logical volume corresponding to said file sys-
tem; and

wherein said management server comprises a re-
lease decision unit for deciding said dynamic logical
volume to release said storage extent based on the
capacity utilization of said file system acquired by
said capacity utilization acquisition unit and the
number of said storage extents of said dynamic log-
ical volume corresponding to said file system ac-
quired by said storage extent quantity acquisition
unit.

The storage system according to claim 16,

wherein said release decision unit decides said dy-
namic logical volume to release said storage extent
to be said dynamic logical volume having a large
divergence in the capacity utilization based on the
capacity utilization of said file system and number of
said storage extents of said dynamic logical volume
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