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Description
BACKGROUND OF THE INVENTION

[0001] Blockbased motion compensated video coding
is used in many video compression standards, such as
for example, H.261, H.263, H.263+, MPEG-1, MPEG-2,
and H26L. Block based motion compensation encodes
video pixels in a block by block manner using image com-
pression techniques. The image compression tech-
niques normally use lossy compression techniques that
result in visual artifact in the decoded images, referred
to generally as image artifacts. One type of image arti-
facts are blocking artifacts that occur along the block
boundariesin areconstructed image. The primary source
of the blocking artifacts result from coarse quantization
of transform coefficients used to encode the blocks.
[0002] Reconstructed images are the images pro-
duced after the blocks are inverse transformed and de-
coded. Image filtering techniques may be used to reduce
the artifacts in reconstructed images. The rule of thumb
for these image filtering techniques is that image edges
should be preserved while the rest of the image should
be smoothed. A low pass filter may be used as the image
filter and its characteristics should be selected based on
the characteristics of a particular pixel or set of pixels
surrounding the image edges.

[0003] Non-correlated image pixels that extend across
image block boundaries are specifically filtered to reduce
blocking artifacts. While filtering techniques reduce
blocking artifacts, however, these filtering techniques
may unfortunately introduce blurring artifacts into the im-
age. For Example, if there are few or no blocking artifacts
present between adjacent blocks, then the low pass fil-
tering needlessly incorporates blurring into the image
while at the same time wasting processing resources.
[0004] Shijun Sun et al., "Loop Filter with Skip Mode",
ITU - Telecommunications Standardization Sector Study
Group 16, 27 March 2001, describes that motion vectors,
reference images and DC coefficients of two adjacent
blocks are compared and deblocking filtering is skipped
in the case that the respective motion vectors, reference
images and DC coefficients are not different between the
two adjacent blocks.

[0005] Peter List, "Report of the Ad Hoc committee on
loop filter improvement (VCEG-NO8)" ITU Telecommu-
nications Standardization Sector Study Group 16,
VCEG-NOS8, pages 1-3, XP002347724, describes a
technique for setting filtering strengths for each of a 4 x
4 luminance block and deciding whether filtering is to be
performed or not, based upon thefiltering strength values
of luminance blocks on either side of a boundary, or ab-
solute differences between motion vector components
or differences in the reference images.

[0006] Peter List et al., "H.26L Test Model long term
number 8.4 (TML-8.4) Software, module: loop-filter.c"
ITU Telecommunications Standardization Sector Study
Group 16, VCEG, pages 1-3, XP002440062, discloses
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setting parameters "strength Q", "strength P", "VecDif"
and "strong", among which "strength Q" and "strength P"
are set for blocks and "VecDif" and "strong" are set for a
boundary, to control the strength of filtering of a block
boundary.

[0007] Accordingtoone aspectofthe presentinvention
there is provided an encoder for encoding an image as
set out in claim 1.

[0008] According to another aspect of the present in-
vention there is provided a decoder for decoding an im-
age as set out in claim 2.

BRIEF DESCRIPTION OF THE DRAWINGS
[0009]

FIG. 1 is a diagram showing how deblock filtering is
selectively skipped according to similarities between
adjacent image blocks.

FIG. 2 is a diagram showing two adjacent image
blocks having similar motion vectors.

FIG. 3 is a diagram showing how transform coeffi-
cients are identified for one of the image blocks.
FIG. 4 is a diagram showing how residual transform
coefficients are compared between two adjacent im-
age blocks.

FIG. 5 is a block diagram showing how the video
image is encoded and decoded.

FIG. 6 is a block diagram showing how deblock fil-
tering is selectively skipped in a codec.

FIG. 7 is a representation of an existing block based
image filtering technique.

FIG. 8 is a block diagram showing a technique for
determining the boundaries to filter and the strength
of the respective filter to use.

FIG. 9 is a drawing for explaining other embodiment
of the present invention.

FIG. 10 is a drawing for explaining further embodi-
ment of the present invention.

FIG. 11 is a drawing for explaining further embodi-
ment of the present invention.

FIG. 12 is a drawing for explaining further embodi-
ment of the present invention.

DETAILED DESCRIPTION OF THE PREFERRED EM-
BODIMENT

[0010] Conventionalfiltering processes consider a sin-
gle reconstructed image frame at a time. Block based
video encoding techniques may use motion vectors to
estimate the movement of blocks of pixels. The motion-
vector information is available at both the encoder and
decoder but is not used with conventional filtering proc-
esses. For example, if two adjacent blocks share the
same motion vector with respect to the same reference
image frame, (for a multiple reference frames system)
there is likely no significant difference between the image
residuals of each block and accordingly should not be
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filtered. In essence, adjacent portions of the image have
the same motion with respect to the same reference
frame and accordingly no significant difference between
the image residuals would be expected. In many cases,
the block boundary of these two adjacent blocks may
have been filtered in the reference frame and should
therefore not be filtered again for the current frame. If a
deblock filteris used without considering this motion-vec-
tor information, the conventional filtering process might
filter the same boundary again and again from frame to
frame. This unnecessary filtering not only causes unnec-
essary blurring but also results in additional filter compu-
tations.

[0011] FIG. 1 illustrates an image 12 that selectively
filters blocking artifacts according to similarities between
image blocks. It is to be understood that the image may
likewise use non-square blocks or any other sets of pix-
els. The boarders between some of the blocks 14 include
blocking artifacts 18. In general blocking artifacts are any
image discontinuities between blocks 14 that may result
from the encoding and/or decoding process. A low pass
filter or other filter may be used to reduce the blocking
artifacts that exist at the boarders of adjacent image
blocks.

[0012] For example, blocking artifacts 24 exist be-
tween blocks 20 and 22. A low pass filter may be used
at the boarder 26 between blocks 20 and 22 to remove
or otherwise reduce the blocking artifacts 24. The low
pass filter, for example, selects a group of pixels 28 from
both sides of the boarder 26. An average pixel value, or
any other statistical measure, is derived from the group
of pixels 28. Then each individual pixel is compared to
the average pixel value. Any pixels in group 28 outside
of a predetermined range of the average pixel value is
then replaced with the average pixel value.

[0013] As previously described, if there are few or no
blocking artifacts 24 between the adjacent pixels, then
the groups of pixels 28 may be needlessly filtered causing
blurring in the image. A skip mode filtering scheme may
use the motion estimation and/or compensation informa-
tion for adjacent image blocks as a basis upon which to
selectively filter. If the motion estimation and compensa-
tion information is sufficiently similar the filtering may be
skipped. This avoids unnecessary image blurring and
significantly reduces the required number of filtering op-
erations, or any other appropriate value.

[0014] Asanexample,itmay be determined during the
encoding process that adjacent image blocks 30 and 32
have similar coding parameters. Accordingly, the de-
block filtering may be skipped for the groups of pixels 34
that extend across the boarder 31 between adjacent
blocks 30 and 32. Skip mode filtering can be used for
any horizontal, vertical, or otherwise any boundary be-
tween adjacent blocks in the image 12.

[0015] FIG. 2 illustrates a reference frame 42, refer-
ence frame 48, and a current frame 40 that is currently
being encoded or decoded. The coding parameters for
blocks 44 and 46 are compared to determine whether
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the deblock filtering should be skipped between the two
adjacent blocks 44 and 46. One of the encoding param-
eters that may be compared is the motion vectors (MV)
for the blocks 44 and 46.

[0016] A motion vector MV1 points from block 44 in the
current image frame 40 to an associated block 44’ in the
reference image 42. A motion vector MV2 points from
block 46 in the current image frame 40 to an associated
block 46’ in the reference frame 42. A skip mode filtering
checks to see if the motion vectors MV1 and MV2 point
to adjacent blocks in the same reference frame 42. If the
motion vectors point to adjacent blocks in the same ref-
erence frame (MV1=MV2), then the deblock filtering may
be skipped. This motion vector information may be used
along with other coding information to decide whether to
skip deblock filtering between the two image blocks 44
and 46.

[0017] More than one reference frame may be used
during the encoding and decoding process. For example,
there may be another reference frame 48. The adjacent
blocks 44 and 46 may have motion vectors pointing to
different reference frames. In one example, the decision
to skip deblock filtering depends on whether the motion
vectors for the two adjacent blocks point to the same
reference frame. For example, image block 44 may have
a motion vector 49 pointing to reference frame 48 and
image block 46 may have the motion vector MV2 pointing
toreference frame 42. The deblockfiltering is not skipped
in this example because the motion vectors 49 and MV2
point to different reference frames.

[0018] FIG. 3 illustrates another example of a coding
parameter that may be used to decide whether or not to
selectively skip deblock filtering. The image block 44 from
image frame 40 is compared with reference block 44’
from the reference frame 42 pointed to by the motion
vector MV1 as previously illustrated in FIG. 2. A residual
block 44" is output from the comparison between image
block 44 and reference block 44’. A transform 50 is per-
formed on the residual block 44" creating a transformed
block 44" of transform coefficients. In one example, the
transform 50 is a Discrete Cosine Transform. The trans-
formed block 44" includes a D.C. components 52 and
A.C. components 53.

[0019] The D.C. component 52 refers to a lowest fre-
quency transform coefficient in image block 44. For ex-
ample, the coefficient that represents the average energy
in the image block 44. The A.C. components 53 refer to
the transform coefficients that represent the higher fre-
quency components in the image block 44. For example,
the transform coefficients that represent the large energy
differences between pixels in the image block 44.
[0020] FIG. 4 illustrates the transformed residual
blocks 44" and 46". The D.C. components 52 from the
two transformed blocks 44" and 46" are compared in
processor 54. If the D.C. components are the same or
within some range of each other, the processor 54 notifies
a deblock filter operation 56 to skip deblock filtering be-
tween the boarder of the two adjacent blocks 44 and 46.
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If the D.C. components 52 are not similar, then no skip
notification is initiated and the boarder between blocks
44 and 46 is deblock filtered.

[0021] In one example, the skip mode filtering may be
incorporated into the Telecommunications Sector of the
International Telecommunication Union (ITU-T) pro-
posed H.26L encoding scheme. The H.26L scheme uses
4x4 integer Discrete Cosine Transform (DCT) blocks. If
desired, only the D.C. component of the two adjacent
blocks may be checked. However some limited low fre-
quency A.C. coefficients may likewise be checked, es-
pecially when the image blocks are larger sizes, such as
9x9 or 16x16 blocks. For example, the upper D.C. com-
ponent 52 and the three lower frequency A.C. transform
coefficients 53 for block 44" maybe compared with the
upper D.C. component52 and three lower frequency A.C.
transform coefficients 53 for block 46". Different combi-
nations of D.C. and/or any of the A.C. transform coeffi-
cients can be used to identify the relative similarity be-
tween the two adjacent blocks 44 and 46.

[0022] The processor 54 can also receive other coding
parameters 55 that are generated during the coding proc-
ess. These coding parameters include the motion vectors
and reference frame information for the adjacent blocks
44 and 46 as previously described. The processor 54
may use some or all of these coding parameters to de-
termine whether or not to skip deblock filtering between
adjacent image blocks 44 and 46. Other encoding and
transform functions performed on the image may be car-
ried outin the same processor 54 or in a different process-
ing circuit. In the case where all or most of the coding is
done in the same processor, the skip mode is simply
enabled by setting a skip parameter in the filtering routine.
[0023] FIG. 5 shows how skip mode filtering may be
used in a block-based motion-compensated Coder-De-
coder (Codec) 60. The codec 60 is used for inter-frame
coding. An input video block from the current frame is
fed from box 62 into a comparator 64. The output of a
frame buffering box 80 generates a reference block 81
according to the estimated motion vector (and possible
reference frame number). The difference between the
input video block and the reference block 81 is trans-
formed in box 66 and then quantized in box 68. The quan-
tized transform block is encoded by a Variable Length
Coder (VLC) in box 70 and then transmitted, stored, etc.
[0024] The encoding section of the codec 60 recon-
structs the transformed and quantized image by first In-
verse Quantizing (1Q) the transformed image in box 72.
The inverse quantized image is then inverse transformed
in box 74 to generate a reconstructed residual image.
This reconstructed residual block is then added in box
76 to the reference block 81 to generate a reconstructed
image block. Generally the reconstructed image is loop
filtered in box 78 to reduce blocking artifacts caused by
the quantization and transform process. The filtered im-
age is then buffered in box 80 to form reference frames.
The frame buffering in box 80 uses the reconstructed
reference frames for motion estimation and compensa-
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tion. The reference block 81 is compared to the input
video block in comparator 64. An encoded image is out-
put at node 71 from the encoding section and is then
either stored or transmitted.

[0025] Inadecoder portion of the codec 60, a variable
length decoder (VLD) decodes the encoded image in box
82. The decoded image is inverse quantized in box 84
and inverse transformed in box 86. The reconstructed
residual image from box 86 is added in the summing box
88 to the reference block 91 before being loop filtered in
box 90 to reduce blocking artifacts and buffered in box
92 as reference frames. The reference block 91 is gen-
erated from box 92 according to the received motion vec-
tor information. The loop filtered output from box 90 can
optionally be post filtered in box 94 to further reduce im-
age artifacts before being displayed as, a video image in
box 96. The skip mode filtering scheme can be performed
in any combination of the filtering functions in boxes 78,
90 and 94.

[0026] The motion estimation and compensation infor-
mation available during video coding are used to deter-
mine when to skip deblock filtering in boxes 78, 90 and/or
94. Since these coding parameters are already generat-
ed during the encoding and decoding process, there are
no additional coding parameters that have to be gener-
ated or transmitted specially for skip mode filtering.
[0027] FIG. 6 shows is further detail how skip mode
filtering may be used in the filters 78, 90, and/or 94 in the
encoder and decoder in FIG. 5. The interblock boundary
between any two adjacent blocks "i" and "k" is first iden-
tified in box 100. The two blocks may be horizontally or
vertically adjacent in the image frame. Decision box 102
compares the motion vector mv(j) for block j with the mo-
tion vector mv(k) for block k. It is first determined whether
the two adjacent blocks j and k have the same motion
vector pointing to the same reference frame. In other
words, the motion vectors for the adjacent blocks point
to adjacent blocks (mv(j) = mv(k)) in the same reference
frame (ref(j)=ref(k)).

[0028] Itis then determined whether the residual coef-
ficients for the two adjacent blocks are similar. If there is
no significant difference between the image residuals of
the adjacent blocks, for example, the two blocks j and k
have the same of similar D.C. component (dc(j) dc(k)),
then the deblock filtering process in box 104 is skipped.
Skip mode filtering then moves to the next interblock
boundary in box 106 and conducts the next comparison
in decision box 102. Skip mode filtering can be performed
for both horizontally adjacent blocks and vertically adja-
cent blocks.

[0029] In one embodiment, only the reference frame
and motion vector information for the adjacent image
blocks are used to determine block skipping. In another
embodiment, only the D.C. and/or A.C. residual coeffi-
cients are used to determine block skipping. In another
embodiment, the motion vector, reference frame and re-
sidual coefficients are all used to determine block skip-

ping.
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[0030] The skip mode filtering scheme can be applied
to spatially subsampled chrominance channels. For ex-
ample in a case with 4:2:0 color format sequences, skip
mode filtering for block boundaries may only rely on the
equality of motion vectors and D.C. components for the
luminance component of the image. If the motion vectors
and the D.C. components are the same, deblock filtering
is skipped for both the luminance and chrominance com-
ponents of the adjacentimage blocks. In another embod-
iment, the motion vectors and the D.C. components are
considered separately for each luminance and chromi-
nance component of the adjacent blocks. In this case, a
luminance or chrominance component for adjacent
blocks may be deblock filtered while the other luminance
or chrominance components for the same adjacent
blocks are not deblock filtered.

[0031] Referring to FIG. 7, a technique recently pro-
posed by others in H.26L defines a "block strength" pa-
rameter for the loop filter to control the loop filtering proc-
ess. Each block of an image has a strength value that is
associated with the block and controls the filtering per-
formed on all of its four block boundaries. The block
strength value is derived based on the motion vectors
and the transform coefficients available in the bitstream.
However, after consideration of the use of the block
strength value for all four edges of the block, the present
inventors came to the realization this results in removing
some blocking artifacts at some edges while blurring
along other edges.

[0032] In contrast to the block by block manner of fil-
tering, the present inventors came to the realization that
filtering determinations should be made in an edge by
edge manner together with other information. The other
information, may include for example, information related
to intra-block encoding of blocks, information related to
motion estimation of blocks with residual information, in-
formation related to motion estimation of blocks without
residual information, information related to motion esti-
mation of blocks without residuals having sufficient dif-
ferences, information related to reference frames, and
information related to motion vectors of adjacent blocks.
One, two, three, or four of these information character-
istics may be used to improved filtering abilities in an
edge by edge manner. Based upon different sets of char-
acteristics, the filtering may be modified, as desired.
[0033] For each block boundary a control parameter
is preferably defined, namely, a boundary strength Bs.
Referring to FIG. 8 a pair of blocks sharing a common
boundary are referred to as j and k. A first block 200
checks to see if either one ofthe two blocks is intra-coded.
If either is intra-coded then the boundary strength is set
to three at block 202. Block 200 determines if both of the
blocks are not,motion predicted. If no motion prediction
is used then the block derives from the frame itself and
accordingly there should be filtering performed on the
boundary. This is normally appropriate because intra-
coded block boundaries normally include blocking arti-
facts.
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[0034] If both of the blocks j and k are, at least in part,
predicted from a previous or future frame, then the blocks
jand k are checked at block 204 to determine if any co-
efficients are coded. The coefficients, may be for exam-
ple, discrete cosine transform coefficients. If either of the
blocks j and k include non-zero coefficients, then at least
one of the blocks represent a prediction from a previous
or future frame together with modifications to the block
using the coefficients, generally referred to as residuals.
If either of the blocks j and k include non-zero coefficients
(and motion predicted) then the boundary strength is set
totwo at block 206. This represents an occurrence where
the images are predicted but the prediction is corrected
using a residual. Accordingly, the images are likely to
include blocking artifacts.

[0035] If both of the blocks jand k are motion predicted
and do not include non-zero coefficients, generally re-
ferred to as residuals, then a determination at block 208
is made to check if the pixels on either side of the bound-
ary are sufficiently different from one another. This may
likewise be used to determine if the residuals are suffi-
ciently small. If a sufficient difference exists then a block-
ing artifact is likely to exist. Initially a determination is
made to determine if the two blocks use different refer-
ence frames, namely, R(j) # R(k). If the blocks jand k are
from two different reference frames then the boundarys-
trength is assigned a value of one at block 210. Alterna-
tively, if the absolute difference of the motion vectors of
the two image blocks is checked to determine if they are
greater than or equal to 1 pixel in either vertical or hori-
zontal directions, namely, |V(j,x)-V(k,x)| = 1 pixel or |V(j,
y)-V(k,y)| = 1 pixel. Other threshold values may likewise
be used, as desired, including less than or greater than
depending on the test used. If the absolute difference of
the motion vectors is greater than or equal to one then
the boundary strength is assigned a value of one.
[0036] If the two blocks j and k are motion predicted,
without residuals, are based upon the same frame, and
have insignificant differences, then the boundary
strength value is assigned a value of zero. If the boundary
strength value is assigned a value of zero the boundary
is not filtered or otherwise adaptively filtered accordingly
to the value of the boundary strength. It is to be under-
stood that the system may lightly filter if the boundary
strength is zero, if desired.

[0037] The value of the boundary strength, namely,
one, two, and three, is used to control the pixel value
adaptation range in the loop filter. If desired, each differ-
ent boundary strength may be the basis of a different
filtering. For example, in some embodiments, three kinds
of filters may be used wherein a first filter is used when
Bs=1, a second filter is used when Bs=2 and a third filter
isused when Bs=3. ltis to be understood that non-filtering
may be performed by minimal filtering in comparison to
other filtering which results in a more significant differ-
ence. In the example shown in FIG. 8 the larger the value
for Bs the greater the filtering. The filtering may be per-
formed by any suitable technique, such as methods de-
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scribed in Joint Committee Draft (CD) of the Joint Video
Team (JVT) of ISO/IEC MPEG and ITU-T VCEG (JVT-
C167) or other known methods for filtering image arti-
facts.

[0038] Skip modefiltering can be used with any system
that encodes or decodes multiple image frames. For ex-
ample, DVD players, video recorders, or any system that
transmits image data over a communications channel,
such as over television channels or over the Internet. It
is to be understood that the system may use the quanti-
zation parameter as a coding parameter, either alone or
in combination with other coding parameters. In addition,
it is to be understood that the system may be free from
using the quantization parameter alone or free from using
the quantization parameter at all for purposes of filtering.
[0039] The skip mode filtering described above can be
implemented with dedicated processor systems, micro
controllers, programmable logic devices, or microproc-
essors that perform some or all of the operations. Some
of the operations described above may be implemented
in software and other operations may be implemented in
hardware.

[0040] Forthe sake of convenience, the operations are
described as various interconnected functional blocks or
distinct software modules. This is not necessary, howev-
er, and there may be cases where these functional blocks
ormodules are equivalently aggregated into a single logic
device, program or operation with unclear boundaries.
In any event, the functional blocks and software modules
or described features can be implemented by them-
selves, or in combination with other operations in either
hardware or software.

[0041] In some embodiments of the present invention,
as illustrated in Figure 9, image data 902 may be input
to animage data encoding apparatus 904 which includes
the adaptive filtering portion as described above for some
embodiments of the present invention. Output from the
image dataencoding apparatus 904 is an encoded image
data and may then be stored on any computer-readable
storage media 906. The storage media may includes, but
not limited to, disc media, memory card media or digital
tape media. Storage media 906 may act as a short-term
buffer or as a long-term storage device. The encoded
image data may be read from storage media 906 and
decoded by an image data decoding apparatus 908
which includes the adaptive filtering portion as described
above for some embodiments of the present invention.
The decoded image data may be provided for output de-
coded image data 910 to a display or other device.
[0042] In some embodiments of the present invention,
as illustrated in Figure 10, image data 1002 may be en-
coded and the encoded image data may then be stored
on storage media 1006. The basic procedure of image
data encoding apparatus 1004, storage media 1006 and
image data decoding apparatus 1008 is as same as in
Figure 9. In Figure 10, Bs data encoding portion 1012
receives the value of the boundary strength Bs for each
block boundary and encoded by any data encoding meth-
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od which includes DPCM, multi-value run-length coding,
transform coding with loss-less feature and so on. The
boundary strength Bs may be generated as described in
Figure 8. The encoded boundary strength may then be
stored on storage media 1006. In one example, the en-
coded boundary strength may be stored separately from
the encoded image data. In other example, the encoded
boundary strength and the encoded image data may be
multiplexed before storing on the storage media 1006.
[0043] The encoded boundary strength may be read
from storage media 1006 and decoded by Bs data de-
coding portion 1014 to input the decoded boundary
strength to image data decoding apparatus 1008. When
the decoded boundary strength is utilized in image data
decoding apparatus 1008 to perform the adaptive filtering
ofthe presentinvention, it may not be necessary to repeat
the process described in Figure 8 to generate boundary
strength and this may save the processing power for the
adaptive filtering.

[0044] In some embodiments of the present invention,
as illustrated in Figure 11, image data 1102 may be input
to an image data encoding apparatus 1104 which in-
cludes the adaptive filtering portion as described above
for some embodiments of the present invention. Output
from the image data encoding apparatus 1104 is an en-
coded image data and may then be sent over a network,
such as a LAN, WAN or the Internet 1106. The encoded
image data may be received and decoded by an image
datadecoding apparatus 1108 which also communicates
with network 1106. The image data decoding apparatus
1108 includes the adaptive filtering portion as described
above for some embodiments of the present invention.
The decoded image data may be provided for output de-
coded image data 1110 to a display or other device.
[0045] In some embodiments of the present invention,
as illustrated in Figure 12, image data 1202 may be en-
coded and the encoded image data may then be sent
over a network, such asa LAN, WAN or the Internet 1206.
The basic procedure of image data encoding apparatus
1204 and image data decoding apparatus 120S is as
same as in Figure 11. In Figure 12, Bs data encoding
portion 1212 receives the value of the boundary strength
Bs for each block boundary and encoded by any data
encoding method which includes DPCM, multi-value run-
length coding, transform coding with loss-less feature
and so on. The boundary strength Bs may be generated
as describedin Figure 8. The encoded boundary strength
may then be sent over the network 1206. In one example,
the encoded boundary strength may be sent separately
from the encoded image data. In other example, the en-
coded boundary strength and the encoded image data
may be multiplexed before sending over the network
1206.

[0046] The encoded boundary strength may be re-
ceived from the network 1206 and decoded by Bs data
decoding portion 1214 to input the decoded boundary
strength to image data decoding apparatus 1208. When
the decoded boundary strength is utilized in image data
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decoding apparatus 1208 to perform the adaptive filtering
ofthe presentinvention, it may notbe necessary to repeat
the process described in Figure 8 to generate boundary
strength and this may save the processing power for the
adaptive filtering.

[0047] Having described and illustrated the principles
of the invention in a preferred embodiment thereof, it
should be apparent that the invention may be modified
in arrangement and detail without departing from such
principles. Claim is made to all modifications and varia-
tion coming within the scope of the following claims.

Claims
1. An encoder for encoding an image, comprising:

a filtering means for selectively filtering at least
a portion of a region (28) proximate a boundary
(26) between two adjacent blocks (44, 46; j, k)
withintheimage, characterized in that a control
means for controlling the filtering means deter-
mines strength of a boundary corresponding to
the boundary between the two adjacent blocks
and increases the selective filtering strength
with a larger boundary strength,

and by the control means,

(a) the boundary strength (Bs) is set to a
first value (202) when either one of the two
adjacent blocks is intra-coded,

(b) the boundary strength (Bs) is set to a
second value (206) when either one of the
two motion-compensation-predicted adja-
cent blocks contains a non-zero transform
coefficient,

(c) the boundary strength (Bs) is set to a
third value (210) when both of the two blocks
do not contain non-zero transform coeffi-
cients, and

reference images (42, 48; R(j), R(k)) to be
used for motion compensative prediction of
the two adjacent blocks are different or ei-
ther one of absolute differences of motion
vector components to be used for motion
compensative prediction of the two adjacent
blocks is equal to or more than a specified
threshold value, and

(d) the boundary strength (Bs) is set to a
fourth value (212) when both of the two
blocks do not contain non-zero transform
coefficients, and

the reference images (42, 48; R(j), R(k)) are
the same and both the absolute difference
values are less than the specified threshold
value, where the first value is greater than
the second value and the second value is
greater than the third value, and the third
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value is larger than the fourth value,

characterised in that

in situation (a) the boundary strength (Bs) is set to
the same first value (202) when one and when both
adjacent blocks are intra-coded;

in situation (b) the boundary strength (Bs) is set to
the same second value (206) when one and when
both adjacent blocks contain non-zero transform co-
efficients, and

wherein the boundary strength (Bs) is independent
from the quantization parameter.

A decoder for decoding an image, comprising:

a filtering means for selectively filtering at least
a portion of a region (28) proximate a boundary
(26) between two adjacent blocks (44, 46; j, k)
withinthe image, characterized in thata control
means for controlling the filtering means deter-
mines strength of a boundary corresponding to
the boundary between the two adjacent blocks
and increases the selective filtering strength
with a larger boundary strength,

and by the control means,

(a) the boundary strength (Bs) is set to a
first value (202) when either one of the two
adjacent blocks is intra-coded,

(b) the boundary strength (Bs) is set to a
second value (206) when either one of the
two motion-compensation-predicted adja-
cent blocks contains a non-zero transform
coefficient,

(c) the boundary strength (Bs) is set to a
third value (210) when both of the two blocks
do not contain non-zero transform coeffi-
cients, and

reference images (42, 48; R(j), R(k)) to be
used for motion compensative prediction of
the two adjacent blocks are different or ei-
ther one of absolute differences of motion
vector components to be used for motion
compensative prediction of the two adjacent
blocks is equal to or more than a specified
threshold value, and

(d) the boundary strength (Bs) is set to a
fourth value (212) when both of the two
blocks do not contain non-zero transform
coefficients, and

the reference images (42, 48; R(j), R(k)) are
the same and both the absolute difference
values are less than the specified threshold
value, where the first value is greater than
the second value and the second value is
greater than the third value, and the third
value is larger than the fourth value,
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characterised in that

in situation (a) the boundary strength (Bs) is set to
the same first value (202) when one and when both
adjacent blocks are intra-coded;

in situation (b) the boundary strength (Bs) is set to
the same second value (206) when one and when
both adjacent blocks contain non-zero transform co-
efficients, and wherein the boundary strength (Bs)
is independent from the quantization parameter.

Patentanspriiche

codierer zum Codieren eines Bildes, der enthélt:

ein Filterungsmittel, zum selektiven Filtern we-
nigstens eines Teils eines Bereichs (28) in der
Nahe einer Grenze (26) zwischen zwei benach-
barten Blocken (44, 46; j, k) in dem Bild, da-
durch gekennzeichnet, dass ein Steuermittel
zum Steuern des Filterungsmittels die Starke ei-
ner Grenze, die der Grenze zwischen den zwei
benachbarten Blécken entspricht, bestimmt und
die Starke der selektiven Filterung erhéht, wenn
die Grenzstarke zunimmt, und durch die Steu-
ermittel

(a) die Grenzstarke (Bs) auf einen ersten
Wert (202) eingestellt wird, wenn irgendei-
ner der zwei benachbarten Bldcke intraco-
diert ist,

(b) die Grenzstarke (Bs) auf einen zweiten
Wert (206) eingestellt wird, wenn irgendei-
ner der zwei benachbarten Blécke mit Be-
wegungskompensationsvorhersage einen
von null verschiedenen Transformationsko-
effizienten enthalt,

(c) die Grenzstarke (Bs) auf einen dritten
Wert (210) eingestellt wird, wenn beide
Blocke keine von null verschiedenen Trans-
formationskoeffizienten enthalten, und

Referenzbilder (42, 48; R(j), R(k)), die fur die
Bewegungskompensationsvorhersage der
zwei benachbarten Blocke verwendet werden
sollen, verschieden sind oder eine der absoluten
Differenzen der Bewegungsvektorkomponen-
ten, die fir die Bewegungskompensationsvor-
hersage der zwei benachbarten Blécke verwen-
det werden sollen, gleich oder gréRer als ein
spezifizierter Schwellenwert sind und

(d) die Grenzstarke (Bs) auf einen vierten
Wert (212) eingestellt wird, wenn die beiden
Blocke keine von null verschiedenen Trans-
formationskoeffizienten enthalten und

die Referenzbilder (42, 48; R(j), R(k)) gleich sind
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und die beiden Werte der absoluten Differenz
kleiner als der spezifizierte Schwellenwert sind,
wobei der erste Wert groRer ist als der zweite
Wertund der zweite Wert gréRRer ist als der dritte
Wert und der dritte Wert grofer ist als der vierte
Wert,

dadurch gekennzeichnet, dass

in der Situation (a) die Grenzstarke (Bs) auf den glei-
chen ersten Wert (202) eingestellt wird, wenn einer
und wenn beide benachbarten Blécke intracodiert
sind;

in der Situation (b) die Grenzstarke (Bs) auf den glei-
chen zweiten Wert (206) eingestellt wird, wenn einer
und wenn beide benachbarten Blocke von null ver-
schiedene Transformationskoeffizienten enthalten
und

wobei die Grenzstarke (Bs) von dem Quantisie-
rungsparameter unabhéangig ist.

Decodierer zum Decodieren eines Bildes, der ent-
halt:

ein Filterungsmittel zum selektiven Filtern we-
nigstens eines Teils eines Bereichs (28) in der
Nahe einer Grenze (26) zwischen zwei benach-
barten Blécken (44, 46; j, k) in dem Bild, da-
durch gekenntzeichnet, dass ein Steuermittel
zum Steuern des Filterungsmittels die Starke ei-
ner Grenze, die der Grenze zwischen den zwei
benachbarten Blocken entspricht, bestimmt und
die Starke der selektiven Filterung erhéht, wenn
die Grenzstarke zunimmt, und durch die Steu-
ermittel

(a) die Grenzstarke (Bs) auf einen ersten
Wert (202) eingestellt wird, wenn irgendei-
ner der zwei benachbarten Blécke intraco-
diert ist,

(b) die Grenzstarke (Bs) auf einen zweiten
Wert (206) eingestellt wird, wenn irgendei-
ner der zwei benachbarten Blécke mit Be-
wegungskompensationsvorhersage einen
von null verschiedenen Transformationsko-
effizienten enthalt,

(c) die Grenzstarke (Bs) auf einen dritten
Wert (210) eingestellt wird, wenn beide
Blocke keine von null verschiedenen Trans-
formationskoeffizienten enthalten, und
Referenzbilder (42, 48; R(j), R(k)), die fir
die Bewegungskompensationsvorhersage
der zwei benachbarten Blocke verwendet
werden sollen, verschieden sind oder eine
der absoluten Differenzen der Bewegungs-
vektorkomponenten, die fir die Bewe-
gungskompensationsvorhersage der zwei
benachbarten Blécke verwendet werden
sollen, gleich oder groRer als ein spezifizier-
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ter Schwellenwert sind und

(d) die Grenzstarke (Bs) auf einen vierten
Wert (212) eingestellt wird, wenn die beiden
Blocke keine von null verschiedenen Trans-
formationskoeffizienten enthalten und

die Referenzbilder (42, 48; R(j), R(k)) gleich
sind und die beiden Werte der absoluten
Differenz kleiner als der spezifiziert Schwel-
lenwert sind, wobei der erste Wert gréRer
ist als der zweite Wert und der zweite Wert
groRer ist als der dritte Wert und der dritte
Wert gréRer ist als der vierte Wert,

dadurch gekennzeichnet, dass

in der Situation (a) die Grenzstarke (Bs) auf den glei-
chen ersten Wert (202) eingestellt wird, wenn einer
und wenn beide benachbarten Bldcke intracodiert
sind;

in der Situation (b) die Grenzstarke (Bs) auf den glei-
chen zweiten Wert (206) eingestellt wird, wenn einer
und wenn beide benachbarten Blécke von null ver-
schiedene Transformationskoeffizienten enthalten
und

wobei die Grenzstarke (Bs) von dem Quantisie-
rungsparameter unabhangig ist.

Revendications

Codeur pour coder une image, comprenant :

un moyen de filtrage pour le filtrage sélectif d’au
moins une partie d’'une région (28) a proximité
d’une frontiére (26) entre deux blocs adjacents
(44, 46; j, k,) de l'image, caractérisé en ce
qu’un moyen de commande pour commander
le moyen de filtrage détermine l'intensité d’'une
frontiere correspondant a la frontiére entre les
deux blocs adjacents et augmente l'intensité de
filtrage sélectif a 'aide d'une intensité de fron-
tiére plus élevée,

et a 'aide du moyen de commande,

(a) lintensité de frontiére (Bs) est fixée a
une premiere valeur (202) lorsque I'un ou
l'autre des deux blocs adjacents est codé
en intra,

(b) lintensité de frontiére (Bs) est fixée a
une deuxiéme valeur (206) lorsque I'un ou
l'autre des deux blocs adjacents faisant
I'objet d’une prédiction par compensation
de mouvement contient un coefficient de
transformée non nul

(c) lintensité de frontiere (Bs) est fixée a
une troisiéme valeur (210) lorsque les deux
blocs ne contiennent aucun coefficient de
transformée non nul, et

des images de référence (42, 48 ; R(j), R
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(k)) a utiliser pour une prédiction par com-
pensation de mouvement des deux blocs
adjacents sont différentes, ou l'une ou
'autre des différences absolues des com-
posantes vectorielles de mouvement a uti-
liser pour une prédiction par compensation
de mouvement des deux blocs adjacents
est égale ou supérieure a une valeur seuil
spécifiée, et

(d) rintensité de frontiére (Bs) est fixée a
une quatrieme valeur (212) lorsque les deux
blocs ne contiennent aucun coefficient de
transformée non nul, et

les images de référence (42, 48 ; R(j), R(k))
sont identiques et les deux valeurs de dif-
férence absolue sont inférieures a la valeur
seuil spécifiée, la premiere valeur étant su-
périeure a la deuxiéme valeur et la deuxié-
me valeur étant supérieure a la troisieme
valeur, et la troisiéme valeur étant supérieu-
re a la quatriéme valeur,

caractérisé en ce que

dans la situation (a), I'intensité de frontiére (Bs) est
fixée ala méme premiére valeur (202) lorsque I'une
des régions adjacentes et les deux régions adjacen-
tes sont codées en intra ;

dans la situation (b), I'intensité de frontiére (Bs) est
fixée a la méme deuxiéme valeur (206) lorsque I'un
des blocs adjacents et les deux blocs adjacents con-
tiennent des coefficients de transformée non nuls, et
dans lequel l'intensité de frontiére (Bs) est indépen-
dante du paramétre de quantification.

2. Décodeur pour décoder une image, comprenant :

un moyen de filtrage pour le filirage sélectif d’au
moins une partie d’'une région (28) a proximité
d’une frontiere (26) entre deux blocs adjacents
(44, 46; j, k,) de l'image, caractérisé en ce
qu’un moyen de commande pour commander
le moyen de filtrage détermine l'intensité d’'une
frontiére correspondant a la frontiére entre les
deux blocs adjacents et augmente l'intensité de
filtrage sélectif a I'aide d’'une intensité de fron-
tiere plus élevée,

et a 'aide du moyen de commande,

(a) lintensité de frontiére (Bs) est fixée a
une premiere valeur (202) lorsque 'un ou
l'autre des deux blocs adjacents est codé
en intra,

(b) Tintensité de frontiére (Bs) est fixée a
une deuxiéme valeur (206) lorsque I'un ou
l'autre des deux blocs adjacents faisant
I'objet d’'une prédiction par compensation
de mouvement contient un coefficient de
transformée non nul,
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(c) lintensité de frontiere (Bs) est fixée a
une troisiéme valeur (210) lorsque les deux
blocs ne contiennent aucun coefficient de
transformée non nul, et

des images de référence (42, 48 ; R(j), R
(k)) a utiliser pour une prédiction par com-
pensation de mouvement des deux blocs
adjacents sont différentes, ou l'une ou
l'autre des différences absolues des com-
posantes vectorielles de mouvement a uti-
liser pour une prédiction par compensation
de mouvement des deux blocs adjacents
est égale ou supérieure a une valeur seuil
spécifiée, et

(d) lintensité de frontiére (Bs) est fixée a
une quatrieme valeur (212) lorsque les deux
blocs ne contiennent aucun coefficient de
transformée non nul, et

les images de référence (42, 48 ; R(j), R(k)) sont
identiques et les deux valeurs de différence absolue
sont inférieures a la valeur seuil spécifiée, la premie-
re valeur étant supérieure a la deuxiéme valeur et la
deuxiéme valeur étant supérieure a la troisieme va-
leur, et la troisi€me valeur étant supérieure a la qua-
trieme valeur,

caractérisé en ce que

dans la situation (a), I'intensité de frontiére (Bs) est
fixée a la méme premiére valeur (202) lorsque I'une
des régions adjacentes et les deux régions adjacen-
tes sont codées en intra,

dans la situation (b), I'intensité de frontiére (Bs) est
fixée a la méme deuxiéme valeur (206) lorsque I'un
des blocs adjacents et les deux blocs adjacents con-
tiennent des coefficients de transformée non nuls, et
dans lequel l'intensité de frontiére (Bs) est indépen-
dante du parametre de quantification.
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