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Description
Technical Field
[0001] The present invention relates to a stereo coding apparatus and a stereo signal prediction method.
Background Art

[0002] Monaural communication at a constant bit rate is currently mainstream in speech communication such as calls
using mobile telephones in a mobile communication system. However, if transmission is realized at much higher bit
rates as with the fourth-generation mobile communication system in the future, it is expected that speech communication
using stereo signals having higher fidelity will be widely available.

[0003] One of coding methods for stereo speech signals is disclosed in Non-Patent Document 1. This coding method
predicts one channel signal y from the other channel signal x using following equation 1 and encodes such prediction
parameter a, and d that minimize prediction errors. Here, a is a Kth-order prediction coefficient and d is a time difference
between the two channel signals.

(1]

K
y(my=> a,-x(n-d-k) .. (Equation 1)
k=0

Non-Patent Document 1: Hendrik Fuchs, "Improving Joint Stereo Audio Coding by Adaptive Inter-Channel Predic-
tion," Applications of Signal Processing to Audio and Acoustics, Final Program and Paper Summaries, 1993 IEEE
Workshop on 17-20 Oct. 1993, Page(s) 39-42.

Disclosure of Invention
Problems to be Solved by the Invention

[0004] However, in order to reduce prediction errors, with the above-described coding method, it is necessary to keep
the order of a prediction coefficient at a certain order or higher, and, consequently, there is a problem that the coding
bit rate increases. For example, if the order of a prediction coefficient is set a low level to lower the coding bit rate,
prediction performance deteriorates and sound quality degrades auditorily.

[0005] Itis therefore an object of the presentinvention to provide a stereo coding apparatus and stereo signal prediction
method that improve prediction performance between channels of a stereo signal and improve sound quality of decoded
signals.

Means for Solving the Problem

[0006] The stereo coding apparatus of the present invention employs a configuration having: a first low pass filter that
lets a low-band component of a first channel signal pass; a second low pass filter that lets a low-band component of a
second channel signal pass; a prediction section that predicts the low-band component of the second channel signal
from the low-band component of the first channel signal and generates a prediction parameter; a first coding section
that encodes the first channel signal; and a second coding section that encodes the prediction parameter.

[0007] Furthermore, the stereo signal prediction method of the present invention includes: a step of letting a low-band
component of a first channel signal pass; a step of letting a low-band component of a second channel signal pass; and
a step of predicting the low-band component of the second channel signal from the low-band component of the first
channel signal.

Advantageous Effect of the Invention

[0008] According to the present invention, it is possible to improve prediction performance of a stereo signal between
channels and improve sound quality of decoded signals.
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Brief Description of Drawings
[0009]

FIG.1 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 1;
FIG.2A shows an example of a first channel signal;

FIG.2B shows an example of a second channel signal;

FIG.3 illustrates features of a speech signal or audio signal;

FIG.4 is a block diagram showing the main configuration of a stereo coding apparatus according to another variation
of Embodiment 1;

FIG.5 is a block diagram showing the main configuration of a stereo coding apparatus according to another variation
of Embodiment 1;

FIG.6 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 2;
FIG.7 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 3;
FIG.8 is a block diagram showing the main configuration of a stereo coding apparatus according to another variation
of Embodiment 3;

FIG.9 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 4;
FIG.10 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 5;
FIG.11 shows an example of a cross-correlation function;

FIG.12 shows an example of a cross-correlation function;

FIG.13 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 6;
F1G.14 shows an example of the cross-correlation function in the case of voiced sound;

FIG.15 shows an example of the cross-correlation function in the case of unvoiced sound;

FI1G.16 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 7;
FIG.17 shows an example of the cross-correlation function in the case of voiced sound;

F1G.18 shows an example of the cross-correlation function in the case of unvoiced sound;

FIG.19 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 8;
FIG.20 is a block diagram showing the main configuration of a stereo coding apparatus according to Embodiment 9;
FIG.21 shows an example of a case where a local peak of a cross-correlation function is weighted and thereby
becomes a maximum cross-correlation value;

FIG.22 shows an example of a case where a maximum cross-correlation value which has not exceeded threshold
@y, is weighted and thereby becomes a maximum cross-correlation value exceeding threshold ¢y,; and

F1G.23 shows an example of a case where a maximum cross-correlation value which has not exceeded threshold
@y, does not exceed threshold @y, even after being weighted.

Best Mode for Carrying Out the Invention

[0010] Hereinafter, embodiments of the present invention will be explained below in detail with reference to the ac-
companying drawings.

(Embodiment 1)

[0011] FIG.1 is a block diagram showing the main configuration of stereo coding apparatus 100 according to Embod-
iment 1 of the present invention.

[0012] Stereo coding apparatus 100 is provided with LPF 101-1, LPF 101-2, prediction section 102, first channel
coding section 103 and prediction parameter coding section 104, and receives a stereo signal comprised of a first
channel signal and a second channel signal as input, performs encoding on the stereo signal and outputs coded pa-
rameters. In the present specification, a plurality of components having similar functions will be assigned the same
reference numerals and further assigned different sub-numbers to distinguish from each other.

[0013] The respective sections of stereo coding apparatus 100 operate as follows.

[0014] LPF 101-1 is a low pass filter that lets only a low-band component of the input signal (original signal) pass,
and more specifically, cuts off a frequency component higher than a cut-off frequency of inputted first channel signal
S1, and outputs first channel signal S1’ with only the low-band component remained, to prediction section 102. Likewise,
LPF 101-2 also cuts off a high-band component of inputted second channel signal S2 using the same cut-off frequency
as that of LPF 101-1, and outputs second channel signal S2’ with only the low-band component, to prediction section 102.
[0015] Prediction section 102 predicts the second channel signal from the first channel signal using first channel signal
S1’ (low-band component) outputted from LPF 101-1 and second channel signal S2’ (low-band component) outputted
from LPF 101-2, and outputs information of this prediction (prediction parameter) to prediction parameter coding section
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104. More specifically, prediction section 102 compares signal S1’ with signal S2’, calculates delay time difference t
between these two signals and amplitude ratio g (both are values based on the first channel signal), and outputs these
values to prediction parameter coding section 104 as prediction parameters.

[0016] First channel coding section 103 carries out predetermined encoding processing on original signal S1 and
outputs coded parameters obtained for the first channel. If the original signal is a speech signal, first channel coding
section 103 performs encoding using, for example, a CELP (Code-Excited Linear Prediction) scheme and outputs CELP
parameters such as an adaptive codebook lag and LPC coefficients as the coded parameters. On the other hand, if the
original signal is an audio signal, first channel coding section 103 performs encoding using, for example, anAAC (Ad-
vancedAudio Coding) scheme defined by MPEG-4 (Moving Picture Experts Group phase-4), and outputs the obtained
coded parameters.

[0017] Prediction parameter coding section 104 applies predetermined encoding processing to the prediction param-
eters outputted from prediction section 102 and outputs the obtained coded parameter. For example, in the predetermined
encoding processing, prediction parameter coding section 104 adopts a method of providing a codebook storing prediction
parameter candidates in advance, selecting an optimum prediction parameter from this codebook and outputting an
index corresponding to this prediction parameter.

[0018] Next, the above-described prediction processing carried out by prediction section 102 will be explained in
further detail.

[0019] Upon calculating delay time difference T and amplitude ratio g, prediction section 102 calculates delay time
difference < first. Delay time difference t between low-band component S1’ of the first channel signal having passed
through LPF 101-1 and low-band component S2’ of the second channel signal having passed through LPF 101-2 is
calculated as m=m_,,, that maximizes a cross-correlation function value expressed by following equation 2.

(2]

FIL -1

g(m)=> SV(n)-S2'(n-m) ..(Equation 2)
n=0

Here, n and m are sample numbers and FL is a frame length (number of samples). The cross-correlation function
is obtained by shifting one signal by m and calculating a correlation value between these two signals.

[0020] Next, prediction section 102 calculates amplitude ratio g between S1’ and S2’ using calculated delay time
difference 1 obtained according to following equation 3.

(3]

FL-1

> §2(n-1)’

n=0

Fi-1
> S1(n)?
n=0

8= (Egquation 3)

Equation 3 calculates the amplitude ratio between S2’ and S1’ which is shifted by delay time difference .

[0021] Prediction section 102 predicts low-band component S2" of the second channel signal from low-band compo-
nent S1’ of the first channel signal using t and g according to following equation 4.

[4]

S2"n)=g-SU'(n-71) .. (Equation 4)

[0022] In this way, prediction section 102 improves the prediction performance of the stereo signal by predicting the
low-band component of the second channel signal using the low-band component of the first channel signal. This principle
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will be explained in detail below.

[0023] FIG.2A and FIG.2B show an example of the first channel signal and the second channel signal which are the
original signals. Here, for ease of explanation, an example will be explained where the number of sound sources is one.
[0024] In the first place, the stereo signal is a signal obtained by collecting sound generated from a certain source,
which is common to all channels, using a plurality of (two in the present embodiment) microphones apart from each
other. Therefore, when the distance from the source to the microphone becomes far, attenuation of energy of the signal
becomes greater, and a delay of arrival time is brought about. Therefore, as shown in FIG.2A and FIG.2B, although the
respective channels show different waveforms, signals of both channels are made more similar by correcting delay time
difference At and amplitude difference AA. Here, the parameters of delay time difference and amplitude difference are
characteristic parameters determined by setting positions of the microphones, and are parameters where one set of
values is associated with a signal collected by one microphone.

[0025] On the other hand, as shown in FIG.3, in a speech signal or audio signal, signal energy is weighted more in
the low band than the high band. Therefore, when prediction is performed as part of encoding processing, it is desirable
to perform prediction by placing more importance on the low-band component than the high-band component from the
standpoint of improving prediction performance.

[0026] Therefore, the present embodiment cuts off the high-band component of an input signal and calculates a
prediction parameter using the remaining low-band component. The calculated coded parameter of the prediction pa-
rameter is outputted to the decoding side. That is, although the prediction parameter is calculated based on the low-
band component of the input signal, this is outputted as a prediction parameter for the entire band including the high
band. As described above, one set of values of a prediction parameter is associated with a signal collected by one
microphone, and so, although the prediction parameter is calculated based on only the low-band component, the pre-
diction parameter is recognized to be effective for the entire band.

[0027] Furthermore, when prediction is performed on components including even the high-band component with low
energy, the prediction performance may deteriorate due to the influence of this high-band component with low accuracy.
However, the present embodiment does not use the high-band component in prediction, so that the prediction perform-
ance is unlikely to deteriorate under the influence of the high-band component.

[0028] A stereo decoding apparatus according to the present embodiment that supports stereo coding apparatus 100,
receives the coded parameters of the first channel outputted from first channel coding section 103, decodes these coded
parameters, and thereby obtains a decoded signal of the first channel and also obtains a decoded signal of the second
channel of the entire band using the codedparameter (predictionparameter) outputted from prediction parameter coding
section 104 and the decoded signal of the first channel.

[0029] In this way, according to the present embodiment, a prediction parameter is calculated by cutting off the high-
band component of the first channel signal in LPF 101-1, cutting off the high-band component of the second channel
signal in LPF 101-2, and predicting the low-band component of the second channel signal from the low-band component
of the first channel signal in prediction section 102. By outputting the coded parameter of this prediction parameter and
the coded parameters of the first channel signal, it is possible to improve prediction performance of a stereo signal
between the channels and improve sound quality of decoded signals. Furthermore, the high-band component of the
original signal is cut off, so that it is also possible to suppress the order of the prediction coefficient to a low level.
[0030] Although a case has been described as an example with the present embodiment where first channel coding
section 103 performs encoding on the first channel signal, which is an original signal, and prediction section 102 predicts
second channel signal S2’ from first channel signal S1’, it is also possible to employ a configuration where a second
channel coding section is replaced by first channel coding section 103 and encoding is applied to the second channel
signal which is the original signal. In this case, prediction section 102 predicts first channel signal S1’ from second
channel signal S2’.

[0031] Furthermore, with the present embodiment, it is also possible to apply the above-described encoding to other
input signals instead of using the first channel signal and second channel signal as input signals. FIG.4 is a block diagram
showing the main configuration of stereo coding apparatus 100a according to another variation of the present embod-
iment. Here, first channel signal S1 and second channel signal S2 are inputted to stereo/monaural conversion section
110, and stereo/monaural conversion section 110 converts stereo signals S1 and S2 to monaural signal Sy,ono and
outputs the monaural signal.

[0032] As the conversion method in stereo/monaural conversion section 110, for example, an average signal or
weighted average signal of first channel signal S1 and second channel signal S2 is obtained, and this average signal
is used as monaural signal Syono- That is, the substantial coding targets in this variation are monaural signal Sy ono
and first channel signal S1.

[0033] Therefore, LPF 111 cuts off the high-band part of monaural signal Sy,ono and generates monaural signal
S’Mmonos and prediction section 102a predicts first channel signal S1 from monaural signal S’y,ono a@nd calculates a
prediction parameter. On the other hand, monaural coding section 112 is provided instead of first channel coding section
103, and this monaural coding section 112 applies predetermined encoding processing to the monaural signal Sygno-
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Other operations are similar to operations of stereo coding apparatus 100.

[0034] Furthermore, the present embodiment may also be configured so as to apply smoothing processing to the
prediction parameter outputted from prediction section 102. FIG.5 is a block diagram showing the main configuration of
stereo coding apparatus 100b according to another variation of the present embodiment. Here, smoothing section 120
is provided after prediction section 102 which applies smoothing processing to the prediction parameter outputted from
prediction section 102. Furthermore, memory 121 is provided to store the smoothed prediction parameter outputted
from smoothing section 120. More specifically, smoothing section 120 applies smothing processing shown in following
equations 5 and 6 using both (i) and g(i) of the current frame inputted from prediction section 102 and 7 (i-1) and g (i-
1) of the past frame inputted from memory 121, and outputs the smoothed prediction parameter to prediction parameter
coding section 104b.

5]

TH=a-7(-D+(0-a)-7() .. (Equation 5)

gih=4-g-D+(1-L)-g(() .. (Equation 6)

Here, i is a frame number, (/) and g(i) are smoothed 1(/) and g(i), and o. and B are constants ranging from 0 to 1.
Prediction parameter coding section 104b performs prediction on this smoothed prediction parameter using following
equation 7 and calculates a prediction parameter.

[6]

S2'my=g-SU'(n—-7) .. (Equation 7)

Other operations are similar to operations of stereo coding apparatus 100. In this way, by smoothing variations
in the values of t and g between frames, it is possible to improve the continuity between frames of prediction
signal S2" of the second channel signal.

[0035] Furthermore, although a case has been described as an example with the present embodiment where delay
time difference t and amplitude ratio g are used as prediction parameters, it is also possible to employ a configuration

where the second channel signal is predicted from the first channel signal through following equation 8 using delay time
difference t and prediction coefficient series a, instead of these parameters.

[71
X
S2"(my=> a,-SV'(n-7—k) .. (Equation 8)
k=0

With this configuration, it is possible to increase prediction performance.

[0036] Furthermore, although a case has been described as an example with the present embodiment where an
amplitude ratio is used as one of the prediction parameters, amplitude difference, energy ratio and energy difference
may also be used as parameters showing similar characteristics.

(Embodiment 2)
[0037] FIG.6 is a block diagram showing the main configuration of stereo coding apparatus 200 according to Embod-

iment 2 of the present invention. Stereo coding apparatus 200 has the basic configuration similar to stereo coding
apparatus 100 shown in Embodiment 1, and the same components will be assigned the same reference numerals and
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explanations thereof will be omitted.

[0038] Stereo coding apparatus 200 is further provided with memory 201, and prediction section 202 performs different
operations from prediction section 102 according to Embodiment 1 with reference to data stored in this memory 201 as
appropriate.

[0039] More specifically, memory 201 accumulates prediction parameters outputted from prediction section 202 (delay
time difference 1, amplitude ratio g) for predetermined past frames (N frames) and outputs the prediction parameters to
prediction section 202 as appropriate.

[0040] The prediction parameters of the past frames are inputted to prediction section 202 from memory 201. Prediction
section 202 determines a search range for searching a prediction parameter in the current frame according to the values
of the prediction parameters of the past frames inputted from memory 201. Prediction section 202 searches a prediction
parameter within the determined search range and outputs the finally obtained prediction parameter to prediction pa-
rameter coding section 104.

[0041] Explaining the above-described processing using an equation, delay time difference (i) of the current frame
is searched within the range shown in following equation 9 assuming that the past delay time differences are t(i-1), t(i-
2), 1(i-3), ..., (i) ..., T(i-N).

(8]

min{z(i — j)} < 7(i) <max{r(i— j)} .. (Equation 9)

Here, j is a value ranging from 1 to N.

[0042] Furthermore, amplitude ratio g(i) of the current frame is searched within the range shown in following equation
10 assuming that the past amplitude ratios are g(i-1), g(i-1), g(i-2), g(i-3), ..., 9(i-j), --., g(i-N).

9]

min{g(i — j)} < g(@@) <max{g(i-j)} .. (Equation 10)

Here, j is a value ranging from 1 to N.

[0043] In this way, according to the present embodiment, by determining a search range for calculating a prediction
parameter based on the values of prediction parameters in the past frames, more specifically, by limiting the prediction
parameter of the current frame to a value in the vicinity of the prediction parameters of the past frames, it is possible to
prevent extreme prediction errors from occurring and avoid deterioration of sound quality of decoded signals.

(Embodiment 3)

[0044] FIG.7 is a block diagram showing the main configuration of stereo coding apparatus 300 according to Embod-
iment 3 of the present invention. Stereo coding apparatus 300 also has the basic configuration similar to stereo coding
apparatus 100 shown in Embodiment 1, and the same components will be assigned the same reference numerals and
explanations thereof will be omitted.

[0045] Stereo coding apparatus 300 is further provided with power detection section 301 and cut-off frequency deter-
mining section 302, and cut-off frequency determining section 302 adaptively controls cut-off frequency of LPFs 101-1
and 101-2 based on the detection result in power detection section 301.

[0046] More specifically, power detection section 301 monitors power of both first channel signal S1 and second
channel signal S2 and outputs the monitoring result to cut-off frequency determining section 302. Here, a mean value
for each subband is used as power.

[0047] Cut-off frequency determining section 302 averages power of first channel signal S1 for each subband over
the whole band and calculates average power of the whole band. Next, cut-off frequency determining section 302 uses
the calculated average power of the whole band as a threshold and compares the power of first channel signal S1 for
each subband with the threshold. Cut-off frequency determining section 302 then determines cut-off frequency f1 that
includes all subbands having power larger than the threshold.

[0048] Second channel signal S2 is also subjected to processing similar to that for the first channel signal S1, and
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cut-off frequency determining section 302 determines the value of cut-off frequency f2 of LPF 101-2. Cut-off frequency
determining section 302 then determines final cut-off frequency fc common to LPFs 101-1 and 101-2 based on cut-off
frequencies 1 and f2 and designates cut-off frequency fc to LPFs 101-1 and 101-2. By this means, LPFs 101-1 and
101-2 can retain all components of frequency bands having relatively large power and output such components to
prediction section 102.

[0049] Normally, f1 an f2 are assumed to have the same value, and therefore cut-off frequency determining section
302 sets f1 (or f2) as final cut-off frequency fc. If f1 and f2 show different values, the cut-off frequency that allows more
low-band components to remain, that is, the cut-off frequency having the greater value is adopted as fc from the standpoint
of saving information safely.

[0050] In this way, according to the present embodiment, the delay time difference and amplitude ratio which are
prediction parameters are calculated for signals having relatively high power, so that it is possible to improve the accuracy
of calculating prediction parameters, that is, improve prediction performance.

[0051] Although an example has been described with the present embodiment where the cut-off frequency of a low
pass filter is determined based on the power of the input signal, for example, the S/N ratio for each subband of an input
signal may also be used. FIG.8 is a block diagram showing the main configuration of stereo coding apparatus 300a
according to another variation of the present embodiment. Stereo coding apparatus 300a is provided with S/N ratio
detection section 301a instead of power detection section 301 and monitors the S/N ratio for each subband of an input
signal. The noise level is estimated from the input signal. Cut-off frequency determining section 302a determines a cut-
off frequency of a low pass filter so as to include all subbands having relatively high S/N ratios, based on the monitoring
result of S/N ratio detection section 301a. By this means, it is possible to adaptively control the cut-off frequency in a
state where ambient noise exists. Thus, it is possible to calculate the delay time difference and amplitude ratio based
on subbands having relatively low ambient noise level and improve the accuracy of calculating prediction parameters.
[0052] Furthermore, if the cut-off frequency per frame fluctuates discontinuously, the characteristic of a signal having
passed through the low pass filter changes, and the values of t and g also become discontinuous per frame and prediction
performance deteriorates. Therefore, the cut-off frequency itself may be smoothed so that the cut-off frequency maintains
continuity between frames.

(Embodiment 4)

[0053] FIG.9is a block diagram showing the main configuration of stereo coding apparatus 400 according to Embod-
iment 4 of the present invention. Here, an example will be explained where an input signal is a speech signal and stereo
coding apparatus 400 is a scalable coding apparatus that generates a coded parameter of a monaural signal and a
coded parameter of a stereo signal.

[0054] Part of the configuration of stereo coding apparatus 400 is the same as stereo coding apparatus 100a shown
in the variation of Embodiment 1 (see FIG.4, the same components will be assigned the same reference numerals).
However, the input signal is speech, and, consequently, first channel coding section 410 employing a configuration
different from that of stereo coding apparatus 100a is designed so that a technique of CELP coding appropriate for
speech coding is applicable to first channel signal coding.

[0055] More specifically, stereo coding apparatus 400 receives a first channel signal and second channel signal as
input signals, performs encoding on the monaural signal in a core layer and performs encoding on the first channel
signal out of the stereo signal in an enhancement layer, and outputs both the coded parameters of the monaural signal
and the coded parameters of the first channel signal to the decoding side. The decoding side can decode the second
channel signal using the coded parameters of the monaural signal and the coded parameters of the first channel signal.
[0056] The core layer is provided with stereo/monaural conversion section 110, LPF 111 and monaural coding section
112, and, although this configuration is basically the same as the configuration shown with stereo coding apparatus
100a, additionally, monaural coding section 112 outputs an excitation signal of the monaural signal obtained in the
middle of encoding processing to the enhancement layer.

[0057] The enhancement layer is provided with LPF 101-1, prediction section 102a, prediction parameter coding
section 104 and first channel coding section 410. As in the case of Embodiment 1, prediction section 102a predicts a
low-band component of the first channel signal from a low-band component of the monaural signal and outputs the
generated prediction parameter to prediction parameter coding section 104 and also outputs the prediction parameter
to excitation prediction section 401.

[0058] First channel coding section 410 performs encoding by separating the first channel signal into excitation infor-
mation and vocal tract information. For the excitation information, excitation prediction section 401 predicts an excitation
signal of the first channel signal using the prediction parameter outputted from prediction section 102a and using the
excitation signal of the monaural signal outputted from monaural coding section 112. In the same way as normal CELP
coding, first channel coding section 410 searches an excitation using excitation codebook 402, synthesis filter 405,
distortion minimizing section 408, or the like, and obtains coded parameters of the excitation information. On the other
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hand, as for the vocal tract information, LPC analysis/quantization section 404 performs linear predictive analysis on
the first channel signal and quantization on the analysis result, obtains a coded parameter of the vocal tract information
and uses the coded parameter to generate a synthesis signal at synthesis filter 405.

[0059] In this way, according to the present embodiment, stereo/monaural conversion section 110 generates a mon-
aural signal from the first channel signal and second channel signal, LPF 111 cuts off a high-band component of the
monaural signal and generates a monaural low-band component. Prediction section 102a then predicts the low-band
component of the first channel signal from the low-band component of the monaural signal through the processing similar
tothatin Embodiment 1, obtains a prediction parameter, performs encoding on the first channel signal using the prediction
parameter according to a method compatible with CELP coding and obtains coded parameters of the first channel signal.
The coded parameters of this first channel signal together with the coded parameters of the monaural signal are outputted
to the decoding side. With this configuration, it is possible to realize a monaural-stereo scalable coding apparatus,
improve prediction performance of a stereo signal between channels and improve sound quality of decoded signals.

(Embodiment 5)

[0060] FIG.10 is a block diagram showing the main configuration of stereo coding apparatus 500 according to Em-
bodiment 5 of the present invention. Stereo coding apparatus 500 also has the basic configuration similar to that of
stereo coding apparatus 100 shown in Embodiment 1, and the same components will be assigned the same reference
numerals and explanations thereof will be omitted.

[0061] Stereo coding apparatus 500 is provided with threshold setting section 501 and prediction section 502, and
prediction section 502 decides the reliability of this cross-correlation function by comparing threshold ¢, preset in
threshold setting section 501 with the value of cross-correlation function ¢.

[0062] More specifically, prediction section 502 calculates cross-correlation function ¢ expressed by following equation
11 using low-band component S1’ of the first channel signal having passed through LPF 101-1 and low-band component
S2’ of the second channel signal having passed through LPF 101-2,

[10]

E]Sl'(n) -S2'(n-m)

¢(m) = FL“:’:O = «~ (Equation 11)
\/ZSl‘(n)z\/ZSZ'(nwm)z
n=0 n=0

where, cross-correlation function ¢ is assumed to be normalized with the autocorrelation function of each channel
signal. Furthermore, n and m are sample numbers and FL is a frame length (number of samples). As is apparent
from equation 11, the maximum value of ¢ is 1.

[0063] Prediction section 502 then compares threshold ¢y, preset in threshold setting section 501 with the maximum
value of cross-correlation function ¢ and, when this is equal to or greater than the threshold, decides that this cross-
correlation function is reliable. In other words, prediction section 502 compares threshold ¢y, preset in threshold setting
section 501 with sample values of cross-correlation function ¢, and, when there is at least one sample point which is
equal to or greater than the threshold, decides that this cross-correlation function is reliable. FIG.11 shows an example
of cross-correlation function ¢. This is an example where the maximum value of the cross-correlation function exceeds
the threshold.

[0064] In such a case, prediction section 502 calculates delay time difference 1t between low-band component S1’ of
the first channel signal and low-band component S2’ of the second channel signal as m=m,,,, that maximizes the value
of the cross-correlation function expressed by above-described equation 11.

[0065] On the other hand, when the maximum value of cross-correlation function ¢ does not reach threshold ¢y,
prediction section 502 determines delay time difference t already determined in the previous frame as delay time
difference 1 of the frame. FIG. 12 also shows an example of cross-correlation function ¢. Here, an example is shown
where the maximum value of the cross-correlation function does not exceed the threshold.

[0066] Prediction section 502 calculates amplitude ratio g using a method similar to that of Embodiment 1.

[0067] In this way, according to the present embodiment, to calculate delay time difference t with high reliability,
whether or not the value of the cross-correlation function is reliable is decided, and then the value of delay time difference
t is determined. More specifically, the cross-correlation function normalized with the autocorrelation function of each
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channel signal is used as the cross-correlation function upon calculating the delay time difference, a threshold is provided
in advance, and, when the maximum value of the cross-correlation function is equal to or greater than the threshold,
m=m,,, that maximizes the value of the cross-correlation function is determined as the delay time difference. On the
other hand, when the cross-correlation function does not reach the threshold at all, the delay time difference determined
in the previous frame is determined as the delay time difference of the frame. With this configuration, it is possible to
calculate a delay time difference accurately.

(Embodiment 6)

[0068] FIG.13 is a block diagram showing the main configuration of stereo coding apparatus 600 according to Em-
bodiment 6 of the present invention. Stereo coding apparatus 600 has the basic configuration similar to that of stereo
coding apparatus 500 shown in Embodiment 5, and the same components will be assigned the same reference numerals
and explanations thereof will be omitted.

[0069] Stereocodingapparatus 600 is further provided with voiced/unvoiced sound decision section 601, which decides
whether a first channel signal and a second channel signal not having passed through low pass filters are voiced sound
or unvoiced sound to set a threshold in threshold setting section 501.

[0070] More specifically, voiced/unvoiced sound decision section 601 calculates the value of autocorrelation function
@ss Using first channel signal S1 and second channel signal S2 according to following equation 12. [11]

FL-1

> S(n)-S(n—m)

n=0

Bos () = FL-1 FL-1
\/Z‘S(rz)2 \/ZS(n—m)z

(Equation 12)

Here, S (n) is a first channel signal or second channel signal, n and m are sample numbers and FL is a frame length
(number of samples). As is apparent from equation 12, the maximum value of @4 is 1.

[0071] A threshold for deciding voiced/unvoiced sound is preset in voiced/unvoiced sound decision section 601.
Voiced/unvoiced sound decision section 601 compares the value of autocorrelation function @44 of the first channel
signal or second channel signal with the threshold, decides that the signal is a voiced sound when the value exceeds
the threshold and decides that the signal is not a voiced sound (that is, an unvoiced sound) when the value does not
exceed the threshold. That is, a decision on voiced/unvoiced sound is made for both the first channel signal and second
channel signal. Voiced/unvoiced sound decision section 601 then takes into consideration the values of autocorrelation
function @44 of the first channel signal and autocorrelation function ¢ of the second channel signal by, for example,
calculating a mean value thereof and decides whether these channel signals are voiced or unvoiced sounds. The decision
result is outputted to threshold setting section 501.

[0072] Threshold setting section 501 changes the threshold setting depending on whether the channel signals are
decided as voiced or not decided as voiced sound. More specifically, threshold setting section 501 sets threshold ¢,
used in the case of voiced sound smaller than threshold ¢, used in the case of unvoiced sound. The reason is that
periodicity exists in the case of voiced sound, and, consequently, there is a large difference between the value of the
cross-correlation function which has a local peak and other values of the cross-correlation function which do not have
local peaks. On the other hand, no periodicity exists in the case of unvoiced sound (because it is noise-like sound), and,
consequently, the difference between the value of the cross-correlation function which has a local peak and other values
of the cross-correlation function which do not have local peaks is not large.

[0073] FIG.14 shows an example of the cross-correlation function in the case of voiced sound. Furthermore, FIG.15
shows an example of the cross-correlation function in the case of unvoiced sound. Both figures show the threshold as
well. As shown in this figure, the cross-correlation function has different aspects between voiced sound and unvoiced
sound, and, consequently, a threshold is set so as to adopt a value of a reliable cross-correlation function, and the
method of setting the threshold is changed depending on whether a signal has a voiced sound property or an unvoiced
sound property. That is, by setting a greater threshold of the cross-correlation function for a signal judged to have an
unvoiced sound property, the signal is not adopted as a delay time difference unless there is a large difference between
the value of the cross-correlation function and values of other cross-correlation functions which do not become local
peaks, so that it is possible to improve the reliability of the cross-correlation function.

[0074] In this way, according to the present embodiment, by deciding voiced/unvoiced sound using the first channel
signal and second channel signal not having passed through the low pass filter, the threshold for deciding the reliability
of the cross-correlation function is changed depending on whether the signal is a voiced sound or unvoiced sound. More
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specifically, a smaller threshold is set for voiced sound than for unvoiced sound. Therefore, it is possible to determine
the delay time difference more accurately.

(Embodiment 7)

[0075] FIG.16 is a block diagram showing the main configuration of stereo coding apparatus 700 according to Em-
bodiment 7 of the present invention. Stereo coding apparatus 700 has the basic configuration similar to that of stereo
coding apparatus 600 shown in Embodiment 6, and the same components will be assigned the same reference numerals
and explanations thereof will be omitted.

[0076] Stereo coding apparatus 700 is provided with coefficient setting section 701, threshold setting section 702,
and prediction section 703 after voiced/unvoiced sound decision section 601, and multiplies a maximum value of a
cross-correlation function by a coefficient according to a voiced/unvoiced decision result and determines a delay time
difference using the maximum value of the cross-correlation function having multiplied by this coefficient.

[0077] More specifically, coefficient setting section 701 sets coefficient g which varies depending on whether the signal
is voiced or unvoiced sound based on the decision result outputted from voiced/unvoiced sound decision section 601
and outputs coefficient g to threshold setting section 702. Here, coefficient g is set a positive value less than 1 based
on the maximum value of the cross-correlation function. Furthermore, greater coefficient gy, is set in the case of voiced
sound than coefficient gy, in the case of unvoiced sound. Threshold setting section 702 sets a value obtained by
multiplying maximum value ¢,,,,, of the cross-correlation function by coefficient g as threshold ¢y, and outputs the set
value to prediction section 703. Prediction section 703 detects local peaks whose apices are included in the area between
this threshold ¢y, and maximum value ¢, of the cross-correlation function.

[0078] FIG.17 shows an example of the cross-correlation function in the case of voiced sound. Furthermore, FIG.18
shows an example of the cross-correlation function in the case of unvoiced sound. Both figures show thresholds as well.
Prediction section 703 detects local peaks of the cross-correlation function whose apices exist in the area between
maximum value ¢, and threshold @y,, and, unless local peaks other than the peaks (encircled peaks in the figure)
showing maximum values are detected, decides m=m, 5, that maximizes the value of the cross-correlation function as
a delay time difference. For example, in the example of FIG.17, only one local peak exists in the area between ¢,
and ¢y, and m=m,,, is adopted as delay time difference t. On the other hand, if local peaks other than the peaks
showing the maximum values are detected, the delay time difference of the previous frame is determined as the delay
time difference of the frame. For example, in the example of FIG.18, four local peaks (encircled peaks in the figure) exist
in the area between ¢, and ¢y,, and, consequently, m=m,, ., is not adopted as delay time difference t and the delay
time difference of the previous frame is adopted as the delay time difference of the frame.

[0079] The reason for setting different thresholds by changing the coefficient between voiced sound and unvoiced
sound, is that there is periodicity in the case of voiced sound, which causes a large difference between the value of the
cross-correlation function which normally has a local peak and other values of the cross-correlation function which do
not have local peaks, and therefore only the vicinity of maximum value ¢,,,, needs to be checked. On the other hand,
in the case of unvoiced sound, there is no periodicity (noise-like sound), the difference between the value of the cross-
correlation function which has a local peak and other values of the cross-correlation function which do not have local
peaks is not large, and therefore it is necessary to check whether or not there is a sufficient difference between maximum
value ¢, and other local peaks.

[0080] In this way, according to the present embodiment, a maximum value of the cross-correlation function is used
as a standard and a value obtained by multiplying the maximum value by a positive coefficient less than 1 is used as a
threshold. Here, the value of the coefficient to be multiplied varies depending on whether the signal is voiced or unvoiced
sound (the value is made greater for voiced sound than for unvoiced sound). Local peaks existing between the maximum
value of the cross-correlation function and the threshold are detected, and, if any local peak other than the peak showing
the maximum value is not detected, the value of m=m,,,, that maximizes the value of the cross-correlation function is
determined as the delay time difference. On the other hand, if any local peak other than the peak showing the maximum
value is detected, the delay time difference of the previous frame is determined as the delay time difference of the frame.
That is, based on the maximum value of the cross-correlation function, the delay time difference is set according to the
number of local peaks included in a predetermined range from the maximum value of the cross-correlation function.
The delay time difference can be determined accurately by employing such a configuration.

(Embodiment 8)
[0081] FIG.19 is a block diagram showing the main configuration of stereo coding apparatus 800 according to Em-
bodiment 8 of the present invention. Stereo coding apparatus 800 has the basic configuration similar to that of stereo

coding apparatus 500 shown in Embodiment 5, and the same components will be assigned the same reference numerals
and explanations thereof will be omitted.
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[0082] Stereo coding apparatus 800 is further provided with cross-correlation function value storage section 801, and
prediction section 802 performs different operations from prediction section 502 according to Embodiment 5 with refer-
ence to cross-correlation function values stored in this cross-correlation function value storage section 801.

[0083] More specifically, cross-correlation function value storage section 801 accumulates smoothed maximum cross-
correlation values outputted from prediction section 802 and outputs the maximum cross-correlation values to prediction
section 802 as appropriate.

[0084] Prediction section 802 compares threshold ¢y, preset in threshold setting section 501 with the maximum value
of cross-correlation function ¢, and, when this is equal to or greater than the threshold, decides that this cross-correlation
function is reliable. In other words, prediction section 802 compares threshold ¢y, preset in threshold setting section 501
with sample values of cross-correlation function ¢, and, when there is at least one sample point which is equal to or
greater than the threshold, decides that this cross-correlation function is reliable.

[0085] In such a case, prediction section 802 calculates delay time difference t between low-band component S1’ of
a first channel signal and low-band component S2’ of a second channel signal as m=m,,,,, that maximizes the value of
the cross-correlation function expressed by equation 12 described above.

[0086] On the other hand, when the maximum value of cross-correlation function ¢ does not reach threshold ¢y,
prediction section 802 determines delay time difference 1 using the smoothed maximum cross-correlation value of the
previous frame outputted from cross-correlation function value storage section 801. The smoothed maximum cross-
correlation value is expressed by following equation 13.

[12]

¢smooth :¢smoothvprev'a+¢max'(1.—&) ~ (Egquation 13)

Here, @smooth_prev IS @ Smoothed maximum cross-correlation value of the previous frame, ¢y, is @ maximum cross-
correlation value of the current frame and a is a smoothing coefficient and a constant that satisfies O<o<1.

[0087] Further, smoothed maximum cross-correlation values accumulated in cross-correlation function value storage
section 801 are used as Pgmooth_prev UPON determining the delay time difference of the next frame.

[0088] More specifically, when the maximum value of cross-correlation function ¢ does not reach threshold oy, pre-
diction section 802 compares smoothed maximum cross-correlation value Qgmooth_prev Of the previous frame with preset
threshold @i, smoth_prev- AS @ result, when @gmooin prey is greater than ¢y, smooth_prev» the delay time difference of the
previous frame is determined as delay time difference 1 of the current frame. On the contrary, when @gmqoth_prev d0€S
not exceed Qi smooth_prevs the delay time difference of the current frame is set 0.

[0089] Prediction section 802 calculates amplitude ratio g using a method similar to that of Embodiment 1.

[0090] In this way, according to the present embodiment, when the maximum cross-correlation value of the current
frame is low, the obtained delay time difference has also low reliability, and, consequently, by using as a substitute, a
delay time difference of the previous frame having higher reliability decided using the smoothed maximum cross-corre-
lation value in the previous frame, it is possible to determine the delay time difference more accurately.

(Embodiment 9)

[0091] FIG.20 is a block diagram showing the main configuration of stereo coding apparatus 900 according to Em-
bodiment 9 of the present invention. Stereo coding apparatus 900 has the basic configuration similar to that of stereo
coding apparatus 600 shown in Embodiment 6, and the same components will be assigned the same reference numerals
and explanations thereof will be omitted.

[0092] Stereo coding apparatus 900 is further provided with weight setting section 901 and delay time difference
storage section 902, and weight setting section 901 outputs weights according to voiced/unvoiced sound decision result
of a first channel signal and second channel signal, and prediction section 903 performs different operations from
prediction section 502 according to Embodiment 6 using this weight and the delay time difference stored in delay time
difference storage section 902.

[0093] Weight setting section 901 changes weight w (>1.0) depending on whether voiced/unvoiced sound decision
section 601 decides voiced sound or unvoiced sound. More specifically, weight setting section 901 sets larger weight
w in the case of unvoiced sound than weight w in the case of voiced sound.

[0094] Thereasonis that, in the case of voiced sound, there is periodicity, and so the difference between the maximum
value of the cross-correlation function and other values of the cross-correlation function at local peaks is relatively large
and the amount of shift showing the maximum cross-correlation value shows a correct delay difference with high reliability,
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while, in the case of unvoiced sound, there is no periodicity (noise-like sound), and so the difference between the
maximum value of the cross-correlation function and other values of the cross-correlation function at local peaks is
relatively small, and the amount of shift showing the maximum cross-correlation value does not always show a correct
delay difference. Therefore, a more accurate delay difference can be obtained by setting larger weight w in the case of
unvoiced sound and making the delay difference of the previous frame easier to select.

[0095] Delay time difference storage section 902 accumulates delay time difference t outputted from prediction section
903 and outputs this to prediction section 903 as appropriate.

[0096] Prediction section 903 determines a delay difference using weight w set by weight setting section 901 as
follows. First, a candidate of delay time difference 1 between low-band component S1’ of the first channel signal having
passed through LPF 101-1 and low-band component S2’ of the second channel signal having passed through LPF 101-2
is determined as m=m,,,,, that maximizes the value of the cross-correlation function expressed by equation 11 above.
The cross-correlation function is normalized with the autocorrelation function of each channel signal.

[0097] In equation 11, n is a sample number and FL is a frame length (number of samples). Furthermore, m is the
amount of shift.

[0098] Here, when the difference between the value of m and the value of the delay time difference of the previous
frame stored in delay time difference storage section 902 is within a preset range, prediction section 903 multiplies the
cross-correlation value obtained by equation 11 described above by the weight set by weight setting section 901 as
shown in following equation 14. The preset range is set based on delay time difference Torev iN the previous frame stored
in delay time difference storage section 902.

[13]

@, (m)y=wxp(m) .. (Equation 14)

On the other hand, when the value of mis outside the preset range, the expression becomes as following equation 15.
[14]

@,(m)y=¢(m) .. (Equation 15)

The reliability of the candidate of the delay time difference 1 obtained in this way is judged by maximum value
(maximum cross-correlation value) ¢, Of the cross-correlation function expressed by above-described equation
14 and above-described equation 15 and final delay time difference 1 is determined. More specifically, threshold
@y, preset in threshold setting section 501 is compared with maximum cross-correlation value @, and, if maximum
cross-correlation value @, is equal to or greater than threshold ¢y, this cross-correlation function is judged to be
reliable, and m=m,,,, that maximizes the value of the cross-correlation function is determined as delay time difference
T.

[0099] FIG.21 shows an example of a case where alocal peak of the cross-correlation function is weighted and thereby
becomes a maximum cross-correlation value. Furthermore, FIG.22 shows an example of a case where a maximum
cross-correlation value which has not exceeded threshold ¢y, is weighted and thereby becomes a maximum cross-
correlation value that exceeds threshold ¢y,. Furthermore, FIG.23 shows an example of a case where a maximum cross-
correlation value which has not exceeded threshold ¢y, is weighted and still does not exceed threshold ¢y,. In the case
shown in FIG.23, the delay time difference of the current frame is set 0.

[0100] In this way, according to the present embodiment, when the difference between amount of shift m of a sample
and the delay time difference of the previous frame is within a predetermined range, by weighting the cross-correlation
function value, the cross-correlation function value with the amount of shift near the delay time difference of the previous
frame is evaluated as a relatively greater value than the cross-correlation function value of other amounts of shift, and
the amount of shift near the delay time difference of the previous frame is selected more easily, so that it is possible to
calculate the delay time difference in the current frame more accurately.

[0101] Although a configuration has been described with the present embodiment where the weight by which the
cross-correlation function value is multiplied varies according to the voiced/unvoiced sound decision result, a configu-
ration may be employed where the cross-correlation function value is always multiplied by a fixed weight regardless of
the voiced/unvoiced sound decision result.

[0102] Further, although examples have been described with Embodiment 5 to Embodiment 9 where processing on
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the first channel signal and second channel signal having passed through low pass filters, the processing of Embodiment
5 to Embodiment 9 may also be applied to signals not subjected to low pass filter processing.

[0103] Furthermore, instead of the first channel signal and second channel signal having passed through low pass
filters, a residual signal (excitation signal) of the first channel signal having passed through the low pass filter and a
residual signal (excitation signal) of the second channel signal having passed through the low pass filter may also be used.
[0104] Furthermore, instead of the first channel signal and second channel signal not subjected to low pass filter
processing, the residual signal (excitation signal) of the first channel signal and the residual signal (excitation signal) of
the second channel signal may also be used.

[0105] Embodiments of the present invention have been explained above.

[0106] The stereo coding apparatus and stereo signal prediction method according to the present invention are not
limited to the above-described embodiments, but can be implemented with various modifications. For example, above-
described embodiments may be implemented in combination as appropriate.

[0107] The stereo speech coding apparatus according to the present invention can be provided to communication
terminal apparatuses and base station apparatuses in a mobile communication system, so that it is possible to provide
a communication terminal apparatus, base station apparatus and mobile communication system having operational
effects similar to those described above.

[0108] Although a case has been described with the above embodiments as an example where the present invention
is implemented with hardware, the present invention can be implemented with software. For example, by describing the
stereo coding method and stereo decoding method algorithm according to the present invention in a programming
language, storing this program in a memory and making the information processing section execute this program, it is
possible to implement the same function as the stereo coding apparatus and stereo decoding apparatus of the present
invention.

[0109] Furthermore, each function block employed in the description of each of the aforementioned embodiments
may typically be implemented as an LSI constituted by an integrated circuit. These may be individual chips or partially
or totally contained on a single chip.

[0110] "LSI"is adopted here but this may also be referred to as "IC,
on differing extents of integration.

[0111] Further, the method of circuit integration is not limited to LSI’s, and implementation using dedicated circuitry
or general purpose processors is also possible. After LSI manufacture, utilization of an FPGA (Field Programmable Gate
Array) or a reconfigurable processor where connections and settings of circuit cells in an LS| can be reconfigured is also
possible.

[0112] Further, if integrated circuit technology comes out to replace LSI's as a result of the advancement of semicon-
ductor technology or a derivative other technology, it is naturally also possible to carry out function block integration
using this technology. Application of biotechnology is also possible.

[0113] The present application is based on Japanese Patent Application No.2005-316754, filed on October 31, 2005,
Japanese Patent Application No.2006-166458, filed on June 15, 2006 and Japanese Patent Application No.2006-271040,
filed on October 2, 2006, the entire content of which is expressly incorporated by reference herein.

system LSI," "super LSI," or "ultra LSI" depending

Industrial Applicability

[0114] The stereo coding apparatus and stereo signal prediction method according to the present invention are ap-
plicable to, for example, communication terminal apparatuses, base station apparatuses in a mobile communication
system.

Claims
1. A stereo coding apparatus comprising:

a first lowpass filter that lets a low-band component of a first channel signal pass;

a second low pass filter that lets a low-band component of a second channel signal pass;

a prediction section that predicts the low-band component of the second channel signal from the low-band
component of the first channel signal and generates a prediction parameter;

a first coding section that encodes the first channel signal; and

a second coding section that encodes the prediction parameter.

2. The stereo coding apparatus according to claim 1, wherein the prediction section performs the prediction and
generates information of a delay time difference and an amplitude ratio between the low-band component of the
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first channel signal and the low-band component of the second channel signal.

The stereo coding apparatus according to claim 1, further comprising a memory that stores the prediction parameter,
wherein the prediction section generates a prediction parameter within a predetermined range using the prediction
parameter based on the past prediction parameter stored in the memory.

The stereo coding apparatus according to claim 1, further comprising:

an acquisition section that acquires power of the first channel signal and the second channel signal; and
a determination section that determines cut-off frequencies of the first low pass filter and the second low pass
filter based on the power of the first channel signal and the second channel signal.

The stereo coding apparatus according to claim 1, further comprising:

a detection section that detects signal to noise ratios of the first channel signal and the second channel signal; and
a determination section that determines cut-off frequencies of the first low pass filter and the second low pass
filter based on the signal to noise ratios of the first channel signal and the second channel signal.

A stereo coding apparatus comprising:

a conversion section that converts a first channel signal and a second channel signal to monaural signals;

a first lowpass filter that lets a low-band component of the monaural signal pass;

a second low pass filter that lets a low-band component of the first channel signal pass;

a prediction section that predicts the low-band component of the first channel signal from the low-band com-
ponent of the monaural signal and generates a prediction parameter;

a first coding section that encodes the monaural signal; and

a second coding section that encodes the first channel signal using the prediction parameter.

The stereo coding apparatus according to claim 6, wherein the second coding section encodes the first channel
signal separated into excitation information and vocal tract information and uses the prediction parameter for en-
coding the excitation information.

The stereo coding apparatus according to claim 1, further comprising a smoothing section that smoothes the pre-
diction parameter,
wherein the second coding section encodes the smoothed prediction parameter.

The stereo coding apparatus according to claim 2, further comprising a calculation section that mutually shifts the
low-band component of the first channel signal and the low-band component of the second channel signal, and
calculates a value of a cross-correlation function of these two signals,

wherein, upon generating information of the delay time difference, the prediction section sets an amount of shift
that maximizes the cross-correlation function as a delay time difference, when the value of the cross-correlation
function is equal to or greater than a threshold, and uses the delay time difference of the previous frame again when
the value of the cross-correlation function is less than the threshold.

The stereo coding apparatus according to claim 9, further comprising a decision section that makes a voiced/
unvoiced sound decision on the first channel signal and the second channel signal,
wherein the prediction section sets the threshold based on the decision result in the decision section.

The stereo coding apparatus according to claim 9, wherein, if a maximum value of the cross-correlation function is
equal to or greater than a first threshold, the prediction section sets an amount of shift that maximizes the cross-
correlation function as the delay time difference, and, if the maximum value of the cross-correlation function is less
than the first threshold and the maximum value of the smoothed cross-correlation value of the previous frame is
equal to or greater than a second threshold, the prediction section sets the delay time difference of the previous
frame as the delay time difference of a current frame, and, if the maximum value of the smoothed cross-correlation
value of the previous frame is less than the second threshold, the prediction section sets the delay time difference
of the current frame as 0.

The stereo coding apparatus according to claim 9, wherein, when the difference between the delay time difference
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of the previous frame and the amount of shift of a sample upon mutually shifting the low-band component of the
first channel signal and the low-band component of the second channel signal is within a predetermined range, the
prediction section assigns a weight to the value of the cross-correlation function.

13. The stereo coding apparatus according to claim 12, further comprising:

a decision section that makes a voiced/unvoiced sound decision on the first channel signal and the second
channel signal; and
a weight setting section that sets the weight based on the decision result in the decision section.

14. The stereo coding apparatus according to claim 2, further comprising:

a decision section that makes a voiced/unvoiced sound decision on the first channel signal and the second
channel signal; and

a calculation section that mutually shifts the low-band component of the first channel signal and the low-band
component of the second channel signal and calculates a value of a cross-correlation function of these two
signals,

wherein, upon generating information of the delay time difference, the prediction section sets the delay time difference
according to the number of local peaks included within a predetermined range from a maximum value of the cross-
correlation function.
15. A communication terminal apparatus comprising the stereo coding apparatus according to claim 1.
16. A base station apparatus comprising the stereo coding apparatus according to claim 1.
17. A stereo signal prediction method comprising:
a step of letting a low-band component of a first channel signal pass;
a step of letting a low-band component of a second channel signal pass; and

a step of predicting the low-band component of the second channel signal from the low-band component of the
first channel signal.

16



EP 1953 736 A1

SHALINVIYd 03000<

| 'OId

=3 4d7 e
NS
Z-101
y
NOIL3S DNI0D
YALTAVEYA NOLLDIaRe [ v 2 | NOLLO3S NOILOIORd
S ~ y
ol 201
NOILD3S ]
HNIG0D TINNYHD LSHl s 1d -
S
S
£t I-101

TYNOIS TINNYHO ANOD3S

TYNOIS TINNVHO LSHld

17



EP 1953 736 A1

Alt)
A
S1
/'\ R
0 \_" \ t
FIG.2A
AMPLITUDE DIFFERENCE AA
At
A
DELAY TIME DIFFERENCE At
~
0

FIG.2B

18



EP 1953 736 A1

AON3ND34

<

€ol4

«

+ 3anindny

19



EP 1953 736 A1

SYILINVAYd 03000<

- NOLLO3S DNIQ0J
<+ 43LINvavd
NOLLOId3d

¥ OId

S
01

NOLLOS BNIGOD
S IO

S
¢l

= TYNDIS TINNVHO ONOO3S

1S S TS
~S
=101
y
NOLLO3S
NOLLOIO3Md
)
ezol
41 \OSEA0
ONOW 5 ONOWS | TVINYNOW/OFYILS |«
S S

0Lt

;S IVNOIS TINNYHD LSuld

20



EP 1953 736 A1

SYILINVYYd 03009<

G'Ol4

AHONW 2 4l g
~nS 4 S
121 z-101
y
o0 |, NOLO3S |, NOLLO3S
dLINEYE 152 | oNHIOONS 7 | NOLLOIG3d
S S ~S &K
a0l 0zl 201
NOLLO3S DNIG0 | 1S
] TNNVHO LS Ad IS
nS S
€01 1-101
Vava

IYNDIS TINNVHO ANOO3S

‘IVNOIS TINNVHO LSHl4

21



EP 1953 736 A1

SY3LINVYYd 03000<

9'0I4

AJONIN =5 4d1 e
~f nS
10¢ Z-101
y
NOLLO3S DNIA0D
] NOLLO3S
YILTNVEYd  [*=
NOLDlOdd | B 2 NOLLOIC3Ad
~ K
0l 202
<« NOLLO3S DNIG09 | ]
TINNYHO LSl 1S 4dT -
~S —=
€0l 1-101

TYNOIS TINNVHO ANOOSS

TVNOIS TINNYHO LSHl4

22



EP 1953 736 A1

SY3LINVHYd 03000<

LOl4

s 4d < THNDIS THNNYHO ONODS
nS A
z-10l
4 y
- zo%wwmﬁs ; NOLLO3S NOLLO3S DNINIWY3L3Q NOLLO3S
32 | NOLOIGHd AON3NORA 340-1A0 |* | NOLLOZLIA HaMOd
NOLLOIO3d

~S nS A ~S S

01 201 20¢ 10€

NOLLO3S DNIG0O .
N R S 4d < TN TENNYHD L5l

% ~

€0l 1-101

|\\

O
O
™

23



EP 1953 736 A1

SHALINVYYd 43009 <

8'0I4

ZS 4d7 < 7S TINDIS TINNYHO (N0JSS
~7 &
¢-101
NOTLO3S ONTQOD e NOT 1035 NOT 1035 SNININY3L3C NOT193S NO1 103140
Y3L3Hvevd NOILOIQRHd | B3 2 NOI L01034d ANANOFHS 440-109 01LV4 N/S
nS NS A ~S ~S &
y01 ¢0l e¢oe el10¢
NI L03S 9N100 <
] TIVHD 1541 1S 4d71 'S TYNDIS TANNYHD LSY14
nS ~
€01 I-101

1)
ol
Sl
™

24



EP 1953 736 A1

o 3074 ONLLHOIEM J  Nowods M
m WAL ONIZININI NOLLHOLSIq |
~ LY 80y |
m y :
LD Y304 (MG 0083000 |
PN SISHHLNAS AL NOLLYIIDX3 | |
907 + Vo eov + p v M
| sov 207 m
“ NOLLO3S m
SY3LINVYY 03000 | NOLLO3S NOLLOIG34d m
THNDIS 033LS m NOLLVZLLNYIID/SISATVNY NOLLYLIOXE m
w ~ & 1 O\W\ Y Y .
m 1401% m
............................... NOLLO3S BNIG0D TINNYHO LSUid 01
NOLLOZS
S ONIQOO LIV [* NODHOZ dd1 g
NOLLOIGRd
~S ~S ~nS
poI [ egol 1-101
oNow « 9IS TANNVHO ONODZS
¥ILINVHYd 03000 NOLLO3S BNI0D e S|\ Jouoas | A
TVNOIS TWAVNON TVANvYNOW TYANYNON/OUILS o< TYNDIS TENNYHO LSu
~S S S
2l i oLl

25



EP 1953 736 A1

SHILINVYYd 43000 <

01OI4

NOLLO3S ONIQ0D
43 LIANVYd NOILOIO3d

S
01

NOLLO3S
ONICOD TINNYHD LSYl4

A

~S
€01

23 4d1 7S IWNDIS TINNVHO ANOO3S

¢—101
y
NOILOZS NOILOZS
NOILLOIQ3Hd ERY0) ONILL3S QTOHSFUHL
S 3 nS
¢08 10S

1S dd7 IS TWNDIS TINNYHO LSHld

I-101

26



AL

EP 1953 736 A1

V)

0l

V(w)¢

27



¢1'Old

XBWi 1))

AE

EP 1953 736 A1

)

0l

Y(we

28



EP 1953 736 A1

€10l

2S
id1 - TYNDIS TINNVHD ONOD3S
S
2-101
y
NOLLOZS NOLLOZS
(" <—{ DNIQoD HALINVHYE &= NOLLO3S - NOLLO=S NOISIJ3d ANNOS
00 B3Iy 72 NOLLOIG3Hd | ONILLES CloHs3HL [An | SO0 ANIOS,
~S nS A S A ~nS
SYILINVYYd 03Q00< 01 Z0S 10G 109
NOLLOZS DNIQ0D
T TINNVHD LS 5| Ad1 e r TYNDIS TANNYHD LSHH
S
a4
€0l 1-10}

29



EP 1953 736 A1

AE

14

v 1 Ol

XMEE”E

Ap =

0l

Y(w)o

30



EP 1953 736 A1

AE

14

meE”E

G1'OIH4

AN Gnsug

0l

MCL

31



EP 1953 736 A1

SH3LINVHYd
3009

¥

91°0I4

,6S AN
4d1 < TYNDIS TINNVHO ONOD3S
S
¢—-101
y G y
NOILOAS NOILOAS
P NOILO3S NOILO3S NOILO3S ONILLAS
<1 9NIJ0D H313NYHYd [« < NOISIO3d ANNOS
NOLLOIGRd g 2| NOLLOIORd " ¢ | ONILLIS TTOHSIHHL INJRH4300 | AN QI0I0ANN/GI010A
nS NS A nS S ~S 4
01 €0L 0L 10L 109
<« NOILO3S ONIAOT ¢
TINNVHO LSHI4 IS d4d7 < IS TVYNDIS T3NNYHO LSyld
~nS
€01 N

32



EP 1953 736 A1

AL

4

>w.wa$H5@

(=L

Xewl S

01

MCL

33



EP 1953 736 A1

AE

14

81'Old

ANg X2 gy 10 gy

Xew 6

01

Y(we

34



EP 1953 736 A1

61OI4

Asud”
NOLLO3S IOVE0LS | uyo0uws g
3MVA NOLLONTH o5l ddT e TYNOIS TANNVHO QDS
NOLLYT34400-55040 ;
NS ~nS
108 yjoows ¢ ¢-101
y y
Fe|  NouoSONMEOD | NOLLO3S e NOLLO3S
MALINVEYG NOLLOIQR |5 2 NOLLOIQRd RP | ONILLIS CTOHSIHL
S3LINVAYd 03000 < o % 1 Gs”
P NOLLO3S .
~ 71 9Nia00 TINNYHO Loyl S A et OIS TINNVHO LSl
S
S
€0} 1-101

O
O
0

35



EP 1953 736 A1

SHILINWHYd 03000<

0¢'OlI4

'IVNDIS TINNVHO ONOJ3S

NOILO3S Asud™ 1 ,6S
349VHOLS FON3H3441C dd7 < 73
JNIL AVT13Q
S 4 ~nS
206 17 ¢—-101
y
NOLLO3S NOILO3S
« NOILO3S < NOILO3S
<] <
~nS ~nS A 3 S 3 S
701 €06 106 109
NOILO3S
B | ONILLIS TIOHSTUHL
~S
106
\_ NOILOIS ONIJ0D | <
<« TENNYHD LSHL 1S 4d7 IS TWNDIS 13NNYHO LSuld
NA ~
€0l 1-101
006

36



EP 1953 736 A1

JONVY ONILHOEM

Xew W=

NAIE

|
)
!
|
|
|
|
|
|
|
|
i
|
!
!
|

®

0l

4?5 0

37



EP 1953 736 A1

JONVY ONLLHOIIM

¢¢'Old

1
!
!
|
|
|
I

B

0l

ywe

38



€¢'old

JONVY DNILHOIIM
-

EP 1953 736 A1

i
_
!
|
|
|
_
| |
)
|
i
w

01l

¥ o

39



EP 1953 736 A1

INTERNATIONAL SEARCH REPORT International application No.
PCT/JP2006/321673

A. CLASSIFICATION OF SUBJECT MATTER
G10L19/00(2006.01)1

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
G10L19/00

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Jitsuyo Shinan Kcho 1922-1996 Jitsuyo Shinan Toroku Koho  1996-2006
Kokail Jitsuyo Shinan Koho 1971-2006 Toroku Jitsuyo Shinan Koho  1994-2006

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
IEEE Xplore, JSTPlus (JDream2)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
Y JP 7-87033 Al (Sharp Corp.), 1,2,6-8,
31 March, 1995 (31.03.95), 15-17
A Full text; all drawings 3-5,9-14
(Family: none)
Y GOTO et al., “Channel-kan Joho o Mochiita 1,2,8,15-17
A Onsel Tsushinyo Stereo Onsei Fugoka Hoho no 3-7,9-14
Kento”, 2005 Nen The Institute of Electronics,
Information and Communication Engineers Sogo
Taikai Koen Ronbunshu, D-14-2, 07 March, 2005
(07.03.05), page 119
Y GOTO et al., “Onsei Tsushinyo Scalable Stereo 6,7
A Onseil Fugoka Hoho no Kento”, FIT2005 (Dai 4 Kai 1-5,8-17
Forum on Information Technology) Koen Ronbunshu,
G-017, 22 August, 2005 (22.08.05), pages 299
to 300
|:| Further documents are listed in the continuation of Box C. |:| See patent family annex.
* Special categories of cited documents: “T”  later document published after the international filing date or priority
“A”  document defining the general state of the art which is not considered to date and not in conflict with the application but cited to understand
be of particular relevance the principle or theory underlying the invention
“E”  earlier application or patent but published on or after the international filing  “X”  document of particular relevance; the claimed invention cannot be
date considered novel or cannot be considered to involve an inventive
“L”  document which may throw doubts on priority claim(s) or which is step when the document is taken alone
cned to establish the publlcallon date of another citation or other “Y”  document of particular relevance; the claimed invention cannot be
special reason (as specified) considered to involve an inventive step when the document is
“O”  document referring to an oral disclosure, use, exhibition or other means combined with one or more other such documents, such combination
“P”  document published prior to the international filing date but later than the being obvious to a person skilled in the art
priority date claimed “&”  document member of the same patent family
Date of the actual completion of the international search Date of mailing of the international search report
27 November, 2006 (27.11.06) 05 December, 2006 (05.12.06)
Name and mailing address of the ISA/ Authorized officer
Japanese Patent Office
Facsimile No. Telephone No.

Form PCT/ISA/210 (second sheet) (April 2005)

40



EP 1953 736 A1

INTERNATIONAL SEARCH REPORT International application No.
PCT/JP2006/321673

Claim 3 describes "on the basis of said prediction parameter of the
past, a prediction parameter within a predetermined range is generated
with reference to said prediction parameter", but fails to specify the
relation between a past prediction parameter and a predetermined range
clearly, and leaves it indefinite. What is disclosed in the meaning
of PCT Article 5 is the description of Par. Nos. [0039] - [0043] and
so on, for example.

Claim 4 describes "on the basis of the powers of said first channel
signal and said second channel signal, the interruption frequencies
of saidfirstlow-passfilterandsaidsecondlow-passfilteraredecided",
but fails to gpecify the relation between the value of the power and
the interruption frequency decided, and leaves it indefinite. What
is disclosed in the meaning of PCT Article 5 is the description of Par.
Nos. [0045] - [0050] and so on, for example.

Claim5 describes "on the basis of the S/Nratios of said first channel
signal and said second channel signal, the interruption frequencies
of saidfirstlow-passfilterandsaidsecondlow-passfilteraredecided",
but fails to specify the relations between the values of the S/N ratios
and the interruption frequency decided, and leaves them indefinite.
What is disclosed in the meaning of PCT Article 5 is the description
of Par. No. [0051] and so on, for example.

Claiml0 describes "onthebasis of thedecisionresult, saidthreshold
value is set", but fails to specify the relation between the decision
result and the set threshold value, and leaves it indefinite. What
is disclosed in the meaning of PCT Article 5 is the description of Par.
Nos. [0071], [0072] and so on, for example.

Claim 14 describes "according to the number of local peaks contained
withinapredetermined range fromthe maximumof saidmutually correlated
function, said delay time difference is set", but fails to specify the
relation between the number of the local peak and the set delay time
difference, and leaves it indefinite. What is disclosed in the meaning
of PCT Article 5 is the description of Par. Nos. [0076] - [0080] and
so on, for example.

Hence, the search or the like has been made on the range supported
by and discloged in the specification, that is, the specific stereo
encodingdevice or the like specifically described in the specification.
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