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(54) Method of establishing a harmony control signal controlled in real-time by a guitar input signal

(57) The invention relates to a method of establishing
a harmony control signal controlled in real-time by a guitar
audio input signal (GAS), comprising the steps of
- providing a first input harmony input control signal (FIH)
on the basis of said guitar audio input signal (GAS),
- providing a second input harmony control signal (SIH)

on the basis of a voice audio input signal (VAS).
- providing an input audio extraction representation
(IAER) on the basis of said first input harmony input con-
trol signal (FIH),
- establishing a harmony control signal (HCS) on the ba-
sis of said input audio extraction representation (IAER)
and said second input harmony control signal (SIH).
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Description

Field of the invention

[0001] The invention relates to a method of establishing a harmony control signal controlled in real-time by a guitar
audio input signal according to claim 1 and an apparatus for implementing the method.

Background of the invention

[0002] A problem in the prior art has been that state-of-the-art harmony processors are somewhat restricted in use
due to the fact that such real-time processors are controlled by keyboards or other monophonic control signal establishing
provisions. A keyboard is well-suited for the purpose as keyboards by nature establishes such control signals typically
as a so-called MIDI (Musical Instrument Digital Interface)signal, which may be transmitted by simple measures to other
relevant devices such as other keyboards, modules, audio processors, sequencers, etc. The control signals provided
are typically polyphonic and regarded as well-suited for the purpose of controlling e.g. a harmony processor in real-time.
[0003] A challenge in this connection has been that instruments, in particular polyphonic instruments such as guitars,
establishes the desired tones mechanically and that such tones are therefore represented as an audio signal without
the use of tone generators, etc. as in systems where keyboards are applied. Basically, such an "analog" musical instrument
provides a resulting audio signal comprising no control information regarding choice of tones, volume, sustain, pitch,
etc. Such information may, however, be derived e.g. in batch processing as the information must be derived by means
of significant processing power.
[0004] Moreover, a further problem is that a real-time harmony processing by nature requires a voice input as an input
signal simultaneous with the above-mentioned analysis in order to provide the voice material upon which a the harmony
processing may be based.

Summary of the invention

[0005] The invention relates to method of establishing a harmony control signal controlled in real-time by a guitar
audio input signal (GAS), comprising the steps of

- providing a first input harmony input control signal (FIH) on the basis of said guitar audio input signal (GAS),

- providing a second input harmony control signal (SIH) on the basis of a voice audio input signal (VAS).

- providing an input audio extraction representation (IAER) on the basis of said first input harmony input control signal
(FIH),

- establishing a harmony control signal (HCS) on the basis of said input audio extraction representation (IAER) and
said second input harmony control signal (SIH).

[0006] The harmony control signal (HCS) may within the scope of the invention comprise the complete signal required
for establishment of a harmony. Thus, when e.g. implementing the invention in as two separate units coupled through
MIDI, the harmony control signal may advantageously be established by a harmony processor. A pre-stage to this
harmony control signal may be established in a separate unit coupled to the harmony processor by means of MIDI, and
the pre-stage signal, - the input audio extraction representation (IAER), may then be established as a chord/harmony/
scale -extraction information which may be transferred to the harmony processor as chord-forming notes readable on
the MIDI input of the harmony processor together with further control signals adding, e.g. transmitted as MIDI exclusive,
which may be applied by the harmony processor as a basis for establishing the finally rendering polyphonic harmony.
[0007] The input audio extraction representation (IAER) may e.g. comprise so-called pitch class information. Definitions
and explanation on pitch class information is explained in detailed description. It may further comprise information related
to analysis of the input signals, i.e, at least the polyphonic guitar signal and optionally and preferably also on information
obtained from the second input harmony control signal (SIH). Such information may e.g. comprise chord detection, scale
detection, automatic key detection, etc. According to an advantageous embodiment of the invention, such information
comprises a combination of chord and scale information. Chord information may be based on analysis of the first input
harmony input control signal (FIH), e.g. an input from a guitar alone or it may be based on analysis of the first input
harmony input control signal (FIH) in combination with the second input harmony control signal (SIH). In other words,
note information may be combined from the two mentioned inputs. Scale information may e.g. be based on the first input
harmony input control signal (FIH) or the second input harmony control signal (SIH) alone or in combination. As the
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second input harmony control signal is typically monophonic, this signal will be very suitable for scale extraction.
[0008] A harmony control signal (HCS) basically relates to signals which may add one or further harmonies to the
second input harmony control signal (SIH). In other words, a harmony control signal is established on the basis of
information extracted from the first input harmony input control signal (FIH) and preferably also the second input harmony
control signal (SIH).
[0009] According to a preferred embodiment of the information a correlation between chord and scale may be estab-
lished for the purpose of e.g. correcting established harmonies on the basis chord detections.
[0010] According to an embodiment of the invention, the input audio extraction representation (IAER) where the input
audio extraction representation is based on both the first and the second input harmony control signal (SIH). In this way,
the information lacking from one input may obtained through combination with the other input. A primitive example may
e.g. comprise a note detection from the first input, e.g. a guitar and a one-note detection from the second input and
where the detected three notes together may be extracted to be a chord.
[0011] In an embodiment of the invention a polyphonic voice signal (PVS) is provided on the basis of a voice harmony
control signal (HCS).
[0012] The polyphonic voice signal is typically an audio signal represented analog or digitally. The polyphonic voice
signal (PVS) may e.g. be established in a separate unit by a state of the art harmony processor under control of the
voice harmony control signal (HCS) insofar the harmony processor are able to receive and interpret the control signals.
[0013] A polyphonic voice signal may also be referred to as a harmony voice signal comprising two or more different
voice tones. Such a harmony may e.g. comprise one voice signal basically corresponding to the second input harmony
control signal and at least one further harmony tone based on a pitch modulation of the second input harmony control
signal, i.e. the voice audio input signal (VAS).
[0014] In the present context, a real-time method is regarded as a method which may be applied for live performance.
In other words, relatively small delays may appear trough the system, as long as the delay will not result in a delay of
the harmony to be produced in a degree that obscures the live performance.
[0015] The first input harmony input control signal (FIH) may e.g. be a direct A/D converted version of the guitar audio
input signal (GAS) or any derivative or modification thereof.
[0016] The second input harmony control signal (SIH) may e.g. be a direct A/D converted version of the voice audio
input signal (VAS) or any derivative or modification thereof.
[0017] The first input control signal representing a guitar audio input signal may typically be formed on the basis of
an A/D conversion of an analog input from a guitar. The signal is by nature polyphonic, although, a guitar player may
evidently choose to play monophonic from time to time.
[0018] According to the present invention a guitar input is typically polyphonic and by nature polyphonic when playing
chords.
[0019] The polyphonic voice signal (PVS) may e.g. be provided by a prior art harmony processor such as the TC
Helicon Voice Live by communicating relevant input audio extraction representation (IAER) to the unit by means of MIDI.
[0020] In an embodiment of the invention a harmony control signal controlled in real-time by a guitar audio input signal
(GAS) according to claim 1 or 2, wherein
said sample rate is less than about 13 kHz.
[0021] According to a most preferred embodiment of the invention, it has been realized that information, audio extraction
representations, may be extracted from the input audio guitar signal at very low sample rates, less than about 13 kHz,
thereby enabling the complete process of evaluating a polyphonic guitar input signal, extracting the relevant information
and establishing a polyphonic voice signal (PVS) on the basis of said input audio extraction representation (IAER) on
the basis thereof.
[0022] A surprising effect of the invention is thus that a real-time establishment of voice harmonies may be established
if the sample rate of the controlling polyphonic guitar input signal is sufficiently low. This is definitely a breakthrough in
relation to establishment of polyphonic voice harmonies as reliable extraction based on a polyphonic guitar in a live-
environment would be expected to rely on not only the fundamental tones but more likely on the harmonics thereof A
detection on harmonics would e.g. result in a faster output from e.g. an FFT algorithm as the wavelengths are very low.
[0023] In an embodiment of the invention a harmony control signal controlled in real-time by a guitar audio input signal
(GAS) according to any of the claims 1-3, wherein said low rate is less than about 13 kHz and greater than about 1.3 kHz.
[0024] According to an embodiment of the invention, a sample rate lower than about 13 kHz is sufficient to establish
input audio extraction which may be applied for the purpose of real-time establishment of voice harmonies on the basis
of a guitar audio input signal. When keeping a low intermediate sample rate, the extraction performed on the input signal
may be performed at sufficient high speed in order to obtain the relevant extracted guitar audio information and at the
same time provide a voice harmony fast enough to facilitate a live - real-time - establishment of harmonies.
[0025] In an embodiment of the invention an audio extraction representation is obtained through detection of funda-
mental tones of a guitar input of less than 6.5 kHz, preferably less than through detection of fundamental tones of a
guitar input of less than 4.5 kHz.
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[0026] In an embodiment of the invention a harmony control signal controlled in real-time by a guitar audio input signal
(GAS) according to any of the claims 1-5, wherein said audio extraction representation is obtained through detection of
fundamental tones of a guitar input of less than 3.0 kHz.
[0027] In an embodiment of the invention a first input harmony input control signal (FIH) is provided on the basis of
A/D conversion of said guitar audio input signal (GAS).
[0028] In an embodiment of the invention a first input harmony input control signal (FIH) is provided on the basis of
A/D conversion of said guitar audio input signal (GAS) and a subsequent down-sampling of said audio input signal (GAS).
[0029] According to an embodiment of the invention, the guitar input signal is A/D converted at a relatively high sample
rate - such as 44.1 kHz and subsequently down-sampled to a sample rate less than about 13 kHz and greater than
about 1.3 kHz. By this technique, the guitar input signal may be subject to e.g. room processing or other relevant audio
processing as a normal audio processing requires a higher sample rate than the sample rate required for the audio
extraction representation.
[0030] In an embodiment of the invention an input audio extraction representation (IAER) is established on the basis
of said first input harmony input control signal (FIH) and said second input harmony control signal (SIH).
[0031] According to an embodiment of the invention, information extraction applicable for the subsequent harmony
generation may furthermore be obtained on the basis of analysis of both the first input harmony input control signal (FIH)
and the second input harmony control signal (SIH), i.e. typically the a guitar input and a voice input. The audio extraction
may thus both rely on information provided and extracted from the guitar input and information provided and extracted
from the voice input.
[0032] The first input harmony input control signal (FIH) and the second input harmony control signal (SIH) may be
analyzed in one combined process or two separate processes. The two processes may according to one embodiment
of the invention be established as two processes performed in separate hardware. The hardware may e.g. communicate
via MIDI.
[0033] In an embodiment of the invention said input audio extraction representation (IAER) is established on the basis
of said first input harmony input control signal (FIH), said second input harmony control signal (SIH) and at least one
further input signal (FTS).
[0034] The at least one further input signal (FIS) may e.g. comprise an input from a further instrument, monophonic
or polyphonic and the further input signal may both comprise an audio signal or e.g. a control signal in the form of e.g.
a MIDI signal.
[0035] Evidently, more than one further input signal may be applied for extraction purposes.
[0036] Relevant information from the one or a plurality of further input signals may be both polyphonic or monophonic
as even monophonic information may be applied for the purpose of deriving very important scale information which, in
addition to chord information may result in a strong and efficient control and establishment of the voice harmony control
signal HCS and thereby the polyphonic voice signal (PVS).
[0037] In an embodiment of the invention said first input harmony input control signal (FIH) us analyzed in time windows
of less than about 1500 ms, preferably less than about 1000 ms.
[0038] The maximum value strongly relates to the maximum acceptable delay through the system as an extraction
which delays the output generation of a polyphonic voice signal too much would comprise the abilities of using the
method in live applications.
[0039] In an embodiment of the invention said first input harmony input control signal (FIH) is analyzed in time windows
of more than about 80 ms, preferably more than about 100 ms.
[0040] The minimum time window relates to the input guitar signal and should be long enough to facilitate detection
of the lowest relevant frequency component at the input. Presently, such lowest frequency may e.g. have a frequency
of about 70-85 Hz.
[0041] In an embodiment of the invention said first input harmony input control signal (FIH) is analyzed in time windows
of 80 ms to 1500 ms.
[0042] In an embodiment of the invention said first input harmony input control signal (FIH) is analyzed in time windows
of 100 ms to 1000 ms.
[0043] In an embodiment of the invention said first harmony input control signal is analyzed in overlapping time
windows, preferably by FFT evaluation.
[0044] Any suitable algorithm for detection of notes may be applied within the scope of the invention when extracting
information from each time window. Presently, an FFT evaluation or any other suitable derivative thereof may be applied
within the scope of the invention.
[0045] In an embodiment of the invention the overlapping time windows are repeated and analyzed in intervals less
that the duration of the time window.
[0046] By repeating the analyzing in overlapping time windows it is possible to update and react on critical information
in an efficient manner, as the detection delay may now be reduced to less than the duration of two time windows and
some times to much less, depending on the polyphonic guitar signal.
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[0047] In an embodiment of the invention the overlapping time windows are repeated and analyzed in intervals less
than 100ms, preferably less than 50 ms.
[0048] The overlapping time window may e.g. be repeated in shorter intervals, such as down to about 2 - 4ms. E.g.
about 5- to about 40 ms.
[0049] In an embodiment of the invention the input audio extraction representation is established by note detection.
[0050] According to an embodiment of the invention, input audio extraction representation comprises notes extracted
from the guitar audio input. Further information may be extracted.
[0051] In an embodiment of the invention the input audio extraction representation is established by note and chord
detection.
[0052] In an embodiment of the invention the input audio extraction representation is established by note and chord
and scale detection.
[0053] In an embodiment of the invention the establishing a voice harmony control signal (HCS) and/or the polyphonic
voice signal (PVS) is provided on the basis of said input audio extraction representation (IAER) and said second input
harmony control signal (SIH) and wherein said polyphonic voice signal (PVS) is established as an output signal time-
synchronized with said second input harmony control signal (SIH).
[0054] In an embodiment of the invention the establishing a voice harmony control signal (HCS) and/or the polyphonic
voice signal (PVS) is provided on the basis of said input audio extraction representation (IAER) and said second input
harmony control signal (SIH) and wherein said polyphonic voice signal (PVS) is established as an output signal time-
synchronized with said first input harmony input control signal (FIH).
[0055] In an embodiment of the invention the polyphonic harmony is established as a harmony of two or more different
voices and wherein one of the voices is based on the second input harmony control signal (SIH) and wherein the at
least another of the voices are based on a pitch shifted version of said second input harmony control signal (SIH) and
wherein said two or more voices are time-syncronized with said second input harmony control signal (SIH).
[0056] In an embodiment of the invention the input audio extraction representation (IAER) deduces chords on the
basis said first input harmony control signal (FIH) and scale information on the basis of said second input harmony
control signal (SIH).
[0057] In an embodiment of the invention a hardware structure comprising a signal processor for implementing the
method of claims 1-23.
[0058] The required hardware structure may comprise any suitable prior art signal processor, any suitable associated
memory, cache, bus, store and audio converters.
[0059] In an embodiment of the invention the hardware is divided into two separate units,
the first unit comprising an input () for said first input harmony control signal (FIH) the second unit comprising an input
() for said second input harmony control signal (SIH)
wherein the two units communicates via a digital interface, e.g. a MIDI interface.
[0060] In an embodiment of the invention a hardware structure comprising a signal processor for implementing the
method of claims 1-23, wherein the hardware is implemented on a computer such as a PC or a Macintosh.
[0061] In an embodiment of the invention the hardware is implemented in a stand alone unit.
[0062] The standalone unit may preferable comprise a foot-controlled pedal.
[0063] In an embodiment of the invention the first input harmony input control signal (FIH) is established by a high
resolution A/D converter.
[0064] The prior art does not consider using relevant information from several simultaneous audio sources and/or
user inputs. Very often, relevant additional or supporting information is available from using several sources which
together form a much more robust basis for accurate determination of key scale and harmony determination relevant
information. Such additional sources may e.g. be several voice inputs, string instrument inputs, keyboard and piano
audio, brass instrument inputs as well as audio and midi information from electronic instruments sources and accom-
panying electronically based playback devices.
In addition to having direct source inputs, additional relevant sources may be applied.
The emerging appearance of audio networks allows a further relevant facility to provide the above relevant additional
information for accurate as well as enhanced harmony determination.
[0065] Different from chord detection, the basis for harmony generation is primarily a desire to quickly and accurately
detect the relevant actual key and scale in which a piece of music is played, secondarily on the basis of sung notes to
produce harmony generating outputs in accordance with default or desired harmony types.
[0066] The harmony generation may take such form as to produce less advanced harmonies in the case that the
available extracted information is of a less substantial or robust character, and visa versa produce more advanced
harmonies as the available information is of a more substantial or robust character.
[0067] Historical ("Pitch octave profile") pitch harmony relevant information may be kept to enhance or substantiate
and increase the harmony decision logic process to increase robustness and accuracy. Schemes for increasing robust-
ness include statistical and repeated value type logic as well as neural networks type processing to allow such improve-
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ments.
[0068] Different features of different specific embodiments of the invention may moreover e.g. be:
[0069] An apparatus for extracting important harmony information in real-time from a guitar audio input. The device
may advantageously comprise a filtering and down-sampling module which down-samples the signal to lower sampling
rate; a time domain partitioning module which partitions the time domain signal into a sequence of overlapping short
segments (frames); a frame attributes check module which checks the properties of each frame; a windowing and FFT
(Fast Fourier Transform) processing module which transforms each valid frame into frequency domain; a pitch class
profile estimation module which estimates pitch class profile from the frequency spectrum; a harmony extraction module
which extracts important MIDI notes for harmony.
[0070] The filtering and down-sampling module may down-sample the input audio signal to be no more than 12 kHz
and no less than 1.3 kHz for efficient and reliable common harmony information extraction processing. This module can
optionally apply a low-cut filter with cut-off frequency no more than 85 Hz to reduce low frequency noise.
[0071] The time domain partitioning module may divide the down-sampled signal into a sequence of overlapping
frames with step size no more than 100 milliseconds. The duration of each frame should be no more than 1 second and
no less than 100 milliseconds.
[0072] A frame attribute check module may check the attributes of each frame to determine whether the frame is
suitable for harmony information processing using one or multiple checking methods such as voiced/unvoiced check
and frame energy check.
[0073] A windowing and FFT processing module which may window each frame and may transform the windowed
frame into frequency domain using FFT. The windowing function may include Hanning, Hamming, etc.
[0074] A pitch class profile estimation module may compute the pitch class profile based on the frequency spectrum.
It calculates the strength of a semitone using the peaks found within the frequency span of the semitone. It then calculates
the pitch class strength profile by summing the strength of semitones that belong to the same pitch class.
[0075] A chord estimation module may extract important harmony notes based on the pitch class profile, the music
key and scale, and optionally with lead vocal input and historical data.
[0076] A harmony information extraction system may optionally detect the best matching key and scale dynamically
based on/or supplemented by a MIDI note history received from a MIDI generating device.
[0077] A harmony information extraction device can output standard MIDI output to drive an existing harmony product
with MIDI interface.
[0078] A harmony information extraction device may feature an enable/disable interface to allow a user to engage or
disengage the harmony information processing, e.g. by foot control.
[0079] A harmony information extraction device can optionally provide a guitar tuner which tunes a guitar with a
reference frequency of 440 Hz.
[0080] A harmony information extraction device can optionally provide the interface to allow a user to specify a key
and scale either through manual selection or by playing on a guitar.
[0081] A harmony information extraction device can optionally provide the interface to allow a user to specify the
playing style.
[0082] A harmony information extraction device can be optionally changed to a non real-time mode to handle the
corresponding functionalities.
[0083] One of several objects of the present invention is to overcome the drawbacks in the prior art methods and
apparatuses, and to provide a real-time harmony information extraction device which is capable of extracting important
harmony information quickly and accurately.
[0084] According to an embodiment of the present invention, the system first filters and down-samples the guitar input
signal. It then partitions the down-sampled signal into overlapping short-time segments (frames). For each frame, it
checks its attributes to determine whether this frame is suitable for further analysis. Each valid frame is windowed and
transformed into the frequency domain through FFT to obtain the frequency spectrum. The system then computes the
pitch class profile using the peaks detected within a frequency span of a semitone. It then determines the important
harmony notes using the pitch class profile, the music key and scale, and optionally with historical data and vocal input.
[0085] According to one aspect of an embodiment of the invention, the system down-samples the input signal to be
no more than 12 kHz and no less than 1.3 kHz for efficient and reliable guitar MIDI note extraction. It can optionally cut
frequency no more than 85 Hz to remove low frequency noise.
[0086] According to another aspect of an embodiment of the invention, the system partitions the filtered and down-
sampled signal into overlapping frames with step size no more than 100 milliseconds. The interval of each frame is no
more than 1 second and no less than 100 milliseconds. The small step size improves the time resolution of information
extraction, and reduces the processing latency.
[0087] According to a further aspect of an embodiment of the invention, the system checks the attributes of each frame
to determine whether the frame is suitable for harmony information extraction. The goal is to skip frames that are not
suitable for harmony information extraction.
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[0088] According to a still further aspect of an embodiment of the invention, each selected frame is windowed and
transformed into frequency domain to compute the pitch class profile. The system determines the strength of each
semitone using peaks detected within the frequency span of the semitone, and computes the pitch class profile by adding
the note strengths that belong to the same pitch class.
[0089] According to a feature of an embodiment of the invention, the system determines the important MIDI notes by
considering the pitch class profile, the music key and scale, and optionally considers vocal input and historical data.
[0090] Other objects, advantages, and features of this invention will be apparent from the detailed descriptions and
drawings.

The figures

[0091] The invention will be described with reference to the figures of which

fig. 1A illustrates a hardware structure of a harmony processor according to an embodiment of the invention,
fig. 1B illustrates principles of a method of establishing harmonies according to a preferred embodiment of the
invention,
fig. 2a and 2b illustrate a two different hardware structures within the scope of the invention,
fig. 3 illustrates flow chart of how to extract harmony information on the basis of chord estimation with the scope of
the invention,
fig. 4 illustrates a method of establishing a representation of a guitar audio input signal according to a preferred
embodiment of the invention
fig, 5 and 6 illustrate two variants of how to provide an input audio extraction representation within the scope of the
invention,
fig. 7 and fig. 8 show how to perform harmony estimation and where
fig. 9 illustrates an advantageous embodiment of the invention.

Detailed description

General information to be referred to below:

[0092] Down-sampling (or sub-sampling) is the process of reducing the sampling rate of a signal. This is usually done
to reduce the data rate or the size of the data.
[0093] The down-sampling factor (commonly denoted by M) is usually an integer or a rational fraction greater than
unity. This factor multiplies the sampling time or, equivalently, divides the sampling rate.
[0094] MIDI (Musical Instrument Digital Interface) is an industry-standard electronic communications protocol which
enables electronic musical instruments, computers and other equipment to communicate, control and synchronize with
each other in real time. MIDI does not transmit an audio signal or media but simply transmits digital data "event messages"
such as the pitch and intensity of musical notes to play, control signals for parameters such as volume, vibrato and
panning, cues and clock signals to set the tempo. As an electronic protocol, it is known for its success, both in its
ubiquitous widespread adoption throughout the industry, and in remaining essentially unchanged in the face of techno-
logical developments since its introduction in 1983.
[0095] According to Nyquist-Shannon’s sampling theorem, perfect reconstruction of a signal is possible when the
sampling frequency is greater than twice the bandwidth of the sampled signal, or equivalently, that the Nyquist frequency
(half the sample rate) exceeds the bandwidth of the signal being sampled.
[0096] Fig. 1A shows the general hardware structure of a guitar extraction unit to be used in a harmony information
extraction system according to one of several embodiments of the invention. The system comprises a digital signal
processor 2, a microprocessor 8, an A/D converter 1, a UART 5, and input/output ports GUITAR INPUT, MIDI OUT.
Both the digital signal processor 8 and the microprocessor can have ROMs 6,3 and RAMs 7,4 to store the required
program and data. The digital signal processor runs the input audio extraction processing algorithm while the micro-
processor handles the user interface. The A/D converter converts the analog guitar input into digital form white the UART
transmits the MIDI information. The system can be expanded to comprise multiple A/D converters and UARTs to handle
additional inputs and output signals.
[0097] The system may moreover interact with user controls 9 and display(s) 10.
[0098] A polyphonic voice signal may then be generated by a harmony processor (not shown) connected to the
hardware structure via a MIDI connection. The voice harmony may e.g. be a TC Helicon VoiceWorks Harmony FX Voice
Processor controlled by MIDI.
[0099] This harmony processor comprises a voice input and it may generate harmonies on the basis of the harmony
processing algorithm of this unit and under real-time control by the output signal of the guitar extraction unit of fig. 1A.
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[0100] The structure of fig. 1A may also e.g. be modified to include a harmony processor, thereby rendering the MIDI
outbound connection superfluous.
[0101] Fig. 1B illustrates a method of establishing a harmony control signal controlled in real-time by a guitar audio
input signal according to an embodiment of the invention.
[0102] The embodiment may e.g. be implemented in a system which the hardware structure of fig. 1A forms part of.
[0103] The methods involves the steps of a establishing a harmony control signal controlled in real-time on the basis
of a guitar audio input signal GAS fed to a corresponding hardware structure via a guitar input.
[0104] A first input harmony control signal FIH is then generated on the basis of said guitar audio input signal GAS
and this signal is subsequently analyzed for the purpose of generating an input audio extraction representation IAER.
[0105] This input audio extraction representation may e.g. comprise note or chord information derived from the poly-
phonic guitar audio signal GAS. The first harmony input control signal FIH may e.g. comprise a straightforward A/D
conversion of guitar audio signal GAS or any processed modification thereof.
[0106] It is noted that the input audio extraction representation IAER may be based on the first input harmony control
signal FIH alone or e.g. advantageously in combination with said second input harmony control signal SIH.
[0107] Moreover, the method involves the steps of providing a second input harmony control signal SIH on the basis
of a voice audio input signal VAS. The voice audio input signal VAS is obtained from a voice input.
[0108] When appropriate input extraction has been performed, and an input audio extraction representation IAER has
been provided, a harmony control signal HCS may be established. This signal is understood to be a decision making
for the purposes of establishing harmonies fitting to the input signals, e.g. the second and the first input signal. Such
harmony decision may e.g. primitively include that a note "E" must be established as a harmony if the second input
harmony signal, representing a voice, turns out to be a "C" and that the a has been extracted to be "C-major". Evidently
such decision-making algorithms may be more or less complicated.
[0109] According to an advantageous embodiment of the invention analysis, extraction and harmony extraction may
be performed by means of neural networks, i.e. artificial intelligence. One step or some or all steps in combination.
[0110] Finally, the method establishes a polyphonic voice signal PVS on the basis of said input audio extraction
representation IAER and said second input harmony control signal SIH.
[0111] The second input harmony control signal SIH is applied as a signal upon which a harmony generation is based,
e.g. by adding further pitch modulated voices. Moreover, the second input harmony control signal may optionally and
advantageously be subject to input audio extraction as well thereby adding further information to the input audio extraction
representation IAER.
[0112] Such information may e.g. comprise scale information as the voice input signal is typically monophonic.
[0113] Information obtained from the first input harmony input control signal FIH may typically relate to chord or
harmony relevant extractions.
[0114] The input audio extraction representation IAER is then applied for establishment of a polyphonic voice signal
PVS on the basis of said input audio extraction representation IAER and said second input harmony control signal SIH,
i.e. a voice input signal.
[0115] The voice input signal is typically obtained by a microphone of any suitable kind.
[0116] Moreover, a control signal may be obtained from one or further instruments, polyphonic or monophonic. The
further instruments may also include a further monophonic voice input.
[0117] One of the advantages of extracting information from a further input is that e.g. chord or scale information may
be supplemented in an easy and effective way, thereby improving the quality or the generation speed of the input audio
extraction representation IAER.
[0118] Fig. 2a shows an application of the harmony information extraction system. In this case, the harmony information
extraction device functions as an independent unit. The MIDI outputs are sent to a harmony generation device to control
harmony. The harmony generation device may e.g. be a TC Helicon VoiceWorks Harmony FX Voice Processor controlled
by MIDI.
[0119] An alternative form of this application is shown in Fig. 2b. In this case, the harmony information extraction unit
functions inside a harmony generation device.

General Flow of the Harmony Information Extraction Algorithm

[0120] Fig. 3 shows the block diagram of a harmony information extraction algorithm according to an embodiment of
the invention. The guitar audio input is sampled with a suitable sampling rate such as 44.1 kHz. Depending on the
sampling rate of the guitar input, the filtering and down-sampling module acts accordingly to down-sample the signal to
a sampling rate that is no more than 12 kHz and no less than 1.3 kHz. Next, the time domain partitioning module partitions
the down-sampled signal into a sequence of overlapping frames. The duration of each frame is no more than 1 second
and no less than 100 milliseconds. The step size between two consecutive frames is no more than 100 milliseconds. It
then checks the attributes of each frame to determine whether this frame is suitable for further analysis with one or a
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combination of multiple measures. Each valid frame is windowed and transformed into the frequency domain through
FFT to obtain the frequency spectrum. The system then computes the pitch class profile using the peaks detected within
a frequency span of a semitone. Finally, it determines the important harmony notes based on the pitch class profile, the
music key and scale, and optionally with vocal input and historical data.

Filtering and Down-sampling Processing

[0121] Fig. 4 shows the general flow diagram of the filtering and down-sampling module according to an embodiment
of the invention. A low-cut filter is applied to the input to reduce low-frequency noise. Then the signal goes through an
anti-aliasing filter followed by the down-sampling operation. The purpose of the anti-aliasing filter is to remove high
frequency components that could cause aliasing during the down-sampling operation.
[0122] The lowest note on a regularly tuned guitar is E2, which is 82.4 Hz (assuming the tuning reference is 440Hz).
Sometimes, a player may intentionally tune the lowest note to D2, which is 73.4 Hz. In the harmony note extraction
device, a low-cut filter with cut-off frequency of no more than 85 Hz can be used to reduce low frequency noise.
[0123] The highest note played on a guitar varies with the number of frets available (or playable). On a 21-fret guitar,
the highest note you can play is C#6, which is 1108.7 Hz. The highest note in a playable chord is typically lower than
this value. As a result, down-sampling is desirable for efficient DSP operations. Alternatively, the system can also sample
the input audio signal directly at a lower sampling rate. The absolute minimum sampling rate should be no less than 1.3
kHz to be able to process commonly used guitar chords. With the power of DSP hardware continues to increase, it is
possible to process the signal at higher sampling rates such as 11 kHz (or 12 kHz for a 48 kHz input).
[0124] Note:

1) In practical applications, one may choose to apply anti-aliasing filtering and down-sampling multiple times so that
the signal is down-sampled by a small factor each time.
2) One may also choose to place low-cut filtering after down-sampling to achieve equivalent results.

[0125] It is noted in relation to fig. 4 that the purpose of the setup is to convert a guitar audio input signal GAS into a
sample rate appropriate and applicable with the invention. An alternative to this process of converting a relatively high
speed and subsequently down-sampling the signal may e.g. be an initial A/D conversion directly into the desired low
sample rate.
[0126] In this context, it should be noted that the applied A/D converted must be a high-resolution converter such as
a delta-sigma or a PWM A/D converter.

Frame Attribute Check

[0127] The harmony note extraction contains a frame attribute check module which checks the properties of each
frame to determine whether this frame is suitable for harmony information extraction processing. The guitar audio input
can contain many segments that do not contain any useful harmony information. It is crucial to skip these segments.
The system can utilize one or a combination of multiple techniques to check the attributes of each frame. These techniques
include but are not limited to voiced/unvoiced check, energy check, etc.

Pitch Class Profile Estimation

[0128] Fig. 5 shows the general flow diagram of one example of a pitch class profile estimation module according to
an embodiment of the invention. The module first estimates the strength of each semitone based on the frequency
spectrum, which can be obtained through either FFT or constant Q transform. If FFT is used, the system estimates the
strength of each semitone by finding the peaks within the frequency span of each semitone. The system can utilize the
maximum peak found for each semitone, and use it to represent the strength of that semitone. The system then adds
semitone strengths that belong to the same pitch class to obtain the pitch class profile. Alternatively, the system may
use all the peaks presented in the frequency span of a semitone and averaging them before summing.
[0129] The pitch class profile estimation module can optionally apply either a fixed or a variable threshold (or a
combination of both) to the semitone strength so that only the semitone strength that exceeds the threshold is used for
pitch class profile estimation.
[0130] Fig. 6 shows an alternative approach for pitch class profile estimation. In this approach, the system estimates
the strength of each semitone as discussed above. After that, the system first selects the unique pitch class candidates.
Then it refines the unique pitch class among the pitch class candidates. Finally, the system calculates the strength of
each unique pitch class by adding the strength of its harmonics or sub-harmonics.
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Chord Estimation Processing

[0131] Fig. 7 shows a flow diagram of a chord estimation module according to one embodiment of the invention. The
system first selects the best match chord candidate by comparing the pitch class profile with the default chord patterns.
Then it checks to see if the chord candidate is the same as the previous chord displayed. If the chord candidate is the
same as the previous chord, the system skips the remaining steps and returns. Otherwise, the system checks if the
current chord candidate is different from the previous chord candidate. If the current chord candidate is different from
the previous chord candidate, the system updates both the previous chord candidate and its counter. Otherwise, it simply
increases the counter of the previous chord candidate. Then it checks to see if the previous chord candidate counter
exceeds the pre-determined threshold. If yes, the system outputs this chord and update previous chord. It also reset
previous chord candidate and its counter. If no, the system returns.

Chord Priority Considerations

[0132] If the system knows the key of the music, then the system give different chords different level of priorities. For
instance, when the music key is C major, the chord priorities can be assigned as shown in table 1.

[0133] The chord priorities can be used in conjunction with chord likelihood to select the best chord candidates. One
can also optionally consider chord history. For instance, one can assign a higher priority to the chords that have been
detected among the previous 10 chords.
[0134] Fig. 8 shows the general steps involved in finding the best chord candidates. The system first computes the
likelihood of each chord type by matching the pitch class profile with the default chord patterns. For example,
[1,0,0,0,1,0,0,1,0,0,0,0] can be used to represent C major. The matching process can be carried out by taking the inner
product of the pitch class profile and the default chord patterns. The pitch class profile vector is shifted one element at
a time to find the correct root of each chord. Alternatively, one can also use a weighted default chord vector by utilizing
either neural networks or machine learning techniques. Next, the system determines the top matching chord candidates
by sorting the likelihood values. It then determines the best matching chord candidate either by select the chord with
the highest likelihood value or considers chord likelihood values in combination with chord priorities and chord history.

Harmony Note Extraction

[0135] An idea in an embodiment of harmony note extraction module within the scope of this invention is to utilize
music key and scale information, pitch class profile information, and optionally with historical data and vocal input to
extract important harmony notes. The music key and scale information can be obtained through user manual input,
historical data, or guitar input. The algorithm can optionally detect/adapt to a player’s style for better decision making.
[0136] Fig. 9 illustrates a method of establishing a harmony control signal controlled in real-time by a guitar audio
input signal according to an embodiment of the invention.
[0137] The embodiment may e.g. be implemented in a system which the hardware structure of fig. 1A forms part of.
[0138] The method basically corresponds to the method described above with reference to fig. 1B, but now the method
has been implemented in two separate hardware units 100 and 200.
[0139] The first hardware unit 100 is dedicated for the receipt of a first input harmony control signal FIH and the second
hardware unit 200 is dedicated for the receipt of a second input harmony control signal SIH.
[0140] The first input harmony control signal FIH may typically comprise a polyphonic guitar input signal received
through a dedicated input.
The second input harmony control signal SIH may typically comprise a voice signal received through a dedicated input.
[0141] The second hardware unit 200 may e.g. comprise a TC Helicon VoiceWorks Harmony FX Voice Processor

Table 1: An example chord priority table when the key is C major.

High Priority C, Dm, Em, F, G, Am, Gsus, C_M7,
F_M7,
D_m7, A_m7, G_m7, C_m7, F_m7

Medium Priority Fm, Bb, D, Csus, Gm, Fsus, F_m7,
D_m7

Low Priority Bdim, B_dim7

None All other chords
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controlled by MIDI received from the first hardware unit 100.
[0142] The methods involves the steps of a establishing a harmony control signal controlled in real-time on the basis
of a guitar audio input signal GAS fed to a corresponding hardware structure via a guitar input.
[0143] A first input harmony control signal FIH is then generated on the basis of said guitar audio input signal GAS
and this signal is subsequently analyzed for the purpose of generating an input audio extraction representation IAER.
[0144] This input audio extraction representation may e.g. comprise note or chord information derived from the poly-
phonic guitar audio signal GAS. The first harmony input control signal FIH may e.g. comprise a straightforward A/D
conversion of guitar audio signal GAS or any processed modification thereof.
[0145] It is noted that the input audio extraction representation IAER may be based on the first input harmony control
signal FIH alone or e.g. advantageously in combination with said second input harmony control signal SIH.
[0146] Moreover, the method involves the steps of providing a second input harmony control signal SIH on the basis
of a voice audio input signal VAS. The voice audio input signal VAS is obtained from a voice input.
[0147] When appropriate input extraction has been performed, and an input audio extraction representation IAER has
been provided, a harmony control signal HCS may be established. This signal is understood to be a decision making
for the purposes of establishing harmonies fitting to the input signals, e.g. the second and the first input signal. Such
harmony decision may e.g. primitively include that a note "E" must be established as a harmony if the second input
harmony signal, representing a voice, turns out to be a "C" and that the a has been extracted to be "C-major". Evidently
such decision-making algorithms may be more or less complicated.
[0148] According to an advantageous embodiment of the invention analysis, extraction and harmony extraction may
be performed by means of neural networks, i.e. artificial intelligence. One step or some or all steps in combination.
[0149] Finally, the method establishes a polyphonic voice signal PVS on the basis of said input audio extraction
representation IAER and said second input harmony control signal SIH.
[0150] The second input harmony control signal SIH is applied as a signal upon which a harmony generation is based,
e.g. by adding further pitch modulated voices. Moreover, the second input harmony control signal may optionally and
advantageously be subject to input audio extraction as well thereby adding further information to the input audio extraction
representation IAER.
[0151] Such information may e.g. comprise scale information as the voice input signal is typically monophonic.
[0152] Information obtained from the first input harmony input control signal FIH may typically relate to chord or
harmony relevant extractions.
[0153] The input audio extraction representation IAER is then applied for establishment of a polyphonic voice signal
PVS on the basis of said input audio extraction representation IAER and said second input harmony control signal SIH,
i.e. a voice input signal.
[0154] The voice input signal is typically obtained by a microphone of any suitable kind.
[0155] Moreover, a control signal may be obtained from one or further instruments, polyphonic or monophonic. The
further instruments may also include a further monophonic voice input.
[0156] One of the advantages of extracting information from a further input is that e.g. chord or scale information may
be supplemented in an easy and effective way, thereby improving the quality or the generation speed of the input audio
extraction representation IAER.

Claims

1. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS), comprising
the steps of

- providing a first input harmony input control signal (FIH) on the basis of said guitar audio input signal (GAS),
- providing a second input harmony control signal (SIH) on the basis of a voice audio input signal (VAS).
- providing an input audio extraction representation (IAER) on the basis of said first input harmony input control
signal (FIH),
- establishing a harmony control signal (HCS) on the basis of said input audio extraction representation (IAER)
and said second input harmony control signal (SIH).

2. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to claim 1, wherein a polyphonic voice signal (PVS) is provided on the basis of a voice harmony control signal (HCS).

3. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to claim 1 or 2, wherein
said sample rate is less than about 13 kHz.
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4. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-3, wherein
said low rate is less than about 13 kHz and greater than about 1.3 kHz.

5. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-3,
wherein said audio extraction representation is obtained through detection of fundamental tones of a guitar input of
less than 6.5 kHz, preferably less than through detection of fundamental tones of a guitar input of less than 4.5 kHz.

6. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-5,
wherein said audio extraction representation is obtained through detection of fundamental tones of a guitar input of
less than 3.0 kHz.

7. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-6,
wherein said first input harmony input control signal (FIH) is provided on the basis of A/D conversion of said guitar
audio input signal (GAS).

8. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-7,
wherein said first input harmony input control signal (FIH) is provided on the basis of A/D conversion of said guitar
audio input signal (GAS) and a subsequent down-sampling of said audio input signal (GAS).

9. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-8,
wherein said input audio extraction representation (IAER) is established on the basis of said first input harmony
input control signal (FIH) and said second input harmony control signal (SIH).

10. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-9,
wherein said input audio extraction representation (IAER) is established on the basis of said first input harmony
input control signal (FIH), said second input harmony control signal (SIH) and at least one further input signal (FIS).

11. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-10,
wherein said first input harmony input control signal (FIH) us analyzed in time windows of less than about 1500 ms,
preferably less than about 1000 ms.

12. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-11,
wherein said first input harmony input control signal (FIH) is analyzed in time windows of more than about 80 ms,
preferably more than about 100 ms.

13. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-12,
wherein said first input harmony input control signal (FIH) is analyzed in time windows of 80 ms to 1500 ms.

14. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-13,
wherein said first input harmony input control signal (FIH) is analyzed in time windows of 100 ms to 1000 ms.

15. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-14,
wherein said first harmony input control signal is analyzed in overlapping time windows, preferably by FFT evaluation.

16. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-15,
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wherein the overlapping time windows are repeated and analyzed in intervals less than 100ms, preferably less than
50 ms.

17. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-16,
wherein the input audio extraction representation is established by note detection.

18. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-17,
wherein the input audio extraction representation is established by note and chord detection.

19. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-18,
wherein the input audio extraction representation is established by note and chord and scale detection.

20. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-19, wherein the establishing a voice harmony control signal (HCS) and/or the polyphonic
voice signal (PVS) is provided on the basis of said input audio extraction representation (IAER) and said second
input harmony control signal (SIH) and wherein said polyphonic voice signal (PVS) is established as an output signal
time-synchronized with said second input harmony control signal (SIH)

21. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-20, wherein the establishing a voice harmony control signal (HCS) and/or the polyphonic
voice signal (PVS) is provided on the basis of said input audio extraction representation (IAER) and said second
input harmony control signal (SIH) and wherein said polyphonic voice signal (PVS) is established as an output signal
time-synchronized with said first input harmony input control signal (FIH).

22. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-21, wherein the polyphonic harmony is established as a harmony of two or more different
voices and
wherein one of the voices is based on the second input harmony control signal (SIH) and wherein the at least another
of the voices are based on a pitch shifted version of said second input harmony control signal (SIH) and wherein
said two or more voices are time-syncronized with said second input harmony control signal (SIH).

23. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-22, wherein the input audio extraction representation (IAER) deduces chords on the basis
said first input harmony control signal (FIH) and scale information on the basis of said second input harmony control
signal (SIH).

24. A hardware structure comprising a signal processor for implementing the method of claims 1-23.

25. A hardware structure comprising a signal processor for implementing the method of claims 1-23, wherein the hard-
ware is divided into two separate units,
the first unit comprising an input () for said first input harmony control signal (FIH) the second unit comprising an
input () for said second input harmony control signal (SIH)
wherein the two units communicates via a digital interface, e.g. a MIDI interface.

26. A hardware structure comprising a signal processor for implementing the method of claims 1-23, wherein the hard-
ware is implemented on a computer such as a PC or a Macintosh.

27. A hardware structure comprising a signal processor for implementing the method of claims 1-23, wherein the hard-
ware is implemented in a stand alone unit.

28. Method of establishing a harmony control signal controlled in real-time by a guitar audio input signal (GAS) according
to any of the claims 1-23, wherein the first input harmony input control signal (FIH) is established by a high resolution
A/D converter.
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