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(57) An image classification program that is executed
by a computer includes a first processing step of calcu-
lating feature values on the basis of the pixel densities
of images, a second processing step of performing cal-
culating in a space defined by the feature values, and a
third processing step of grouping images that correspond
to feature values that have been divided by the clustering.
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Description

TECHNICAL FIELD

[0001] The present invention relates to an image classification program, to an image classification device, and to an
electronic camera.

BACKGROUDN ART

[0002] A technique for classifying images is per se known (refer to Patent Document #1).
[0003] Patent Document #1: Japanese Laid-Open Patent Publication Heisei 11-134344.

DISCLOSURE OF THE INVENTION

PROBLEMS TO BE SOLVED BY THE INVENTION

[0004] With this prior art technique, it has been necessary to perform a search in advance by human intervention for
images that are similar, and to mark the images that have been found.

MEANS FOR SOLVING THE PROBLEMS

[0005] According to a first aspect of the present invention, an image classification program that is executed by a
computer comprises: a first processing step of calculating feature values on the basis of the pixel densities of images;
a second processing step of performing clustering in a space defined by the feature values; and a third processing step
of grouping images that correspond to feature values that have been divided by the clustering.
According to a second aspect of the present invention, with the image classification program according to the first aspect,
it is also possible to calculate feature values on the basis of the pixel densities of the entire image in the first processing step.
According to a third aspect of the present invention, with the image classification program according to the first aspect
or the second aspect, it is also possible to calculate apluralityof feature values on the basis of the pixel densities of
different regions into which the image is divided in the first processing step.
According to a fourth aspect of the present invention, with the image classification program according to the third aspect,
it is also possible to calculate ratios of the plurality among feature values that have been calculated on the basis of the
pixel densities of different regions as new feature values in the first processing step.
According to a fifth aspect of the present invention, an image classification program that is executed by a computer
comprises: a first processing step of calculating feature values on the basis of distance range-finding information during
image photography; a second processing step of performing clustering in a space definedby the feature values; and a
third processing step of grouping images that correspond to feature values that have been divided by the clustering.
According to a sixth aspect of the present invention, with the image classification program according to the fifth aspect,
it is also possible to calculate a plurality of feature values on the basis of distance range-finding information on different
regions into which the image has been divided.
According to a seventh aspect of the present invention, an image classification program that is executed by a computer
comprises: a first processing step of calculating first feature values on the basis of the pixel densities of images; a second
processing step of calculating second feature values on the basis of distance range-finding information during image
photography; a third processing step of performing clustering in a space defined by the first feature values and the
second feature values; and a fourth processing step of grouping images that correspond to feature values that have
been divided by the clustering.
According to an eighth aspect of the present invention, an image classification program that is executed by a computer
comprises: a first processing step of calculating feature values on the basis of distance range-finding information on
main photographic subjects during image photography; a second processing step of performing clustering in a space
defined by the feature values; and a third processing step of grouping images that correspond to feature values that
have been divided by the clustering.
According to a ninth aspect of the present invention, an image classification program that is executed by a computer
comprises: a first processing step of calculating feature values on the basis of distance range-finding information on
backgrounds during image photography;a secondprocessing step of performing clustering in a space defined by the
feature values; and a third processing step of grouping images that correspond to feature values that have been divided
by the clustering.
According to a tenth aspect of the present invention, an image classification program that is executed by a computer
comprises: a first processing step of calculating feature values on the basis of the amounts of change regarding distance
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range-finding information on main photographic subjects during image photography; a second processing step of per-
forming clustering in a space definedby the feature values; and a third processing step of grouping images that correspond
to feature values that have been divided by the clustering.
According to an eleventh aspect of the present invention, an image classification program that is executed by a computer
comprises: a first processing step of calculating feature values on the basis of the amounts of change regarding pixel
densities for main photographic subjects during image photography; a second processing step of performing clustering
in a space definedby the feature values; and a third processing step of grouping images that correspond to feature
values that have been divided by the clustering.
According to a twelfth aspect of the present invention, an image classification program that is executed by a computer
comprises: a first processing step of calculating feature values respectively on the basis of at least two of the pixel
densities of images, distance range-finding information during image photography, distance range-finding information
on main photographic subjects during image photography, distance range-finding information on backgrounds during
image photography, the amounts of change regarding distance range-finding information on the main photographic
subjects during image photography, and the amounts of change regarding pixel densities for the main photographic
subjects during image photography; a second processing step of performing clustering in a space defined by the feature
values; and a third processing step of grouping images that correspond to feature values that have been divided by the
clustering.
According to a thirteenth aspect of the present invention, an image classification device is equipped with an image
classification program according to any one of the first through the twelfth aspects.
According to a fourteenth aspect of the present invention, an electronic camera is equipped with an image classification
program according to any one of the first through the twelfth aspects.

ADVANTAGEOUS EFFECT OF THE INVENTION

[0006] According to the present invention, it is possible to classify images without human intervention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007]

Fig. 1 is a block diagram for explanation of the structure of the principal portions of an electronic camera according
to an embodiment of the present invention;
Fig. 2 is a flow chart for explanation of the flow of image classification processing;
Fig. 3 is a flow chart for explanation of the flow of characteristic values calculation processing, according to the first
embodiment;
Fig. 4 is a figure for explanation of a focus detection region of an electronic camera according to the first embodiment;
Fig. 5 is a flow chart for the explanation of the flow of clustering processing;
Fig. 6 is a figure for explanation of image files after classification processing, according to the first embodiment;
Fig. 7 is a flow chart for explanation of the flow of characteristic values calculation processing, according to a second
embodiment;
Fig. 8 is a figure for explanation of a focus detection region of an electronic camera according to the second
embodiment;
Fig. 9 is a figure for explanation of image files after classification processing, according to the second embodiment; and
Fig. 10 is a figure showing an example of a computer device.

BEST MODES FOR CARRYING OUT THE INVENTION

EMBODIMENT ONE

[0008] In the following, preferred embodiments for implementation of the present invention will be explained. Fig. 1 is
a block diagram for explanation of the structure of the principal portions of an electronic camera 1 according to a first
embodiment of the present invention. This electronic camera 1 is controlled by a main CPU 11.
[0009] A photographic lens 21 forms an image of a photographic subject upon the photographic surface of an image
sensor 22. This image sensor 22 consists of a CCD image sensor or the like, and captures an image of the photographic
subject formed upon its photographic surface and outputs an image capture signal to an image capturing circuit 23.
Various R (red), G (green), and B (blue) color filters are provided upon the photographic surface of the image sensor
22, corresponding to the positions of its pixels. Since the image sensor 22 captures the image of the photographic subject
through these color filters, the photoelectric conversion signal output from the image sensor 22 contains color information
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in the RGB color system.
[0010] After having performed analog processing (gain control or the like) upon the photoelectric conversion signal
output from the image sensor 22, the image capturing circuit 23 converts this analog image capture signal into digital
data with an internally provided A/D conversion circuit.
[0011] The main CPU 11 inputs signals output from the various blocks and performs predetermined calculations, and
outputs control signals to the various blocks based upon the results of these calculations. An image processing circuit
12 may consist of, for example, anASIC, and performs image processing upon the digital image signal input from the
image capturing circuit 23. This image processing may, for example, include color accentuation processing, color tem-
perature adjustment processing (white balance adjustment), and format conversion processing upon the image signal.
[0012] An image compression circuit 13 performs image compression processing at a predetermined compression
ratio according to the JPEG method upon the image signal after it has been processed by the image processing circuit
12. A display image creation circuit 15 creates display data for displaying a captured image upon a liquid crystal monitor 16.
[0013] A recording medium 30 consists of a memory card or the like that can be fitted to the electronic camera 1 or
removed therefrom. According to commands from the main CPU 11, image files that include photographic image data
and information relating thereto are recorded upon this recording medium 30. Image files that are recorded upon the
recording medium 30 can be read out according to commands from the main CPU 11.
[0014] A buffer memory 14 is used for temporarily storing data before and after image processing and data that is
being image processed, and is also used for storing image files before they are recorded upon the recording medium
30 and for storing image files that have been read out from the recording medium 30.
[0015] Actuation members 17 of the electronic camera 1 include buttons and switches of various types, and output
actuation signals to the main CPU 11 according to the details of actuation of these various actuation members, such as
depression actuation of a release button and changeover actuation of a mode changeover switch and so on.
[0016] A focus detection device 18 performs detection of the focus adjustment state of the photographic lens 21 by a
per se well known phase difference detection method, using a ray bundle that corresponds to a focus detection region.
In concrete terms, a pair of images of the photographic subject are imaged upon an auto focus sensor (not shown in
the figures) via a focus detection optical system (also not shown in the figures) . The main CPU 11 calculates the
adjustment state (the defocus amount) at the focal point position of the photographic lens 21, on the basis of the relative
gap between this pair of images of the photographic subject upon the sensor.
[0017] According to commands from the main CPU 11, a lens drive mechanism 19 drives a focus lens (not shown in
the figures) that is included in the photographic lens 21 forwards and backwards along the direction of the optical axis.
Due to this, focus adjustment is performed.
[0018] This electronic camera is configured to being able to be changed over between a photography mode and a
replay mode. The photography mode is an operational mode in which an image of the photographic subject is photo-
graphed, and the data for this photographic image is stored as an image file upon the recording medium 30. The replay
mode is an operational mode in which image data that has been photographed is read out from the recording medium
30 or the like, and a replay image based upon this image data is displayed upon the liquid crystal monitor 16.

Photographic image classification processing

[0019] The electronic camera 1 of this embodiment has a function of automatically classifying photographic images.
In concrete terms, classification processing is performed upon the image files that have been recorded upon the recording
medium 30, and the image files after having been classified are stored in folders one of which is provided for each group.
The main CPU 11 of the electronic camera 1 starts this image classification processing when an actuation signal that
commands execution of classification processing is input from an actuation member 17.
[0020] Fig. 2 is a flow chart for explanation of the flow of this image classification processing that is performed by the
main CPU 11. In a step S11 of Fig. 2, the main CPU 11 reads out an image file from the recording medium 30, and
stores the image data in this file in the buffer memory 14, and then the flow of control proceeds to a step S12. As the
method for this reading out of the image files, it is arranged for it to be possible to select either a method of reading them
out in order from some folder that is commanded in advance, or a method of reading them out from all the folders upon
the recording medium 30, according to an actuation signal from an actuation member 17.
[0021] In the step S12, the main CPU 11 calculates feature values for the image data in the buffer memory 14, and
then the flow of control proceeds to a step S13. The details of this feature values calculation processing will be described
hereinafter. In the step S13, the main CPU 11 makes a decision as to whether or not feature values have been calculated
for all of the images. If this reading out and this calculation of feature values have been performed for all of the image
files for which the reading out has been commanded, the main CPU 11 makes an affirmative decision in this step S13,
and the flow of control proceeds to a step S14. On the other hand, if some image files still are present for which this
reading out and this calculation of feature values have not yet been performed, the main CPU 11 makes a negative
decision in this step S13, and the flow of control returns to the step S11. If the flow of control has returned to the step
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S11, the reading out of an image file and the calculation processing for its feature values are repeated.
[0022] In the step S14, the main CPU 11 performs clustering processing, and then the flow of control proceeds to a
step S15. The details of this clustering processing will be described hereinafter. In the step S15, the main CPU 11 creates
a plurality of folders corresponding to the number of clusters after clustering processing in a predetermined region upon
the recording medium 30, and then the flow of control proceeds to a step S16. In this step S16, the main CPU 11 transmits
the image files into the folders that correspond to each cluster. In concrete terms, the CPU 11 transmits each image file
that corresponds to feature data included within each cluster into a folder that corresponds thereto, and then the processing
shown in Fig. 2 terminates. By this processing, a plurality of image files upon the recording medium 30 are classified,
and they are transmitted into folders that have been created.
[0023] The details of the characteristic values calculation processing will now be explained with reference to the flow
chart that is shown by way of example in Fig. 3. In a step S31 of Fig. 3, the main CPU 11 calculates the ratio between
the B component Bh of the upper portion of the image and the B component Bt of the lower portion of the image (i.e.
calculates the ratio=Bh/Bt) and then the flow of control proceeds to a step S32. Bh is the average of the density values
(that in the case of 8-bit tones are, for example, from 0 to 255) of the B components of the pixel data corresponding to,
for example, the region of approximately 1/3 of the image from the top down among the pixel data that make up the
image. And Bt is the average of the density values of the B components of the pixel data corresponding to, for example,
the region of approximately 1/3 of the image from the bottom up among the pixel data that make up the image.
[0024] In the step S32, the main CPU 11 calculates edge information E, and then the flow of control proceeds to a
step S33. This edge information E is information that is obtained by calculating the differences between the data of
adjacent pixels among the pixel data that makes up the image after having performed filter processing in the G component
for edge extraction. In concrete terms, edge extraction is performed using so called Sobel operator coefficient matrices
(the following Equations (1) and (2)) upon the G component image in units of pixels:

Equation 1

[0025]

Equation 2

[0026]

The above Equation (1) is an operator for the X direction of pixel arrangement, while the above Equation (2) is an operator
for the Y direction of pixel arrangement. Furthermore, the absolute values of the density differences (the differences of
the density values) between adjacent pixels are calculated for the image after edge extraction with the operators described
above, and the sum total of these absolute values constitutes the edge information E.
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[0027] In the step S33, the main CPU 11 calculates the average density Bm of the B component, and then the flow
of control proceeds to a step S34. The main CPU 11 calculates the average of the density values (that in the case of 8-
bit tones are, for example, from 0 to 255) of the B components in all of the pixel data that makes up the image.
[0028] In the step S34, the main CPU 11 calculates the average density Ym of the Y component, and then the flow
of control proceeds to a step S35. The Y component is luminance information that is calculated according to the following
Equation (3). The main CPU 11 calculates the average of the density values of the Y components in all of the pixel data
that makes up the image. 

[0029] In the step S35, the main CPU 11 calculates distance information for the upper portion of the image. Fig. 4 is
a figure for explanation of the focus detection region of this electronic camera 1. In Fig. 4, the marks (the square outlines)
at the eleven spots designated by the reference symbols 41 through 51 correspondto focus detection regions (focus
areas) . The electronic camera 1 is configured to being able to detect the defocus amounts at this plurality of spots within
the photographic screen by using ray bundles that correspond to each of these focus areas.
[0030] In an image file that has been photographed by this electronic camera 1 and has been recorded upon the
recording medium 30, there is recorded, for example as Exif information, distance range-finding information that includes
data specifying the defocus amounts that have been detected at each of this plurality of spots described above within
the photographic screen, and data specifying the focus area that was employed for focus adjustment
[0031] Using distance range finding information that has been acquired in relation to the focus areas that are included
in the region of, for example, approximately 1/3 of the photographic screen from above (i.e. above the straight line L1
in Fig. 4) among the distance range-finding information recorded in the image file, the main CPU 11 calculates distance
information in the following manner, and then the flow of control proceeds to a step S36.
[0032] The main CPU 11 sets the distance information to "0" if, for example, the photographic subject distance is
manifested less than or equal to 0.5 m according to the defocus amount. It sets the distance information to "0.3" if the
photographic subject distance is manifested between 0.5 m and 2 m according to the defocus amount. If the photographic
subject distance is manifested between 2 m and 5 m according to the defocus amount, it sets the distance information
to "0.7". If the photographic subject distance is manifested greater than or equal to 5 m according to the defocus amount,
it sets the distance information to be "1".
[0033] (1) if a focus area exists that has been employed for focus adjustment in the region of approximately 1/3 of the
photographic screen from above, the main CPU 11 takes the distance information specified by the defocus amount for
which focus area as the distance information Dh for the upper portion of the image. (2) if no focus area exists that has
been employed for focus adjustment in that region of approximately 1/3 of the photographic screen from above, the main
CPU 11 takes the average of the distance information specified by the defocus amounts for the plurality of focus areas
included in that region as the distance information Dh for the upper portion of the image.
[0034] In the step S36, using distance range finding information that has been acquired in relation to the focus areas
that are included in the region of, for example, approximately 1/3 of the photographic screen centered upon its middle
from above and below (i.e. between the straight lines L1 and L2 in Fig. 4) among the distance range-finding information
recorded in the image file, the main CPU 11 calculates distance information in the following manner, and then the flow
of control proceeds to a step S37.
[0035] (1) if a focus area exists that has been employed for focus adjustment in the region of approximately 1/3 of the
photographic screen in the middle thereof, the main CPU 11 takes the distance information specified by the defocus
amount for that focus area as the distance information Dc for the central portion of the image. (2) if no focus area exists
that has been employed for focus adjustment in that region of approximately 1/3 of the photographic screen in the middle
thereof, the main CPU 11 takes the average of the distance information specified by the defocus amounts for the plurality
of focus areas included in that region as the distance information Dc for the central portion of the image.
[0036] In the step S37, using distance range finding information that has been acquired in relation to the focus areas
that are included in the region of, for example, approximately 1/3 of the photographic screen from below (i.e. below the
straight line L2 in Fig. 4) among the distance range-finding information recorded in the image file, the main CPU 11
calculates distance information in the following manner, and then the processing of Fig. 3 terminates and the flow of
control is transferred to a step S13 of Fig. 2.
[0037] (1) if a focus area exists that has been employed for focus adjustment in the region of approximately 1/3 of the
photographic screen from below, the main CPU 11 takes the distance information specified by the defocus amount for
that focus area as the distance information Dt for the lower portion of the image. (2) if no focus area exists that has been
employed for focus adjustment in that region of approximately 1/3 of the photographic screen from below, the main CPU
11 takes the average of the distance information specified by the defocus amounts for the plurality of focus areas included
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in that region as the distance information Dt for the lower portion of the image. By the characteristic values calculation
processing explained above, characteristic values of seven types are calculated for one image.
[0038] The details of the clustering processing will now be explained with reference to the flow chart that is shown by
way of example in Fig. 5. In a step S51 of Fig. 5, the main CPU 11 takes one image (one element of data in the feature
space of n dimensions defined by the feature values of n types) as one cluster, and then the flow of control proceeds to
a step S52. In this embodiment, the clustering is performed in a seven dimensional space defined by the feature values
of seven types Bh/Bt, E, Bm, Ym, Dh, Dc, and Dt. This seven dimensional space is a virtual space in which seven feature
axes that specify these feature values are mutually orthogonal.
[0039] In the step S52, the main CPU 11 calculates the distances d(R,Q) between the clusters using the following
Equation (4) for calculating the average between groups, and then the flow of control proceeds to a step S53.

Equation 3

[0040]

where each of R and Q denotes a cluster.
[0041] In the space S53, the main CPU 11 groups a pair of clusters whose distance is the minimum among the mutual
distances of the clusters into a single cluster, and then the flow of control proceeds to a step S54. Due to this processing,
the number of clusters decreases. In the step S54, the main CPU 11 makes a decision as to whether or not the number
of clusters is a predetermined number. If the number of clusters has decreased down to the predetermined number, the
main CPU 11 makes an affirmative decision in this step S54, and the processing of Fig. 5 terminates and the flow of
control is transferred to the step S15 of Fig. 2. If the number of clusters has not yet decreased down to the predetermined
number, the main CPU 11 makes a negative decision in this step S54, and the flow of control returns to the step S52.
If the flow of control has thus returned to the step S52, the clustering processing continues to be performed.
[0042] For example, by setting the predetermined number in this embodiment to six, the clustering processing is
performed until the number of clusters becomes six. As a result, the image files are classified into six groups. If a plurality
of data elements are present within a cluster after the clustering processing, the resemblance between the images of
the image files that correspond to these data elements is high.
[0043] Fig. 6 is a figure for explanation of the image files after the classification processing. In the six folders corre-
sponding to the six clusters after the classification processing, thumbnail images are displayed according to the image
files that respectively corresponding to the clusters. According to Fig. 6, two images are included in the folder corre-
sponding to the cluster #1, sixteen images are included in the folder corresponding to the cluster #2, three images are
included in the folder corresponding to the cluster #3, seven images are included in the folder corresponding to the
cluster #4, one image is included in the folder corresponding to the cluster #5, and nine images are included in the folder
corresponding to the cluster #6.
[0044] In the six groups shown by way of example in Fig. 6, in particular, there is one group (cluster #2) into which
portrait images are collected, one group (cluster #4) into which images of sports scenes are collected, and one group
(cluster #6) into which images of mountain scenery are collected.
[0045] According to the first embodiment as explained above, the following beneficial operational advantages are
obtained.
(1) It is arranged to perform per se known clustering processing as a statistical analysis technique in the feature space
defined by the pixel data that makes up the images, and the feature values of the images based upon the distance
range-finding information during photography. Clustering processing is a method of subdividing a set of data that is to
be the subject of classification into a plurality of subsets, and by dividing the set of feature values data expressed by the
images into a plurality of subsets, sets of data for images that have feature values whose degree of resemblance is high
(i.e. the clusters after the cluster processing has been completed) are obtained. Since groups of images are obtained
corresponding to the feature values data within the clusters whose degree of resemblance is high, it is possible to perform
image classification fully automatically without benefit of human intervention.
[0046]  (2) Since the clustering processing is performed in the feature space that is given by feature values (for example
Bh/Bt, E, Bm, and Ym) based upon the densities expressed in the pixel data, it is possible to group together images of
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which the brightness or the hue is similar.
[0047] (3) Since characteristic value based upon the respective pixel densities of a plurality of regions into which the
photographic scene has been divided (for example Bh and Bt) are extracted, it is possible to group together images
using feature values that are present in portions of the photographic screen.
[0048] (4) Since the ratio of feature values that are extracted from a plurality of different regions are used as new
feature values (for example Bh/Bt), it is possible to group together images for which the contrast between regions is similar.
[0049] (5) Since the clustering processing is performed in a space that is specified by feature values based upon the
distance range-finding information during photography (for example, Dh, Dc, and Dt), it is possible to group together
images for which the photographic subject distance is similar.
[0050] (6) Since feature values that are based upon distance range-finding information (for example, Dh, Dc, and Dt)
are extracted from each of a plurality of regions into which the photographic screen is divided, it is possible to group
together images using the distance range-finding information in portions of the photographic screen as feature values.
[0051] (7) If a subject that is focused upon is present in some region into which the photographic screen is divided
up, the distance range-finding information for that subject is used as a feature value for that subdivided region, while, if
no subject that is focused upon is present in some region into which the photographic screen is divided up, the average
of the distance range-finding information within that subdivided region is used as a feature value for that subdivided
region. Due to this, it is possible to group together close-up images in an appropriate manner, without the distance to
the main photographic subject that has been focused upon being averaged.
[0052] (8) Since the image files are transmitted by file groups after the grouping process, it is simple to handle the
image files after image classification. For example, when transmitting the image files after classification from the electronic
camera 1 to an external device (a personal computer or an electronic photo-viewer or the like), it is possible to transmit
them by folder units. Due to this, not only is the time for transmitting shortened as compared to the case of transmitting
all of the image files to the external device, but also it is possible to reduce the amount of memory that is used on the
side of the external device, as compared to the case of transmitting all of the image files.

VARIANT EMBODIMENT ONE

[0053] In the above explanation, an example was explained in which a predetermined number of folders for storing
the image files were created after the image classification, and the image files that had been classified were transmitted
into the folders to which they corresponded. However, instead of this, it would also be acceptable to arrange to record
tag information that specifies the cluster after classification in each of the image files. In this case, when transmitting the
image files after classification processing from the electronic camera 1 to an external device (such as a personal computer
or an electronic photo-viewer or the like), it would be possible to handle images whose mutual resemblance is high in
a simple manner, by referring to the tag information in each image file, and by transmitting only image files for which the
cluster is the same, to a common folder.

VARIANT EMBODIMENT TWO

[0054] While an example has been explained in which feature values data that was calculated using the pixel densities,
and feature values data that was calculated using the distance range-finding information were both used for performing
the clustering, it would also be acceptable to arrange to perform the clustering using only feature values data of one or
the other of these types.

VARIANT EMBODIMENT THREE

[0055] The numerical values described above (for example, the number of types of feature values, the one-third regions
of the image that were considered as being its upper portion, its middle portion, and its lower portion, the predetermined
number in the decision of the step S54, the number of focus areas within the photographic scene, and so on) were only
examples; it would be perfectly acceptable to utilize different numerical values.

VARIANT EMBODIMENT FOUR

[0056] While an example has been explained in which image classification processing was performed upon an original
image whose colors were expressed in the RGB color system (i.e. in a so called primary color system), it would also be
acceptable to apply the present invention to a case in which the image classification processing was performed upon
an original image whose colors are expressed in the CMY color system (i.e. in a so called complementary color system).
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EMBODIMENT TWO

[0057] It would also be acceptable to arrange to calculate feature values that are different from those of the first
embodiment. Fig. 7 is a flow chart for explanation, by way of example, of the details of the flow of feature values calculation
processing, according to a second embodiment of the present invention. The processing of Fig. 7 is performed instead
of the processing of Fig. 3. In a step 71 of Fig. 7, the main CPU 11 calculates the distance range-finding values (i.e. the
distance information) to the main photographic subject. Fig. 8 is a figure for explanation of a focus detection regions of
the electronic camera 1 according to this embodiment. 54 marks (square outlines) that are arranged at 6 spots vertically
x 9 spots horizontally within the photographic screen corresponding to focus detection regions (focus areas) . This
electronic camera 1 is configured to being able to detect the defocus amounts at a plurality of spots within the photographic
screen using ray bundles that correspond to the focus areas.
[0058] In the image file that has been photographed by the electronic camera and recorded upon the recording medium
30, distance range-finding information that includes data specifying the defocus amounts that were detected during auto
focus (AF) adjustment at each of a plurality of spots within the above described photographic screen, and data specifying
the focus area that was employed for focus adjustment, is recorded, for example, as Exif information.
[0059] Among the distance range-finding information that is recorded in the image file, the main CPU 11 calculates,
for example, the photographic subject distance (the distance from the electronic camera 1 to the main photographic
subject) given by the defocus amount for the focus area that was used for focus adjustment, and then the flow of control
proceeds to a step S72. In this embodiment, the main CPU 11 deals with the photographic subject that is positioned
within the focus area that was used for focus adjustment, as the main photographic subject.
[0060] Which focus area among the focus areas at a plurality of spots is to be used for focus adjustment, is set upon
the electronic camera 1 in advance by user actuation. For example, it is possible for that focus area to be used in which
the distance range-finding information indicating the closest range to the electronic camera 1 is acquired; or it is possible
for a focus area that is designated by user actuation to be used. If that focus area in which the distance range-finding
information indicating the closest range is acquired is to be used, the main CPU 11 deals with that photographic subject
that is at the closest range to the electronic camera 1 as the main photographic subject.
[0061] In the step S72, the main CPU 11 calculates the distance range-finding value (i.e., the distance information)
to the background photographic subject. The main CPU 11 calculates the photographic subject distances given by the
defocus amounts that were acquired in relation to those focus areas that were not used for focus adjustment among the
distance range-finding information that is recorded in the image file. Moreover, the main CPU 11 takes those distances
whose differences from the above described distance to the main photographic subject are greater than a predetermined
value among the photographic subject distances that have been calculated, as the distance information to the background
photographic subject (i.e., the distance from the electronic camera 1 to the background) ; and then the flow of control
proceeds to a step S73.
[0062] In this step S73, the main CPU 11 calculates the amounts of change of the distance range-finding values to
the main photographic subject. The most recent amount of change information for the defocus amounts acquired in
relation to the focus area that was employed for focus adjustment during AF adjustment is included in the above described
Exif information in the image file that has been photographed by the electronic camera and recorded upon the recording
medium 30.
[0063] When dealing with a photographic subject at close range as the main photographic subject, the main CPU 11
takes the distance range-finding information for a predetermined number of times (forexample, three times) directlybe-
forephotography (i.e., the close range distance range-finding information that has been acquired that number of times)
from the distance range-finding information that has been acquired repeatedly before photography (for example at
intervals of about 30 msec) as the amount of change information.
[0064] From the above described three items of distance range-finding information m1, m2, and m3 that are recorded
in the image file, the main CPU 11 takes any one of the absolute value of the difference between m1 and m2 as speed
information, the absolute value of the difference between m2 and m3 as speed information, and the absolute value of
the difference between m1 and m3 as speed information, as the amount of change information for the distance range-
findingvalues . Or, it would also be acceptable to arrange to take the absolute value of m1 - (2 x m2) + m3 as acceleration
information, as the amount of change information for the distance range-finding values. Then the flow of control proceeds
to a step S74.
[0065] In this step S74, the main CPU 11 calculates the amount of change of the density expressed by the pixel data
that corresponds to the main photographic subject. The most recent amount of change information for the densities
given by the pixel data acquired corresponding to the focus area employed for focus adjustment during AF adjustment
is included in the above described Exif information in the image file that has been photographed by the electronic camera
and recorded upon the recording medium 30.
[0066] When dealing with a photographic subject at close range as the main photographic subject, the main CPU 11
takes the density information for a predetermined number of times (for example, three times) directly before photography
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(i.e., the density information that has been acquired that number of times) from the pixel data that has been acquired
repeatedly before photography (for example at intervals of about 30 msec) as the amount of change information.
[0067] From the above described three items of density information b1, b2, and b3 that are recorded in the image file,
the main CPU 11 takes any one of the absolute value of the difference between b1 and b2 as speed information, the
absolute value of the difference between b2 and b3 as speed information, and the absolute value of the difference
between b1 and b3 as speed information, as the amount of change information for the density values. Or, it would also
be acceptable to arrange to take the absolute value of b1 - (2 x b2) + b3 as acceleration information, as the amount of
change information for the density values. Then the processing of Fig. 7 terminates. The main CPU 11 takes the average
of the density values of the Y component data group included in the focus area among the pixel data that makes up the
image as the density information each time. The Y component is the luminance information calculated according to
Equation (3) above, and corresponds to the brightness of the image. By the feature values calculation processing
explained above, feature values of four types are calculated for one image.
[0068] The main CPU 11 of the second embodiment performs the clustering processing that is shown by way of
example in Fig. 5 as described below. In a step S51 of Fig. 5, the main CPU 11 takes one image (one element of data
in the feature space of n dimensions defined by the feature values of n types) as one cluster, and then the flow of control
proceeds to a step S52. In this embodiment, the clustering is performed in a four dimensional space defined by the
feature values of four types (i.e. the distance information to the main photographic subj ect, the distance information to
the background photographic subject, the amount of change of the distance information to the main photographic subject,
and the amount of change of the density of the Y component). This four dimensional space is a virtual space in which
four feature axes that specify these feature values are mutually orthogonal.
[0069] In the step S52, the main CPU 11 calculates the distances d(R,Q) between the clusters using the above Equation
(4) for calculating the average between groups, and then the flow of control proceeds to a step S53.
where each of R and Q denotes a cluster.
[0070] In the space S53, the main CPU 11 groups a pair of clusters whose distance is the minimum among the mutual
distances of the clusters into a single cluster, and then the flow of control proceeds to a step S54. Due to this processing,
the number of clusters decreases. In the step S54, the main CPU 11 makes a decision as to whether or not the number
of clusters is a predetermined number. If the number of clusters has decreased down to the predetermined number, the
main CPU 11 makes an affirmative decision in this step S54, and the processing of Fig. 5 terminates and the flow of
control is transferred to the step S15 of Fig. 2. If the number of clusters has not yet decreased down to the predetermined
number, the main CPU 11 makes a negative decision in this step S54, and the flow of control returns to the step S52.
If the flow of control has thus returned to the step S52, the clustering processing continues to be performed.
[0071] In this second embodiment, for example, by taking the predetermined number to be seven, the clustering
processing is performed until the number of clusters becomes seven. As a result, the image files are classified into seven
groups. If a plurality of data elements are present within a cluster after the clustering processing, the resemblance
between the images of the image files that correspond to these data elements is high.
[0072] Fig. 9 is a figure for explanation of the image files after classification processing. In the seven folders corre-
sponding to the seven clusters after the classification processing, thumbnail images are displayed according to the image
files that respectively correspond thereto. According to Fig. 9, two images are included in the folder corresponding to
the cluster #1, four images are included in the folder corresponding to the cluster #2, three images are included in the
folder corresponding to the cluster #3, three images are included in the folder corresponding to the cluster #4, three
images are included in the folder corresponding to the cluster #5, two images are included in the folder corresponding
to the cluster #6, and one image is included in the folder corresponding to the cluster #7.
[0073] In the seven groups shown by way of example in Fig. 9, there is one group (cluster #1) into which images of
mountain scenery are collected, one group (cluster #2) into which images of flower scenery are collected, one group
(cluster #3) into which close-up images of flowers are collected, one group (cluster #4) into which portrait images are
collected, one group (cluster #5) into which images that are closer than mountain scenery and moreover in which the
green component is high are collected, one group (cluster #6) into which dark indoor images are collected, and one
group (cluster #7) into which bright indoor images are collected.
[0074] According to the second embodiment as explained above, the following beneficial operational advantages are
obtained.
(1) Since the clustering processing is performed in the feature space that is defined by the feature values based upon
the distance information to the main photographic subject, it is possible to group together images for which the photo-
graphic distance is similar, such as, for example, close-up photography images or portrait images or the like.
[0075] (2) Since the clustering processing is performed in the feature space that is defined by the feature values based
upon the distance information to the background photographic subject, it is possible to group together images for which
the distance to the background is similar, such as, for example, photographs of mountains or the like.
[0076] (3) Since the clustering processing is performed in the feature space that is defined by the feature values based
upon the amounts of change of the distance information to the main photographic subject, it is possible to group together
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images such as, for example, sports scenes or the like.
[0077] (4) Since it is arranged to obtain the amounts of change of the distance information using the focus areas in
which the distance range-finding information indicating the close range is obtained, it is possible to perform the clustering
processing in a feature space that takes into account, not only changes of the distance to the photographic subject, but
also the amounts of change when the main photographic subject shifts within the photographic screen.
[0078] (5) Since the clustering processing is performed in a feature space that is defined by the feature values based
upon the amounts of change of information relating to the density (for example, the luminance) of the main photographic
subject, it is possible to group together images such as, for example, scenes in which the brightness changes or the like.

VARIANT EMBODIMENT FIVE

[0079] While an example has been explained in which the clustering was performed using each of feature values data
calculated using the distance information to the main photographic subject, feature values data calculated using the
distance information to the background photographic subject, feature values data calculated using the amount of change
of the distance information to the main photographic subject, and feature values data calculated using the amount of
change of the density information of the main photographic subject, it would also be acceptable to perform the clustering
using only feature values data of a single type. However it should be understood that, if it is arranged to perform the
clustering using feature values data of a plurality of types, i. e. of at least two types, it is possible to enhance the accuracy
of the grouping, since, for example, it is possible to group together images for which both the distance to the main
photographic subject and also the distance to the background are similar.

VARIANT EMBODIMENT SIX

[0080] In addition to the feature values data of four types explained with reference to the second embodiment, it would
also be acceptable to perform clustering using the feature values data of seven types explained with reference to the
first embodiment. In this case as well, it would be possible to arrange to perform the clustering using feature data of at
least two or more types.

VARIANT EMBODIMENT SEVEN

[0081] In the step S74, when calculating the amount of change of the density given by the pixel data, the calculation
was performed using the average of the density values of the Y component data group included in the focus area. Instead
of this, it would also be acceptable to arrange to perform this calculation using the average of the density values of the
data group of some specified color component (for example, of the B component). In this case, it is possible to perform
grouping of images of scenery or the like by changing the tint of the specified color, since the clustering processing is
performed in a feature space that is defined by the feature values based upon the amount of change of information about
the density of the main photographic subject (for example the B component thereof).

VARIANT EMBODIMENT EIGHT

[0082] Although examples have been explained in which this image classification processing is performed within the
electronic camera 1, it would also be acceptable to provide an image classification device by executing an image
classification program that performs the processing according to Figs. 2, 3, and 5 upon the computer device 10 shown
in Fig. 7. If the image classification program is used by being loaded into the personal computer 10, then, having loaded
the program into a data storage device of the personal computer 10, it may be used as an image classification device
by executing that program.
[0083] For this loading of the program into the personal computer 10, it would also be acceptable to load a recording
medium 104 such as a CD-ROM or the like, upon which the program is stored, into the personal computer 10; and it
would also be acceptable to load the program into the personal computer 10 by the method of transmitting it via a
communication circuit 101 such as a network or the like. If the program is to be loaded via the communication circuit
101, then it may be stored upon a hard disk 103 or the like of a server (a computer) 102 that is connected to the
communication circuit 101. The image classification program may also be supplied as a computer program product in
various different formats, such as the recording medium 104 or by supply via the communication circuit 101 or the like.
[0084] Although various embodiments and variant embodiments have been explained above, the present invention
is not to be considered as being limited by the details thereof. Provided that they are considered to fall within the range
of the technical concept of the present invention, other possibilities are also to be considered as being included within
the scope of the present invention.
[0085] The content of the disclosure of the following patent application, upon which priority is claimed, is hereby
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incorporated herein by reference:

Japanese Patent Application 276, 190 of 2006 (applied on October 10, 2006).

Claims

1. An image classification program that is executed by a computer, comprising:

a first processing step of calculating feature values on the basis of the pixel densities of images;
a second processing step of performing clustering in a space defined by the feature values; and
a third processing step of grouping images that correspond to feature values that have been divided by the
clustering.

2. An image classification program according to Claim 1, wherein:

in the first processing step, feature values are calculated on the basis of the pixel densities of the entire image.

3. An image classification program according to Claim 1 or Claim 2, wherein:

in the first processing step, a plurality of feature values are calculated on the basis of the pixel densities of
different regions into which the image is divided.

4. An image classification program according to Claim 3, wherein:

in the first processing step, ratios among the plurality of feature values that have been calculated on the basis
of the pixel densities of different regions are calculated as new feature values.

5. An image classification program that is executed by a computer, comprising:

a first processing step of calculating feature values on the basis of distance range-finding information during
image photography;
a second processing step of performing clustering in a space defined by the feature values; and
a third processing step of grouping images that correspond to feature values that have been divided by the
clustering.

6. An image classification program according to Claim 5, wherein:

in the first processing step, a plurality of feature values are calculated on the basis of distance range-finding
information on different regions into which the image has been divided.

7. An image classification program that is executed by a computer, comprising:

a first processing step of calculating first feature values on the basis of the pixel densities of images;
a second processing step of calculating second feature values on the basis of distance range-finding information
during image photography;
a third processing step of performing clustering in a space definedby the first feature values and the second
feature values; and
a fourth processing step of grouping images that correspond to feature values that have been divided by the
clustering.

8. An image classification program that is executed by a computer, comprising:

a first processing step of calculating feature values on the basis of distance range-finding information on main
photographic subjects during image photography;
a second processing step of performing clustering in a space defined by the feature values; and
a third processing step of grouping images that correspond to feature values that have been divided by the
clustering.
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9. An image classification program that is executed by a computer, comprising:

a first processing step of calculating feature values on the basis of distance range-finding information on back-
grounds during image photography;
a second processing step of performing clustering in a space defined by the feature values; and
a third processing step of grouping images that correspond to feature values that have been divided by the
clustering.

10. An image classification program that is executed by a computer, comprising:

a first processing step of calculating feature values on the basis of the amounts of change regarding distance
range-finding information on main photographic subjects during image photography;
a second processing step of performing clustering in a space defined by the feature values; and
a third processing step of grouping images that correspond to feature values that have been divided by the
clustering.

11. An image classification program that is executed by a computer, comprising:

a first processing step of calculating feature values on the basis of the amounts of change regarding pixel
densities for main photographic subjects during image photography;
a second processing step of performing clustering in a space defined by the feature values; and
a third processing step of grouping images that correspond to feature values that have been divided by the
clustering.

12. An image classification program that is executed by a computer, comprising:

a first processing step of calculating feature values respectively on the basis of at least two of the pixel densities
of images, distance range-finding information during image photography, distance range-finding information on
main photographic subjects during image photography, distance range-finding information on backgrounds
during image photography, the amounts of change regarding distance range-finding information on the main
photographic subjects during image photography, and the amounts of change regarding pixel densities for the
main photographic subjects during image photography;
a second processing step of performing clustering in a space defined by the feature values; and
a third processing step of grouping images that correspond to feature values that have been divided by the
clustering.

13. An image classification device, equipped with an image classification program according to any one of Claims 1
through 12.

14. An electronic camera, equipped with an image classification program according to any one of Claims 1 through 12.
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