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Description
BACKGROUND OF THE INVENTION

Field of the invention

[0001] The present invention relates to a traffic information unit.

[0002] The present invention further relates to a traffic information system.

[0003] The present invention further relates to a vehicle management system.

[0004] The present invention further relates to a vehicle provided with a vehicle management system.
[0005] The present invention further relates to a method of controlling a vehicle.

Related Art

[0006] Cruise control systems that maintain the speed of a target vehicle at a predetermined velocity are well-known.
More recently adaptive cruise control systems were developed that also adapt the speed of the target vehicle to the
state (e.g. relative position and speed) of a lead vehicle, directly in front of the target vehicle. The (partial) relative motion
state of the lead vehicle is for example determined by radar measurements. Still more recently cooperative cruise control
systems were developed that not only take into account the state of the lead vehicle but also from the state of one or
more vehicles in front of the lead vehicle.

[0007] Cooperative cruise control has the potential to improve traffic safety as well as traffic flow, as the control system
can better anticipate the traffic situation than an adaptive cruise control system. In case of traffic of vehicles only provided
with adaptive cruise control a sudden breaking of one of the vehicles tends to cause a shock-wave, as each vehicle
only changes its state in response to the change of state of its immediate predecessor. Contrary thereto, a target vehicle
provided with a cooperative cruise control system can also react to a change in state of another vehicle not directly
leading the target vehicle provided with a cooperative cruise control system. This allows the target vehicle to more
gradually adapt its state, e.qg. its velocity. This is favorable for traffic flow and traffic safety. It is however a drawback of
this system that it is dependent from input data from the motion state estimator mounted at other vehicles in the neigh-
borhood (the motion state estimator is typically part of the CACC installed, thus this input is available via the cooperation
between CACCs (hence the name)). Although the implementation of a cooperative cruise control system potentially
allows for an improved traffic safety and traffic flow, such a control system is unreliable unless a relatively high fraction
of the vehicles is provided with such a control system. Accordingly there is a need to provide a more reliable solution
for improving traffic safety and traffic flow.

SUMMARY OF THE INVENTION

[0008] Accordingtoan aspectof the invention a traffic information unit associated with a traffic infrastructure is provided
comprising

- afacility for tracking vehicle state information of individual vehicles present at the traffic infrastructure,

- afacility for broadcasting said vehicles state information to other vehicles at the traffic infrastructure.
A traffic information unit is considered associated with a traffic infrastructure if it has a sensor system using sensors
that are mounted at an at least substantially fixed position related to the traffic infrastructure. For example the sensor
system may comprise sensor nodes that are embedded in the traffic infrastructure. In order to allow a tuning of the
sensor system the sensor nodes may arranged movably at a holder that has a fixed position with respect to the
traffic infrastructure.
In an embodiment the traffic information unit further comprises

- a sensor system comprising a plurality of sensor nodes for sensing vehicles arranged in the vicinity of a traffic
infrastructure for carrying vehicles,

- communication means coupled to the sensor system, wherein the facility for tracking uses information communicated
by the sensor system.

[0009] According to a further aspect of the invention a vehicle management system is provided for target vehicles
comprising a communication system arranged for receiving vehicle state information relating to surrounding vehicles
from a traffic information unit, inputs for receiving state information from the target vehicle and a control system for
providing control signals for controlling a state of the target vehicle using the other vehicles’ state information retrieved
from the traffic information system and the motion state of the target vehicle.

[0010] According to a further aspect of the invention a vehicle with such a vehicle management system is provided.
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[0011] The traffic control system according to the present invention comprises a traffic information system that builds
and maintains a real-time database of all vehicles currently using a traffic infrastructure. This enables a vehicle provided
with a vehicle control system to receive status information of vehicles in its environment. In an embodiment said status
information is only provided upon request. This allows for a power reduction as the transmitters do not have to be active
when no such requests are received. Alternatively the transmitters may be active permanently and transmit this infor-
mation unconditionally on a unidirectional basis. This is favorable if a large number of vehicles instrumented with a
vehicle management system is present. In an embodiment the traffic information unit may have a first mode wherein
vehicle status information is only transmitted upon request, e.g. when a low traffic density is detected and a second
mode wherein the vehicle status information is permanently transmitted, e.g. during rush hours.

[0012] Basically the traffic information system may broadcasts vehicle state information for the part of the infrastructure
observed by the traffic information system. If desired the information may be restricted to information related to vehicles
within a predetermined radius of a transmitter.

[0013] Information to be transmitted may include not only vehicle state information relating to the lead vehicle (i.e. the
vehicle directly in front of the target vehicle), but also vehicle state information relating to other vehicles in front of the
lead vehicle that could not be observed by an on-board radar system. Also vehicle state information relating to vehicles
behind the target vehicle may be included in the query set. As the traffic control system can provide status information,
not only of the lead vehicle, but also of other vehicles in front of the target vehicle, the vehicle control system can better
anticipate for events occurring at the road in front of the target vehicle, allowing for a smoother and safer control. It is
not necessary that a large fraction of vehicle at the traffic infrastructure is provided with a vehicle control system according
to the invention. The vehicle control system of each instrumented vehicle will operate reliably using the information
transmitted by the traffic information system. Each of these instrumented vehicles can use the full vehicle map provided
by the traffic information system according to the present invention and therewith reliable adapt its own motion to the If
only a relatively modest fraction of the vehicles present at the road is provided with the inventive vehicle control system,
these vehicles will already act as a buffer for smoothing traffic flow. The smoother traffic flow allows for a reduction in
fuel consumption and air pollution. This would not be the case if the same number of vehicles were provided with a
cooperative cruise control system, as the functioning of the cooperative cruise control system relies on the presence of
other vehicles having the same cooperative cruise control system. Moreover as it is guaranteed that the necessary traffic
data is provided by the traffic information system coupled to the traffic infrastructure, it becomes more attractive for
owners of vehicles not provided with a vehicle management system according to the invention to achieve such a vehicle
management system.

[0014] Other applications of the present invention are possible. One of them is formation driving. Because the traffic
information system provides the vehicles instrumented with a vehicle control system with state information in its envi-
ronment, and therewith allows the vehicle control system to anticipate for events ahead of the target vehicle, the vehicle
control system can maintain short distances to its predecessor.

[0015] Incident management is a further example. The traffic management system can provide information to a target
vehicle about incidents ahead of the target vehicle and enforce safety measures. The safety measures may include a
gradual braking of the target vehicle, a deviation of the target vehicle to an alternative route, a warning to the driver of
the vehicle and/or a warning to other drivers by light signals.

[0016] In an embodiment of the traffic information unit the sensor system comprises a plurality of sensor nodes that
each provides a message indicative for an occupancy status of a detection area of a traffic infrastructure monitored by
said sensor node. The traffic information system further comprises at least one message interpreter that includes:

- a vehicle database facility comprising motion state information of vehicles present at the traffic infrastructure, the
state information of the vehicles including at least the vehicle position,

- an association facility for associating the messages provided by the sensor nodes with the state information present
in the vehicle data base facility,

- a state updating facility for updating the state information on the basis of the messages associated therewith.

[0017] In the traffic information unit according to this embodiment vehicles can be tracked with relatively simple and
cheap means. It is sufficient that the sensor nodes merely provide a message that indicates whether a detection area
associated with the sensor node is occupied by a vehicle or not. This makes it economically feasible to apply the traffic
information unit to large traffic infrastructures.

[0018] Suitable sensor elements for use in a sensor node are for example magnetic loop sensors, magneto restrictive
sensors. These sensor elements determine whether their associated detection area is occupied by detection of a per-
turbation of the earth magnetic field.

[0019] Preferably each sensor node is provided with a wireless transmission facility that transmits the sensed data to
a receiver facility coupled to the association facility. This facilitates installation of the sensor nodes. Furthermore it is
attractive if the sensor nodes provide their message at an event basis, e.g. if a perturbation of the earth magnetic
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message interpreter and minimizes power consumption of the sensor nodes.

[0020] In an embodiment a sensor node may have a set of sensor elements that are clustered in a sensor module.
Such asensormodule is forexample a camera that monitors a part of the trafficinfrastructure, wherein each photosensitive
element of the camera serves as a sensor element of the vehicle tracking system. A camera may be used for example
if a perturbation of the earth magnetic field can not be measured. This is the case for example if (parts of) the infra
structure comprises metal components e.g. a bridge.

[0021] It is not necessary that the detection areas of the sensor elements are complementary. The detection areas
may overlap, or spaces may exist between the detection areas. It is sufficient that the detection areas have a scale that
is smaller than the vehicle to be tracked, e.g. a size of at most 1 m2 and a maximum diameter of not more than 1 m.
[0022] Surprisingly it has been found that it is advantageous if the sensor elements are randomly distributed over the
traffic infrastructure. As compared to an arrangement wherein the sensor elements are regularly distributed with the
same average number of sensor elements per unit of area, a more accurate estimation of the state of the vehicles can
be obtained.

[0023] Independent traffic information units are particularly suitable for providing vehicle state information for relatively
small traffic infrastructures. Particularly for larger traffic infrastructures a traffic information system is provided that
comprises at least a first and a second traffic information unit according to the present invention. The first and the second
Traffic information unit are associated with mutually neighboring sections of the traffic infrastructure and are arranged
to mutually exchange state information.

[0024] In this way a traffic information system is provided that can be easily expanded with one or more additional
traffic information units if required. A new traffic information unit needs only to communicate with the traffic information
units arranged for neighboring sections. For example if a certain road is already provided with a traffic information system,
it is sufficient to provide for a communication facility between the information unit for the last section of said traffic
information system and the new traffic information unit for the appended section. As the traffic information units, merely
exchange state information and not the unprocessed messages from the sensor nodes the amount of communication
between the traffic information units is modest.

[0025] An embodiment of a vehicle management system further comprises communication means for exchanging
vehicle state information with surrounding vehicles and a selection facility for selecting one or more of vehicle state
information obtained from the surrounding vehicles and information received from the traffic information system as the
vehicle state information to be used by the control system.

[0026] The selection made by the selection facility may for example depend on the availability of reliable information.
For example in an area where the traffic infrastructure is provided with a traffic information system, the selection facility
may automatically select the traffic information system as the source of state information. In an area where no traffic
information system is present, it may select the information provided by surrounding vehicles. Alternatively the selection
may be more fine grained. It may select for example to receive velocity information from the surrounding vehicles
themselves if such information is available and to receive the remaining information from the traffic information system.
[0027] According to a further aspect of the invention, a method of controlling traffic is provided, comprising the steps of

- observing vehicles from a fixed position,

- communicating the observations,

- tracking motion states of individual vehicles using the communicated observations

- transmitting said information about said tracked states to a vehicle instrumented with a vehicle management system.

BRIEF DESCRIPTION OF THE DRAWINGS
[0028] These and other aspects are described in more detail with reference to the drawings. Therein:

Figure 1 schematically shows a spatial arrangement for various components of a traffic information system according
to the invention,

Figure 2 shows a functional relationship between various units of the system of Figure 1,

Figure 3 shows another schematic view of the traffic information system,

Figure 4 schematically shows a part of the traffic infrastructure provided with a plurality of sensor elements,
Figure 5 schematically shows an overview of interactions between a traffic information system for an traffic infra-
structure and a vehicle management system of vehicles using the traffic infrastructure,

Figure 6 shows an embodiment of a vehicle management system according to the invention,

Figure 7 shows an example of an embodiment of a sensor node in a traffic information system according to the
invention,

Figure 8 shows a possible hardware implementation of the sensor node of Figure 7,

Figure 9 schematically shows a method performed by the sensor node of Figures 7 and 8,
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Figure 10 shows a message interpreter in a traffic information system according to the invention,
Figure 11 shows a possible hardware implementation of the message interpreter of Figure 10,

Figure 12 schematically shows a part of a traffic infrastructure,

Figure 13 shows an overview of a method performed by the message interpreter,

Figure 14 shows a first aspect of the method in more detail,

Figure 15 shows a second aspect of the method in more detail.

Figure 16 shows an example of an object to be detected at a reference position and orientation and at a different
position and orientation,

Figure 17 shows a definition of a set S and the equidistant sampled set A,

Figure 18 shows detection of an object at multiple detection points,

Figure 19 shows a definition of the set O, of possible positions of, for a single detection point,

Figure 20 shows a definition of the set ON of possible positions ol for multiple detection points,

Figure 21 shows a derivation of Oy(q) given 2 detections and 2 different samples of q,

Figure 22 shows (Left) determination of -A, (right) the object’s possible position set *On given d,, and q,
Figure 23 shows (left) the mean of all Gaussians from f(o| z4, 6) and f(o|z,, 6); (right) The selection of means of the
Gaussians from f(o|z4, 6) and f(0|z,, 8), of which their mean 6,; is close or in Cy(6),

Figure 24 shows an association result with event-based data-association,

Figure 25 shows an association result with Nearest Neighbor data-association,

Figure 26 shows time sampling of a signal y(t),

Figure 27 shows event sampling of a signal y(t),

Figure 28 shows event sampling: Send-on-Delta,

Figure 29 shows the Gaussian function,

Figure 30 shows a top view of the Gaussian function,

Figure 31 shows an approximation of A, (v,) as a sum of Gaussian functions,

Figure 32 shows position, speed and acceleration of a simulated object,

Figure 33 shows a position estimation error for various methods,

Figure 34 shows a speed estimation speed for various methods,

Figure 35 shows a factor of increase in estimation error after z, , or Yiar

DETAILED DESCRIPTION OF EMBODIMENTS

[0029] Figure 1 and 2 schematically show a traffic information system comprising a plurality of traffic information units.
Therein Figure 1 schematically shows how in an example embodiment various components of the system are arranged.
Figure 2 shows a functional relationship between various units of the system. As shown in Figure 1, the traffic information
units comprise a sensor system with a plurality of sensors (indicated as black dots) for sensing vehicles (indicated by
open hexagons) arranged in the vicinity of a traffic infrastructure 80 for carrying vehicles. The sensors are provided with
communication means to transmit sensed information to a facility Ml for identifying and tracking states of individual
vehicles using information communicated by the sensors. Although in this embodiment the sensors are only capable of
transmitting information towards the facilities MI, in another embodiment, they may also be capable of bidirectional
communication. In that embodiment sensors can form a network, that can guide the information in an indirect way to
the facilities MI. In this embodiment each of the facilities Ml is responsible for monitoring a particular section 80A, 80B,
80C, 80D of the infrastructure 80. In Figure 1 and 2 only four facilities Ml are shown for clarity.

[0030] Figure 3 is another schematic view of the traffic information system. Figure 3 shows how sensor nodes 10
transmit (detection) messages D to a message interpreter Ml in their neighborhood. The message interpreters Ml may
also communicate to each other via a communication channel 60 to indicate that a vehicle crosses a boundary between
their respective sections and to exchange a status of such a vehicle. As shown in Figure 3, the traffic information system
comprises a plurality of traffic information units MD1, MD2, MD3. Each traffic information unit MD1, MD2, MD3 comprises
a respective subset of the plurality of sensor nodes 10 for monitoring a respective section of the traffic infrastructure
and a respective message interpreter MI. The traffic information system further has a communication facility 60 for
enabling traffic information units MD1, MD2, MD3 of mutually neighboring sections to exchange state information. The
traffic information system further comprises client information modules CIM for providing status information related to
the infrastructure 80. The status comprises for example statistical information, such as an occupation density and an
average speed as a function of a position at the traffic infrastructure 80. The facilities MI and the client information
modules CIM are coupled to each other via a communication backbone. This allows the client information modules CIM
to request said information for arbitrary regions (indicated by dashed boxes) of the infrastructure 80 that may extend
beyond the boundaries for individual facilities M.

[0031] Figure 4 schematically shows a part of the traffic infrastructure that is provided with a plurality of sensor nodes
j having position ¢;. The sensor nodes have a detection area with radius R. A vehicle i is present at the infrastructure
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having a position (vi, viy). In this case if the vehicle substantially covers the detection area, e.g. more than 50%, the
sensor node sends a message D that the detection area is occupied (indicated in gray). Otherwise the sensor node
sends a message that the detection area is not occupied (white).

[0032] As shown in Figures 3 and 5, the traffic information system is further provided with a facility T for transmitting
state information derived by the traffic information system to a particular vehicle upon request. Each transmitter T has
atransmission range TR. Preferably the transmission ranges of the transmitters together define a continuous area having
a substantial length and over a full width of the infrastructure where state information is available. A plurality of transmitters
may be coupled to each traffic information unit MD1, MD2, MD3. Preferably the transmitters T selectively transmit vehicle
state information related to vehicles within their transmission range and optionally in a neighborhood thereof.

[0033] As shown in Figure 5 some 70B, 70E of the vehicles 70A,...,70E present at the traffic infrastructure 80 are
provided with a vehicle management system C. The vehicle management system C comprises a communication system
R arranged for receiving vehicle state information relating to surrounding vehicles from the traffic information system,
e.g. here from the traffic information unit MD1. The traffic information unit MD1 transmits the motion state of the sur-
rounding vehicles to the target vehicle (e.g. 70B) provided with a vehicle management system C, using the wireless link
between the transmitter T and the communication system R of the vehicle management system C. This information is
stored in a local vehicle status data base CO. The vehicle management system C further has inputs C1 for receiving
state information from the target vehicle 70B. The state information may include information related to a momentaneous
position, e.g. obtained by GPS, speed obtained by GPS or using odometry, an acceleration derived by odometry or by
an inertial sensor and a direction e.g by using a compass or a by a gyro.

[0034] A control system C2 uses this information in the local vehicle status database CO and the state information
received at inputs C1 to provide control signals at output C3 for controlling a state of the target vehicle, e.g. a speed or
an orientation of the target vehicle (70B).

[0035] In the embodiment shown, the vehicle management system C also has an bidirectional link C4 for additional
communication purposes. This link can be used to negotiate and coordinate actions among vehicles (e.g. requesting/
granting free space, joining/leaving platoon, etc.). The system C further has an input C5 for receiving user control
commands. This allows the user to set an authorization level, i.e. control the extent to which the system C controls the
vehicle, e.g. the user may allow the system only to provide warnings, may allow the system to regulate a speed, to break
the vehicle up to a predetermined maximum deceleration, and to control a travelling direction. In the latter case a user
may for example instruct the system to carry out certain maneuvers, e.g. a merging between a sequence of vehicles in
a neighboring lane.

[0036] Inthe embodiment shown a further input C6 is present to receive navigation information. This information may
be used for global control. For example dependent on a particular route to follow as indicated by the navigation information,
the control system C2 may control the vehicle to another lane, taking into account the state of neighboring vehicles in
local vehicle status data base CO.

[0037] Output C7 may provide the user information about the current authorization level, about a current activity of
the system C, to show warnings, and to request for input. The C7 output represents a man-machine interface and may
be implemented in any form; it may use auditory, visual or sensory channels.

[0038] An embodiment, wherein the traffic information system only provides the state information of neighboring
vehicles upon request has the advantage that power is saved during intervals that no information is requested. Alter-
natively however, the transmitters T may permanently transmit the information relating to the vehicles present in its
neighborhood.

[0039] As the traffic information system can provide status information to an instrumented vehicle, e.g. 70B, not only
of the lead vehicle 70C, but also of other vehicles 70D, ..., 70E in front of the target vehicle 70B, the vehicle control
system C can better anticipate for events occurring at the road in front of the target vehicle 70B. This allows for a smoother
and safer control. For example the traffic information system will also transmit the status information of vehicle 70D,
indicating that this vehicle intends to change from the rightmost lane to the middle lane of the traffic infrastructure 80.
Using this information, the traffic control system C of vehicle 70B may respond more gradually to the maneuver of vehicle
70D, than would be the case if vehicle 70B had only a simple cruise control system that merely responds to the behavior
of a vehicle immediately in front. It is not necessary that a large fraction of the vehicle present at the traffic infrastructure
is provided with a vehicle control system according to the invention. The vehicle control system of each vehicle will
operate reliably using the information transmitted by the traffic information system. If only a relatively modest fraction of
the vehicles present at the road is provided with the inventive vehicle control system, these vehicles will already act as
a buffer for smoothing traffic flow. This can be illustrated by way of the following example. Presume that the vehicles
70A, ..., 70E are driving in the same lane, and that none of the vehicles 70A, ..., 70E is instrumented with a vehicle
control system or is only instrumented with an adaptive cruise control system. In that case a sudden breaking of vehicle
70E would result in a shock effect that ripples through the chain of vehicles. However, even if only a part of the vehicles
is instrumented with a vehicle management system according to the present invention say 70B, the situation is different.
In that case, substantially at the moment that vehicle 70E breaks, this change in vehicle status information 70E is
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detected by the traffic information system and communicated to the vehicle 70B instrumented with vehicle management
system according to the present invention. This allows vehicle 70B to anticipate for the shockwave that ripples through
the sequence of vehicles 70C, 70D, 70E preceding it. Therewith the control system C2 of vehicle 70B can initiate a
smooth breaking procedure starting substantially at the moment of the sudden breaking of vehicle 70E. This not only
has positive consequences for the vehicle 70B itself, but also for the vehicles 70A behind it.

[0040] The set of vehicles for which vehicle status information is transmitted by a transmitter T in the neighborhood
of a target vehicle, e.g. 70B may include vehicles 70C,...,70E, may additionally or alternatively include vehicles 70A
behind the target vehicle 70B. This vehicle status information may be used by the control system C2 to of vehicle 70B
to moderate a breaking power of said vehicle 70B to prevent that a collision occurs with a vehicle 70A succeeding it.
[0041] Figure 6 shows a further embodiment of a vehicle management system C according to the invention. Parts
therein corresponding to those in Figure 5 have the same reference. The vehicle management system of Figure 6 further
comprises communication means R1 for exchanging vehicle state information VS2 with surrounding vehicles. The vehicle
management system C shown therein further comprises a selection facility SL for selecting one or more of vehicle state
information VS2 obtained from the surrounding vehicles and vehicle state information VS1 received from the traffic
information system as the vehicle state information VS to be used by the control system C2. The control system C2
further receives state information from the target vehicle (ST).

[0042] The selection made by the selection facility SL may for example depend on the availability of reliable information.
For example in an area where the traffic infrastructure is provided with a traffic information system, the selection facility
may automatically select the state information VS1 provided by said traffic information system as the source of state
information VS. In an area where no traffic information system is present, it may select the information VS2 provided by
surrounding vehicles. Alternatively the selection may be more fine grained. For example it may select for example to
receive velocity information from the surrounding vehicles themselves if such information is available and to receive the
remaining information from the traffic information system.

[0043] In the sequel an embodiment of a traffic information system is described. Therein Figure 7 shows an example
of a sensor node 10. The sensor node 10, shown in Figure 7, is an assembly of a sensor element 12, a processing unit
14 (with memory), a clock-module 18 and a radio link 16.

[0044] The sensor element 12 is capable of sensing the proximity of the vehicles to be tracked. The processing unit
14 determines if an object (vehicle) is present or absent on the basis of the signals from the sensor element 12. If an
occupancy status of the detection area of the sensor changes, the processing unit 14 initiates a transmission of a
message D indicating the new occupancy status and including a time stamp indicative of the time t at which the new
occupancy status occurred. The message D sent should reach at least one message interpreter MI. A concrete imple-
mentation of the sensor node 10 is used for road vehicle tracking: in this case the sensor element 12 is a magnetoresistive
component, which measures the disturbance on the earth magnetic field induced by the vehicles. Alternatively, a magnetic
rod or loop antenna may be used for this purpose.

[0045] Figure 8 shows a possible implementation of the hardware involved for the sensor node 10 of Figure 7. The
sensor element 12 is coupled via an A/D converter 13 to a microcontroller 14 that has access to a memory 15, and that
further controls a radio transmitter 16 coupled to an antenna 17.

[0046] Figure 9 schematically shows a method performed by a sensor node to generate a message indicative for
occupancy status of a detection area of the sensor node.

[0047] Starting (Step S1) from an off-state of the sensor node, input from the A/D converter is received (Step S2). In
a next step S3, offset is removed from the sensed value.

[0048] In step S4 it is determined whether the occupancy state of the detection area as reported by the last message
transmitted by the sensor node was ON (selection YES) (vehicle present in the detection range) or OFF (selection NO)
(no vehicle present in the detection range. This occupancy state is internally stored in the sensor node.

[0049] In the first case, program flow continues with step S5. In the second case processing flow continues with step
S9. In step S5 it is determined whether a signal value v obtained from the A/D converter, and indicative for an occupied
status of the detection area is below a first predetermined value T, . If this is not the case program flow continues with
step S2. If however the value is lower than said first predetermined value then program flow continues with step S6. In
step S6 it is verified whether the signal value v remains below the first predetermined value T, for a first predetermined
time period. During step S6 the retrieval of input from the A/D convertor is continued. If the signal value v returns to a
value higher then said predetermined value T, before the end of said predetermined time-period then processing flow
continues with step S2. Otherwise the value for the occupancy state is internally saved as unoccupied in step S7, and
a message signaling this is transmitted in step S8.

[0050] In step S9 it is determined whether the signal value v obtained from the A/D converter, and indicative for an
occupied status of the detection area exceeds a second predetermined value Ty. The second predetermined value Ty
may be higher than the first predetermined value T, . If the signal value does not exceed the second predetermined
value T program flow continues with step S2. If however the value is higher than said second predetermined value Ty
then program flow continues with step S10. In step S10 it is verified whether the signal value v remains above the second
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predetermined value Ty for a second predetermined time period, which may be equal to the first predetermined time
period. During step S10 the retrieval of input from the A/D convertor is continued. If the signal value v returns to a value
lower then said predetermined value Ty before the end of said predetermined time-period then processing flow continues
with step S2. Otherwise the value for the occupancy state is internally saved as occupied in step S11, and a message
signaling this is transmitted in step S12.

[0051] A message interpreter, shown in Figure 10 and 11, consists of a radio receiver 20, coupled to antenna 22, a
processing unit 24 (with memory 28) and a network interface 65, as well as a real-time clock 26. The network interface
65 couples the message interpreter Ml via the communication channel 60 to other message interpreters.

[0052] As shown in more detail in Figure 10, the radio receiver 20 receives the binary "object present” signals D (with
timestamp) from the sensor nodes 10 via the radio link and runs a model based state estimator algorithm to calculate
the motion states of the objects individually (i.e. each real world object is represented in the message interpreter). The
accuracy and the uncertainty of the estimation depends on the sensor density. For accurate object tracking it is preferred
to have coverage of multiple sensors per object.

[0053] The message interpreter Ml has a vehicle database facility 32, 34 that comprises state information of vehicles
present at the traffic infrastructure.

[0054] The message interpreter Ml further has a sensor map 45 indicative for the spatial location of the sensor nodes
10. Alternatively, the sensor nodes may transmit their location or their position could even be derived by a triangulation
method.

[0055] The message interpreter Ml further has an association facility 40 for associating the messages D provided by
the sensor nodes 10 with the state information present in the vehicle data base facility 32, 34. The association facility
40 may associate the messages received with state information for example with one of the methods Gating, Nearest
Neighbor (NN), (Joint) Probabilistic Data Association ((J)DPA), Multiple Hypothesis Tracker (MHT) and the MCMCDA.
[0056] The message interpreter further has a state updating facility 50 for updating the state information on the basis
of the messages D associated therewith by the association facility 40. Once the messages D are associated with a
particular vehicle the state of that vehicle in a local vehicle data base is updated by the update facility 50.

[0057] In the embodiment shown a global map builder 65 may exchange this updated information with global map
builders of neighboring message interpreters via network interface 60 (wired or wireless), for example to exchange the
motion state of crossing objects.

[0058] Inthe embodiment shown the microcontroller 24 of Figure 11 processes the received messages D. The memory
28 stores the local and global vehicle map and the sensor map as well as the software for carrying out the data estimation
and state estimation tasks. In an alternative embodiment separate memories may be present for storing each of these
maps and for the software. Likewise dedicated hardware may be present to perform one or more of these tasks.
[0059] There is no communication or any other interaction between the objects tracked. The result of the processing
(i.e. the estimation of the motion states of all sensed objects) is present in the memory of the message interpreters in
a distributed way.

Message interpreters may run additional (cooperative) algorithms to deduct higher level motion characteristics and/or
estimate additional object characteristics (e.g. geometry).

[0060] For applications in relative small area, e.g. a parking place, or a traffic node, the vehicle tracking system may
comprise only a single traffic information unit. In that case the global map builder is superfluous, and local vehicle map
is identical to the global vehicle map.

[0061] In the embodiment shown in Figure 3, each message interpreter Ml for a respective traffic information unit
MD1, MD2, MD3 comprises hardware as described with reference to Figure 10 and 11.

[0062] Operation of the message interpreter is further illustrated with respect to Figures 12-15.

[0063] Figure 12 schematically shows a part of a traffic infrastructure 80 having sections Rj_1, Rj, Rj+1. By way of
example it is presumed that a vehicle moves in a direction indicated by arrow X from Rj_1, via RJ-, to Rj+1.

[0064] Figure 13 shows an overview of a method for detecting the vehicle performed by the message interpreter for
section R;, using the messages obtained from the sensor nodes.

[0065] Instep S20 the method waits for a message D from a sensor node. At the moment that a message D is received,
program flow continues with step S21, where the time t associated with the message is registered. The registered time
t associated with the message may be a time-stamp embedded in the message or a time read from an internal clock of
the message interpreter.

[0066] Inembodiments wherein messages are indirectly transmitted to a message interpreter, e.g. by a network formed
by sensor nodes it is advantageous if the embeds the time stamp in the message, so that it is guaranteed that the
registered time corresponds to the observed occupancy status regardless any delays in the transmission of the message.
[0067] Instep S22, itis verified whether the detection is made by a sensor node in alocation of section Rj that neighbors
one of the neighboring sections R; 4 or R;, 4. If that is the case, then in step S23 the event is communicated via the
communication network interface to the message interpreter for that neighboring section. In step S24 it is determined
which vehicle O in the vehicle data base facility is responsible for the detected event. An embodiment of a method used
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to carry out step S24 is described in more detail in Figure 14. After the responsible object O is identified in step S25,
i.e. an association is made with existing object state information, it is determined in Step 26 whether it is present in the
section R;j. If that is the case, control flow continues with Step S27. Otherwise control flow returns to step S20, where
the state of object O is estimated. A procedure for estimating the state is described in more detail with reference to
Figure 15. In step S28 it is determined whether the state information implies that the vehicle O has a position in a
neighboring region R; 4 or R;;4. In that case the updated state information is transmitted in step S29 to the message
interpreter for the neighboring region and control flow returns to step S20. Otherwise the control flow returns immediately
to Step S20.

[0068] A method to associate a message D at time t, with an object O is now described in more detail with reference
to Figure 14.

[0069] In a first step S40, a vehicle index i is initialized (e.g. i=1). In a next step S41, the current state known for the
vehicle with that index i is retrieved from the vehicle database facility. In the next step S42 a probability is determined
that the vehicle O caused the detection reported by the message D at time t. The vehicle index i is incremented in step
S43 and if it is determined in step S44 that i is less than the number of vehicles, the steps S41 to S43 are repeated.
Otherwise in step S45 it is determined which vehicle caused the detection reported by the message D at time t with the
highest probability. In step S46 the index of that vehicle is returned as the result if the method.

[0070] A method to estimate (update the present estimation of) the state of a vehicle is now described in more detail
with reference to Figure 15.

[0071] In step S60 the messages Dy,...,D,, associated with vehicle O are selected?

[0072] In step S61 a probability density function is constructed on the basis of the associated messages.

[0073] In step S62 the current state So and time to for object O are determined.

[0074] In step S63 it is determined whether the time for which the state S of the vehicle O has to be determined is
less than the time t; associated with the current state S,.

[0075] If that is the case, the state S determined by the estimation method is the state update of SO to t, performed
in step S65. If that is not the case, the state S determined by the estimation method is the state update of SO to SO in
step S64. What does it mean?

[0076] Itis noted that other methods are possible to track vehicle state information of individual vehicles. For example
vehicles could be provided with a transponder that signals their momentaneous position to the traffic information system.
[0077] In the claims the word "comprising" does not exclude other elements or steps, and the indefinite article "a" or
"an" does not exclude a plurality. A single component or other unit may fulfill the functions of several items recited in
the claims. The mere fact that certain measures are recited in mutually different claims does notindicate that a combination
of these measures cannot be used to advantage. Any reference signs in the claims should not be construed as limiting
the scope. Further, unless expressly stated to the contrary, "or" refers to an inclusive or and not to an exclusive or. For
example, a condition A or B is satisfied by any one of the following: A is true (or present) and B is false (or not present),
A is false (or not present) and B is true (or present), and both A and B are true (or present).

[0078] More details relevant for the present invention are described in the following Annexes:

A1: Estimation and association for multiple target tracking based on spatially, distributed detections
A2: On Event Based State Estimation

A1: Estimation and association for multiple target tracking based on spatially, distributed detections

[0079] Summary. In this paper we consider the multiple object tracking problem with event-based observations. For
that we predefine a number detection points which are spatially distributed along the road. Whenever the edge of an
object crosses one of the detection points, the position of that detection point together with the time of the event are
received by our tracking algorithm. We assume that objects can cover multiple detection points and propose a method
to estimate the object’s position and orientation from these detections using the shape of the object. Beside that another
method is designed which associates newly received detections with a known object. The objects are tracked with an
event-based state-estimator that uses the estimated position and orientation, although its design is out of the scope of
this paper. Finally our tracking algorithm is critically assessed in a simulation of a parking lot.

1 Introduction

[0080] In multiple target tracking [1-3] one aims to track all the objects/targets, which are moving in a certain area.
Three basic problems arise from tracking objects. The first one is how to measure the object’s position. The second one
is to associate a certain measurement with its correct object and the third one is a state-estimator to keep track of all
the objects. This paper considers the first 2 issues when objects are not measured but detected.

[0081] Considera systeminwhich objects are detected when they cross a predefined 'detection’ point. These detectors
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are triggered by the event that the object’s edge crosses its position. However, they cannot distinguish between the
objects. This paper describes a method in which a new detection is associated with the object that most probable
generated it. Also, a method is described which estimates the position and orientation of the object given the observations
in position and time due to the detections. Other examples in which sensor-data is generated due to an event can be
found in [4,5].

[0082] This paper is organized as follows. Section 2 defines background knowledge such as the notation of (object)
variables and functions that are used throughout this paper. After that the problem is formulated in section 3 together
with existing methods. Section 4 describes the approach which is taken in the design. A more detailed description of
the estimation and associated is presented in Section 5 and 6 respectively. Finally both methods are tested in a small
application example presented in Section 6 and conclusions are drawn in section 7. But let’s start with the background
information.

2 Background

[0083] In order to be clear about notations and variables this section describes those that can be found throughout
this paper.

2.1 Variables

[0084] IR defines the set of real numbers whereas the set IR defines the non-negative real numbers. R.ry defines
the set spanned by the vectors e, and ey, the point p:=x-e,+y-e, is shortly denoted as p = (x,y)T. The set Z defines the
integer values and Z.;. defines the set of non-negative integer numbers. The variable 0 is used either as null, the null-
vector or the null-matrix. Its size will become clear from the context.

[0085] Vector x(f) € IR" is defined as a vector depending on time t and is sampled using some sampling method.

The time t at sampling instant k ¢ £+ is defined as tye R .Thevariablest,e R, x,e IR* and Xy, € Rexk+ gre
defined as:

T i= 1t~ -1, {1a)
x = x(te), (1b)
xo o= {x{tg) x(t1) -~ x(te)) - (1c)

[0086] The matrix A(t,-t) ]R“xb depends on the difference between two time instants t, > t; and is shortly denotes
as A, p,

2.2 Functions

[0087] The transpose, inverse and determinant of a matrix A e IB"*" are denoted as A7, A! and |A| respectively.

[0088] Let us define the probability of the random vector x € R"* as the scalar Pr(x) € {0,1} and the conditional
probability of x given the vector u € T-™ as the scalar Pr(x|u) € {0,1}. The probability density function (PDF), as defined
in [6] section B2, of the vector x € IR"* is denoted as p(x) and the conditional PDF of x given u ®? is denoted as p
(x]u). The expectation and covariance of x are denoted as E[x] and cov(x) respectively. The conditional expectation of
x given a vector u is denoted as E[x[u]. The definitions of E[x], E[x|u] and cov(x) can be found in [6] sections B4 and B7.

[0089] The Gaussian function, shortly noted as Gaussian, depending on vectors x e IR* and ue IR* and on matrix
P e IR"*" is defined as:

10
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G, P) :R" x R x R"™" — R,

= e e, @
T njis

[0090] If p(x) = G(x,u,P), then by definition it holds that E[x] = and cov(x) = P.

[0091] Assume we have the set ' c [RY and the vectors x € IRY and y ¢ IR . Then the function |x - yij ¢ R is

defined as the distance between vectors x and y. The function |(x - T )| e R is defined as the shortest distance from

vector x to set C :

|[(x—C)|: R - R,

3
=min(|lx—cjl), YceC. 3

2.3 Object variables

[0092] Assume there exist an object which is moving in the 3D world space. This object is observed with, for example,

a camera or sensors in the road. Meaning that the object is projected to a 2D space, i.e. R.ry . If we assume that the
shape of the projected object is constant and known, then we can draw a smallest, rectangular box around the object.

[0093] For the box we define a position-vector o = (x,y)7 € R.ry , equal to the center of the box, and an orientation-

vector8 e IR .Inthe case of 0 = 0 and 6 = 0 the corners of this box, as shown in Figure 16, are defined in the set Cp :

Cq:= {cl, 2, €3, Cq}, with ¢; €Ry. 4

[0094] Notice that for an object having a certain o and 6 the new corner-positions of the object’s box are calculated
with Cg . For that a rotation matrix T e R7%% is used as defined in (5). An example of the object’s box for a certain o
and 6 is graphically depicted in Figure 16.

_ [ cos(8) sin(6;)
Ti= (—sin(@k) cos(ak)) : ©

[0095] Beside the positions o and 6 each object also has a certain shape or geometry which covers a certain set of

positions in R.ry , i.e. the grey area of Figure 16. This closed set is denoted with S R.ry and is defined as the union

of the open set of the object’s body Sg Rry and the closed set of the object’s edge Sg c Rry ,i.e. §:=SguU Sk

The set S is approximated by a set of sampled position-vectors A = [A4,Ay,", Akl, With A; € R.ry . To define the vectors

; we equidistant sample the rectangular box defined by Cpg using a grid with a distance r. Each A, is a grid point within

the set S as graphically depicted in Figure 17.
[0096] The aim is to estimate position, speed and rotation of the object in the case that its acceleration and rotational

speed are unknown. Therefore the object’s state-vector s(f) € 183 and process-noise w(t) 2 are defined as:

T 2 r
5(t) = (a(r) a(t) 52'&”) y W)= ('S—'I;;gﬂ 52—5‘)) . 6

[0097] Next the problem is formulated using this background knowledge.

11
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3 Problem formulation
[0098] A total of E objects are observed within the set Riy  The vectors o = (x',y)T and ©' are the ith object’s position-
and rotation-vector respectively. T’ represents the it object’s rotation-matrix dependent on 6. The dynamical process

of object i with state-vector s/, process-noise w/ and measurement-vector m’ is defined with the following state-space
model:

Spi=Ag s+ B, (7a}

i

mj, = (Z’“) = Cst+ v} (7)
k
with

C:=(P*20), p(w):=Gw,,0,0%, plw):=flw). (7c)

[0099] The definition of the elements of state-vector si(t), also shown in Figure 18, are:

90y = (w0 o) 0') 22 2210)". ®

[0100] The objects are observed in R.ry by a camera or a network of sensors. For that M 'detection’ points are marked

within R.ry and collected in the set D c R.ry . The position of a detection point is denoted as d € D. The kt" detection

of the system generates the observation vector zi € {]R;}-,R} if the edge of the it" object covers one of the detection
points d, € D attime

o= (den), if (T (di—ol) €Sk ©)

[0101] However, the system does not know which object was detected for it can be any object. As a result the system

will not generate Zi but a general observation vector z, € {R.ry , R }, which is yet to be associated with an object.

Therefore, due to the ki detection, the observation vector z, is generated whenever one of the E object covers a detection
point d, € D at time .

2 = (i), if{Eli: (7)™ (de —of) esfg}. (10)

[0102] From equations (9) and (10) we conclude that zf;. of (9) is the result after the received observation vector z,

(10) is associated with object i. Notice that both definitions of z, and z';_ assume that the object’s edge is detected exactly
at a detection point d. In reality the detection will be affected by noise. The object therefore has some probability to be

detected at a position v € R.ry which is close to d. This is modeled by defining that the object’s position at the instant

12
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of the detection, i.e. v, is a random vector with mean d and covarianceee IR :
p(v) :=G(v,d,€l). (11)

[0103] Figure 18 shows an example of object i which is detected by multiple detection points. The covariance ¢ of
each detection point is also indicated.
[0104] The sampling method of the observation vectors z., is a form of event sampling [4, 5,7]. For a new observation

vector is sampled whenever an event, i.e. object detection, takes place. With these event samples all N objects are to
be tracked. To accomplish that three methods are needed. The first one is the association of the new observation-vector

z, to an object i and therefore denote it with zi Suppose that all associated observation-vectors zfl are collected in

the set Z,':. € {zo.x}- Then the second method is to estimate mi from the observation-set Zi This is used in the third

method, which is a state-estimator.
[0105] Present association methods are: Gating and Nearest Neighbor (NN) [2], (Joint) Probabilistic Data Association
((J)DPA) [2,8], Multiple Hypothesis Tracker (MHT) [9] and the MCMCDA [10]. Although these can be transformed for

associating the event samples z,.,, this paper will show that the estimation of n:i__ results in a probability that z is in fact
zi., ie, Pr(zk = zi) Therefore the problem which is covered in this paper is the estimation of mi. from the set Z;;,

which also results in the probability Pr(zk = Z'L) For that we assume that the shape of the object is known and that it
is samples as shown in Section 2.3. The state-estimation is not covered in this paper, although itis used in the application
example. Before going into the mathematical details of the estimation we will first describe the approach that is taken.

4 Approach measurement estimation

[0106] In the problem formulation we stated that Z,':. is defined as the set with all observation-vectors from z,., that
were associated with object i. We will first redefine this set before continuing with the approach for estimating m}l..

[0107] The set ZJ’; is defined as the set of all observation-vectors z,, which were associated with object i, from which
their detection point is still covered by the object. We will first show how this is done. At time step kK we have the

observation-set ZI‘:,_J and the observation z, was associated to object j, i.e. zi Now if the object’s edge is detected at
dy for the first time, then zi_ is added to the set 2};_1- However, if the object’s edge is detected at d, for the second
time, then Zi is not added to the set Z‘{.“I and the vector zf,, for which holds that d,, = d,. is removed from Z};_l. This

because in the second case, it means that object i/ drove off the detection point positioned at d,, = d. Therefore Zf’:_ is
defined as:

Z,‘;:={Z£"lnzk1 if di#d,Vi ez, (12)

Z_ Nz, if {In|di=d,nd=(dtn)€Zi_}.

[0108] With this definition of Zj{, the approach for estimating m};, ie. (m|Z;), is given. For clarity we assume that
the object’s shape is rectangular and that all its detection points are denoted with d,,, with n e N < [0,k].

1. The first step is to position the object on each detection point d,, and mirror its set S into the set O,,, as shown in
Figure 19 for a single detection. This way we transform the points that are covered by the object, into possible

vectors of the object’s position af__ € O, given that it is detected at the detection point d,..
2. The second step, graphically depiétéd in Figure 20, is to turn all sets O,, simultaneously around their detection

point d,,. This way, each possible orientation Bif: of the object results in a corresponding possible object’s position

13
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ai, For oi, must be inside all the sets O,,, Vn € N, and therefore thus inside the intersection of all sets O,,, Vn e N,
which is denoted as Oy,

[0109] Therefore if we apply these two steps for a number of orientations 91,::, then at each orientation we have a set
Oy which has to contain the object’s position Oi From all these orientations we can calculate 2 (’"i;lZ;:-) as shown in

the next section.

5 Measurement estimation

[0110] Estimation of the measurement-vector m}l. given the observation set Z‘{. results in calculating p(m"i,]Z{.).

Because both mi and Zf:. always belong to the same object and at sample instant k throughout this section we will

remove the sub- and superscripts i and k in the rest of this section. Therefore we have; m;z -+t and Z]‘:, —t Z, The set
Z consists of the observation vectors z,, for all n € N < [0,k], that were associated to the same object.

[0111] Although the measurement vector is defined as m = (o, 6)7, with o € Bxy and 6 € IR, the detection point at

time-step n are defined as d,, Ry . Meaning that the objects orientation is not directly. However, because every
observation vector z,, € Z detects the object for one and the same 8, the PDF p(m|Z) is approximated by samplingin 6, i.e.:

L \'e
p(m|Z) ~ (Z af) Z D.’]p(ﬂlz, 0= IA)! (13a)
1=1 =]
. 27
with A := T and oq:=Pr(8=I14(Z}. (13b)

[0112] The main aspect of equation (13a) is to determine p(0|Z,8). To do that we define the set O,(6) € ny to be
equal to all possible object positions o, given that the object is detected at position d,, € z,(¢ Z) and that the object’s

rotation is equal to 6. The determination of O,(0) € Ry is presented in the n the next section. Therefore, if one object
is detected at multiple detection points d,,, Vn € N, then the set of all possible object positions o given a certain 8 equals
0,(8):

On(8) := () 0x(8). (14)
neN

[0113] Equation (14) is graphically explained in Figure 21 for two different values of 6 and N = {1,2}.
[0114] Both p(0|Z,6) and o, are related to the set Op(0) due to the fact that it Op(theta) defines the set of possible
object positions o for a given 6. To calculate p(o|Z, 6) and o, we define the functions f(0|Z,0) and g(o|Z,0):

_Joif o¢on(8),
f(DlZmB) - {]_ if 0&e O,;(B):

(15)
0if o¢On(8),

g(OIZ,g) o HneNf(G|Zm 9) = {1 if o€ ON(B)

[0115] Therefore the PDF p(0|Z,0) and probability o, are:

14



10

15

20

25

30

35

40

45

50

55

EP 2 196 973 A1

g(0|Z,8) 2. g(0lZ,08)do

PO = 1 el 0vde 7 . lolen 00"

(16)

[0116] With (16) both p(m|Z) is calculated according to (13). The rest of this section is divided into two parts. The first
part derives the probability function based on a single detection, i.e. f(0|z,,,6). While the second part derives the probability
function based on a multiple detections, i.e. g(0|Z,6).

5.1 Single event detection

[0117] In order to derive f(0|z,,0) we will use the set A, defined in 2.3, which contains the sampled positions A; that
are covered by the object if 0 = 0 and 6 = 0. Notice that if the object covers the origin, i.e. (x,y)T = 0, then the possible
values of the object position o are given by the set -A. This is graphically depicted in Figure 22 (left). From that we can
conclude that if the object covers the detection point d,,, given a certain orientation 6 and rotation-matrix T, the sampled
set A can be transformed into a sampled set of O,,, denoted with O,;:

On:=1[61, 62, -, 6], with 6;:=d~TA €O, amn

[0118] Figure 22 (right) graphically depicts the determination of O, from the set A for a given 6 and detection point d,,.
[0119] The function f(o|z,,0), as defined in (15), is approximated by placing a Gaussian function at each sampled
position 6; € O, with a certain covariance dependent on the grid-size r:

K
flolz,, 0) =217 ¥ G (0,6, 1**?), (18a)

i=1

with,

2A 2 ( r_ r—
yi= (?) (O.ZS—O.OSe"ﬂBﬂ—O.OSE_iTEUM ' ) (18b)

[0120] The approximation of (18) assumes that the object is detected exactly at d,,. In Section 3 we stated that the

detection can be a bit of a detection point. The PDF that the object is detected at position v € R.;y given the detection
point d,, is defined in (11). Inserting this uncertainty into (18) results in the final f(0|z,,,0):

K - -}
flolzn, 8) =22 Y [ G(v,d,e)G(o,v—Th,yI)dv. (19)
=1

[0121] Equation (19) is solved with the following Proposition and the fact that G(x,a + b,C) = G(x-b,a,C):

[0122] Proposition 1. Let there exist two Gaussian functions of the random vectors x ¢ IR® and m e B2 and the
matrix T e B4%4 ; G(x,u,U) and G(m,I'x,M). Then they have the following property:

f G (o, u,UYG(m,Tx,M)dx = G(Fu,m,FUFT-I-M). (20

—
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Proof. The proof can be found in Section 9.
[0123] Applying Proposition 1 to (19) results in:

LY
f(olz.,8) =277’} G(0,6,R), with R:=(e+7)I**% (21)

i=1

[0124] From f(0|z,,6) based on a single detection, the next step to multiple detections, i.e. g(olZ,0), is taken.
5.2 Multiple event detections

[0125] The aim of this section is to calculate the function g(o|Z,8) by substituting equation (21) in the definition of g
(0|Z, 6) as shown in (15):

2(0|Z,6) ]’[zyry-):G 0,6!,R), with &:=d,—Th. (22)

neN i=1

[0126] If N contains m elements, then calculating equation (22) would result in K™ products of m Gaussian functions
and sum them afterwards. This would take too much processing power if mis large. Thatis why equation (22) is calculated
differently.

[0127] Instead of using all detection points d,, we will use a subset of them. The derivation of this subset is graphically

depicted in Figure 23 for N = {1,2}. For that consider the rectangular set Coe Rxy of Section 2.3 defined by its corners

[c4, €5, €3, ¢4]. For each detection point d,, we define the set C, (6) c Ry with corner-points [c,,,(6), ¢,,(0), C,(6), ¢y,
(0)] defined as:

Cn(0) i=Te;+dy. {23)
[0128] Let us define the rectangular set Cy 0) < Ry as the intersection of the sets €, (0),Vne N, ie.

Cu(8) := () Cul8). (24)

neN

[0129] Meaning that each detection point d,, defines a rectangular set denoted with C, (6) dependent on rotation 6.

The intersection of all these rectangular sets is defined with the set Cy ().
[0130] In the beginning of this section we defined two different sets shown in Figures 19 and 20. The first set, O,,(6),

shown in Figure 19 defines all possible objet positions o based on a single detection at d,,. The second set, i.e. Op(6),
shown in Figure 20, defines all possible object positions o based on all detections at d,,, Vn € N. Notice that as a result

0,0)c C, (8)and Op(0) Cy (8). Meaning that only within the set Cy (8) all the functions f(o|z,,, 8) have an overlapping
area in which they are 1. Outside Cy (8) there is always at least one f(o|z,,, 6) which is 0 and therefore makes g(o|Z, 6)

outside Tw (6) equal to 0. Therefore g(o|Z, 6) of (22) can be approximated by taking only those Gaussians of the

functions f(o|z,, 6) into account of which their mean, i.e. 6}1, is close or in the set Ty (). We define that close to Cw
(8) means a distance of at most y + &, which defined R in (21). The function g(o|Z, 8) of (22) is therefore approximated as:

(o|Z,8) ~ [ ] 2ny* ¥ G(o0,8",R), (25a)
neN igl”
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with

{I7: (6} —Cu(B))| < (y-+E)Vie T}, (25b)

We can even decrease the number of Gaussians of (25) even further. This because if for a certain detection point d,, it

holds Cy (6) < O,(6), it means that when we remove the detection point d,, it will not affect the set Cy (6). Therefore
equation (25) is reduced to:

g(0(z,8) = [[ 27V* ¥ G(a,8},R), (26a)
n=M el
with
{NC N:Cy(8) C0,(8),7n e {N\N}}. (26b)

[0131] The calculation of (26) is done by applying the following two propositions. The first one, i.e. Proposition 2,
shows how to rewrite a product of a summation of Gaussians into a summation of a product of Gaussians. The second
one, i.e. Proposition 3, proofs that a product of Gaussians results in a single Gaussian.

[0132] Proposition 2. The product of a summation of Gaussians can be written into a summation of a product of
Gaussian:

c N8 ¢
HijGxx R}= (HPJ ) 2 ]___[G(.vc,xf(""m)I R) with (273)

fex] ==l j=]

C+1
Hr*;-{-[ Pr

m— L (f(r=1,m) = 1) (IF* o)
' (27b)
1

[0133] The proof is given by writing out the left hand side of (27a) and restructuring it.
[0134] Proposition 3. The product of Gaussians is again a Gaussian:

C i '
[16 xR =BG 2 f"l D= RN nd B= HG E"—lx", JR . (28)
=i C 1 " j—

i=2

[0135] The proof is given in Section 10.
[0136] Now applying Propositions 2 and 3 on (26) results in a solution of g(o|Z, 8) as a summation of Gaussians of
the form:

2(0|Z,8) = Eﬁ )G (0,0'(8),R'(8)), (29)

[0137] Equation (29) is approximated as a single Gaussian function:
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g(0|Z,8) = B(8)G(0,(6),R(8)), with (30a)
H i
Ble) =Y B(8), o(0):=Y E8iq)

B
(R'(6)+ (o(6) - (6)) (s(8) - 0'(8)) ).

._
1l
1l

—

(30b)

=
[ea]
SNt
l
=
=™
R =
g

[0138] With the result of (30) we can approximate g(o|Z, 6). In order to calculate the PDF p(m|Z), equation (30) is
substituted into equation (16) together with f(o|Z,,, 8) of (21) to calculate p(o|Z, 6) and o.,. Substituted these results into
(13) gives:

)L: B(4)

plmiz) = iSi Tk B(14)

G(o,a(lA},R(14)). €2

[0139] Aswasmentioned inthe problemformulation, the PDF p(m|Z) also gives us the probability thata new observation
vector is generated by an certain object i. This is discussed in the next section.

6 Detection association

[0140] The total probability that a new observation vector z, is generated by object i is equal to the total probability of

the measurement-vector mi_ given the observation set [Z,‘;_l,zk]. For this probability we can use p(mi_|z'{__“zk) which
is equal to equation (31). The definition of a PDF is that its total probability, i.e. its integral from - to «, is equal to 1.

To make sure that p(mHZi__l,zk) of equation (31) has a total probability of 1, it is divided by its true probability
Pr(miIZ,';_l,zk). In order to be able to compare these different measurement-vector per object, we normalize each

probability with the surface covered by the object. As a result, Pr(zk = Zi) is equal to:

B(IA). 32
M(?,, K=,):]ﬁ (32)

[0141] The variables y and K’ are equal to y and K respectively, which define the approximation of the function

f(mi]zﬁ,, Bi: as shown in (18). With the probability of (32) one can design a method which associates an observation-

vector due to a new detection, to its most probable object i. Although the estimation method requires a certain amount
of processing power, one can reduce this by reducing the number of samples in the set A. Meaning that association
and estimation can be done with different sizes of A. Moreover, if the objects have a rectangular shape, then with some
tricks one can reduce the amount of processing power to a level at which both association as well as estimation can
run real-time.

[0142] Now that both the measurement estimation as well as the detection association are designed, both are tested
in a multiple object tracking application.

7 Application example
[0143] Asanapplication example we take a parking lot of 50 by 50 meters with a network of wireless sensors distributed
randomly along the road’s surface. Each sensor can detect a crossing vehicle. A total of 2500 sensors was used resulting

in a density of one sensor per square meter. The vehicles are all assumed rectangular shaped objects with a length of
5 meters and a width of 2 meters. A total of 4 vehicles manoeuvre within the parking lot and are tracked using a data-
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associator followed with an event state-estimator.

[0144] The simulation case is made such that it contains two interesting situation. One in which two vehicles cross
each other in parallel and one where two vehicles cross perpendicular. For comparison the objects are tracked using
two different association methods. The first one is a combination of Gating and detection association of 6. The second
one is a combination of Gating and Nearest Neighbor.

[0145] The result of the detection associator (DA) for both crossings is shown in Figure 24 while the result of the
Nearest Neighbor (NN) associator is shown in Figure 25. In both results the real object is plotted in a thick, solid line
while its estimated one is plotted in a thin, solid line. The associated detections of each object are given with a symbol
which is different for each object; ‘1’ if associated with vehicle 1, '[1" if associated with vehicle 2, 'V’ if associated with
vehicle 3 and ' if associated with vehicle 4. Figure 24 shows with the DA all detections were correctly associated to
the one object, while If NN is used as an association method, we see that a lot of incorrect associated detections.
Therefore we can concluded that using the detection association of 6 results in less estimation-error compared to NN.
[0146] A second simulation is done to compare the percentage of incorrect associated detections. Again for the both
DA as well as NN only now 4 different amount of detection points were used: 3000, 2500, 2000 and 1500. This table
shows that the detection association has a better performance compared to Nearest Neighbor.

Table 1. Percentage of incorrect association

amount of detection DA NN
points
3000 0% 4.5%
2500 0% 5.6%
2000 0% 7.8%
1500 0% 2.2%

8 Conclusions

[0147] This paper presents a method for estimating the position- and rotation-vectar of objects from spatially, distributed
detections of that object. Each detection is generated at the event that the edge of an object crosses a detection point.
From the estimation method a detection associator is also designed. This association method calculates the probability
that a new detection was generated by an object i.

[0148] Anexample of a parking lot shows that the detection association method has no incorrect associated detections
in the case that two vehicles cross each other both in parallel as well as orthoganal. If the association method of Nearest
Neighbor was used, a large amount of incorrect associated detections were noticed, resulting in a higher state-estimation
error.

[0149] The data-assimilation can be further improved with two adjustments. The first one is replacing the set S with
Sg only at the time-instants that the observation vector is received. The second improvement is to take the detection
points that have not detected anything also in account.
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9 Proof of Proposition 1

[0151] Proof. Defined are two Gaussian functions with the vectors x e [B" , ue JB", me RY and matrices U e

R*n Me R?* T e Rexr: G(x,u,U) and G(m,Tx,M). Suppose we define the following PDFs and relation of m with
somece RY:

m=TIx+4¢c, with (33a)
ple) =CG(m0,M) and p(x) = Glx,u,U), (33b)

[0152] Then from probability theory [6] p(m) is equal to:

pm):= / ) p(m|x)p(x)dx (34a)

= / G(m, Ix, M)G(x,u,Udx. (34b)

[0153] Applying theorem 3.2.1 of [11] on (33b) we have that p(I'x) = G(I'x,['u,T'Ur'T). Now if we have the random
vectors ae B" and be IR" with p(a) = G(aqu4,U,) and p(b) = G(b,u,,U,) then they have the property p(a+b) = G(a+h,
uq+u,,Uy+U,) as proven in [12]. Applying this on (33a) results in:

p(m) = G(m,Lu,TUTT + M), (35a)
- f " G(m, [, M)G(x,u,U)dx = G(m, [, TUTT + M), (35b)

10 Proof of Proposition 3

[0154] Proof. A product of Gaussians can be written as:

N N1
116 (%, R) = G{x,xm, B) [] G(x,5,,R), (362)
i=1 j=1
Nlx
= By-1G(x, x4, R)G (x, ZIG—_‘ 1’ : % (36b)
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[0155] From Proposition 1 and the Kalman filter in Information form [13], a product of 2 Gaussians equals:

G(x,u,U)G(m,x,M) = G(m, 1, U + M)G{x,d, D), (37a)

with D7'=U"14+M1, d=DU lu+DM lm. (37b)

[0156] Applying (37) on (36b), together with the fact that G(x,y,Z) = G(y,x,Z) we have:

N lx Nr Y% R
G(x,x;,R) = By_1G | xp, 22 22 Vo522 2. (38)
E 7 ( N=1’N-1 N 'N

[0157] Equation (38) is equal to (28) for:

ol e
By =Bno1G (lN, N1 'N-1}’ (39a)
N RETIN
=J]c (xi; —.’—‘11—’, = . (35h)
P i— i—1

A2: On Event Based State Estimation

[0158] Summary. To reduce the amount of data transfer in networked control systems and wireless sensor networks,
measurements are usually taken only when an event occurs, rather that at each synchronous sampling instant. However,
this complicates estimation and control problems considerably. The goal of this paper is to develop a state estimation
algorithm that can successfully cope with event based measurements. Firstly, we propose a general methodology for
defining event based sampling. Secondly, we develop a state estimator with a hybrid update, i.e. when an event occurs
the estimated state is updated using measurements; otherwise the update is based on the knowledge that the monitored
variable is within a bounded set used to define the event. A sum of Gaussians approach is employed to obtain a
computationally tractable algorithm.

1 Introduction

[0159] Different methods for state estimation have been introduced during the last decades. Each method is specialized
in the type of process, the type of noise or the type of system architecture. In this paper we focus on the design of a
state estimator that can efficiently cope with event based sampling. By even sampling we mean that measurements are
generated only when an a priori defined event occurs in the data monitored by sensors. Such an effective estimator is
very much needed in both networked control systems and wireless sensor networks (WSNs) [1]. Especially in WSNSs,
where the limiting resource is energy, data transfer and processing power must be minimized. The existing estimators
that could be used in this framework are discussed in Section 4. For related research on event based control, the
interested reader is referred to the recent works [2], [3].

[0160] The contribution of this paper is twofold. Firstly, we introduce a general mathematical description of event
based sampling. We assume that the estimator does not know when new measurements are available, which usually
results in unbounded eigenvalues of its error-covariance matrix. To obtain an estimator with a bounded error-covariance
matrix, we develop an estimation algorithm with hybrid update, which is the second main contribution. The developed
event based estimator is updated both when an event occurs, with received measurements, as well as at sampling
instants synchronous in time. Then the update is based on the knowledge that the monitored variable is within a bounded
set used to define the event. In order to meet the requirements of a low processing power, the proposed state estimator
is based on the Gaussian sum filter [4,5], which is known for its computational tractability.
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2 Background notions and notation

[0161] R defines the set of real numbers whereas the set .. defines the non-negative real numbers. The set Z

defines the integer numbers and Z-i- defines the set of non-negative integer numbers. The notation 0 is used to denote
either the null-vector or the null-matrix. Its size will become clear from the context.

[0162] A vector x(t) € R" is defined to depend on time t € R and is sampled using some sampling method. Two
different sampling methods are discussed. The first one is time sampling in which samples are generated whenever
time t equals some predefined value. This is either synchronous in time or asynchronous. In the synchronous case the

time between two samples is constant and defined as t; € R, . If the time t at sampling instant k, € Z+ is defined as
t» With tp_ == 0, we define:

X, = x(fku) and Xgiky = (x(tgn),x(tlu),’ . ,x(tka)).

[0163] The second sampling method is event sampling, in which samples are taken when an event occurred. If { at

event instant k, € Z4 is defined as t,, with f,_, := 0, we define:
X, :=x(t;\.¢) and X0 ok, 1= (x(f(}e),x(tle), T ,x(tk,)).

[0164] A transition-matrix A, ;, € R is defined to relate the vector u(ty) € R to a vector x(t,) € [R® as follows:
X(tp) = Agy u(ty)-

[0165] The transpose, inverse and determinant of a matrix A € IR"*" are denoted as A7, A-! and |A| respectively.
The " and maximum eigenvalue of a square matrix A are denoted as A;(A) and A, (A) respectively. Given that A e
R#%"* and B e R**" are positive definite, denoted with A >0 and B > 0, then A > B denotes A - B> 0. A > 0 denotes
A is positive semi-definite.

[0166] The probability density function (PDF), as defined in [6] section B2, of the vector x € [B*# is denoted with p(x)

and the conditional PDF of x given u e IR? is denoted as p(x|u). The expectation and covariance of x are denoted as
E[x] and cov(x) respectively. The conditional expectation of x given u is denoted as E[x|u]. The definitions of E[x], E[x|u]
and cov(x) can be found in [6] sections B4 and B7.

[0167] The Gaussian function (shortly noted as Gaussian) of vectors x € IR" and ue E"? and matrix P e [R"*" is
defined as G(x,u,P): R" x |B" x B"*" 5 R  ie.

G, P) = e 05 ) )

V (27} | Pt

[0168] If p(x) = G(x,u,P), then by definition it holds that E[x] = u and cov(x) =
[0169] The element-wise Dirac-function of vector x € [B" , denoted as 3(x): 18" — {0,1}, satisfies:

5(x)={0 Tx20 nd [ s@dx=1. @
1if x=0

=

-0

[0170] For a vectors x € R" and a bounded Borel set [71Y c |7, the set PDF is defined as Ay(x): [E" — {0, v} with

ve R defined as the Lebesque measure [8] of the set Y, i.e.:
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0 if xg¥,
Arlx) = {v“ if xe?. 3

3 Event sampling

[0171] Many different methods for sampling a vector y(f) € IR can be found in literature. The one mostly used is time
sampling in which the kg‘ sampling instant is defined at time ¢, := ¢, 1 + 7,4 for some 7,4 € R+ . Recall that if y(f)
is sampled at ¢, it is denoted as y, . This method is formalized by defining the observation vector z,_q:=

(y},;_l,tk,,_ﬂr € R**! at sampling instant k, ;. Let us define the set Hy.(2y,.1) = IR containing all the values that t can
take between f,__q and f_4 + 1y 1 i.€.

Hyy(zg,—1) = {1 € Rlt,o1 S1 <1+ 5,11} )

[0172] Thentime sampling defines that the next sampling instant, i.e. k,, takes place whenever present time t exceeds
the set Hy(z,, 1). Therefore z, is defined as:

Ty = Vrplt,) I ¢ &€ He (2,1 (5)

[0173] Inthe case of synchronous time sampling 7, = t;, Vk, € Z..  which is graphically depicted in Figure 26. Notice

that with time sampling, the present time t specifies when samples of y(f) are taken, but time t itself is independent of y
(t). As a result y(f) in between the two samples can have any value within fp# . Recently, asynchronous sampling
methods have emerged, such as, for example "Send-on-Delta" [9,10] and "Integral sampling" [11]. Opposed to time
sampling, these sampling methods are not controlled by time t, but by y({) itself.

[0174] Next, we present a general definition of event based sampling, which recovers the above mentioned asynchro-
nous methods, for a particular choice of ingredients. Let us define the observation vector at sampling instant k, - 1 as

-1 = (}'E_I,t;;ﬂ_] )T € e+l With that we define the following bounded Borel set in time-measurement-space,

i.e. er(Zke_1,t) c R9*+1 | which depends on both zke-‘l and t. In line with time sampling the next event instant, i.e. ki,
takes place whenever y(t) leaves the set Hy (z,.1, t) as shown in Figure 27 for g = 2. Therefore z,_ is defined as:

2 = Okeotr,) i ¥() € Hi (2k,-108) (6)

The exact description of the set H, (z,,.4, ) depends on the actual sampling method. As an example Hy (z..1.f) is

derived for the method "Send-on-Delta", with y(f) € IR . In this case the event instant k, occurs whenever |y(f) - yj..1|

exceeds a predefined level A, see Figure 28, which results in H,_ (z,.4.1) ={y € R|-A<y- Yie-1 <A}

[0175] In event sampling, a well designed Hy, (2.4, ) should contain the set of all possible values that y(t) can take
in between the event instants k, - 1 and k,. Meaning that if t, | <t <t then y(t) € Hy (z,.1.t). A sufficient condition is
that yy.1 € Hy,(2,.1,1), which for "Send-an-Delta" results in y(f) € [Vy ¢ -AYe.q tAl forall t -1 <t <t .

4 Problem formulation: State estimation based on event sampling

[0176] Assume a perturbed, dynamical system with state-vector x(f) € |# , process-noise w(t) e R* , measurement-
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vector y(f) e IR¥ and measurement-noise v(f) € IR? . This process is described by a state-space model with A_ e [E"**
B, e R"*" and C € RZ*" . An event sampling method is used to sample y(t). The model of this process becomes:

x(t+17) = Apx(t) 4+ Byw(t), (7a)
¥(t) =Cx(t) +v(t), (7b)
z, = ()" i y(t) € Hi (ze—1,1), (7c)

with

pw(r)):=G(w(r),0,@) and p{v(r)):=G(v(1),0,V).  (7d)

The state vector x(f) of this system is to be estimated from the observation vectors z,_, . Notice that the estimated
states are usually required at all synchronous time samples k,, with £, =t,_-f, 4, e.g., as input to a controller that runs
synchronously in time. As such our goal is to construct an event-based state-estimator (EBSE) that provides an estimate
of x(f) not only at the event instants t,_ but also at the sampling instants #, . Therefore, we define a new set of sampling
instants ¢, as the combination of sampling instants due to event sampling, i.e. k,, and time sampling, i.e. k:

t, if 4, <tr,,

. (8a)
te, if te, 21,

{tom-1} == {tou,—1 U {tok.—1} and 1,:= {

and

< < o<ty Xpi=x{l)y Y=y} (8h)

[0177] The estimator calculates the PDF of the state-vector x,, given all the observations until £,,. This results in a
hybrid state-estimator, for at time t, an event can either occur or not, which further implies that measurement data is
received or not, respectively. In both cases the estimated state must be updated (not predicted) with all information until
t,. Therefore, depending on t, a different PDF must be calculated, i.e.:

if =1, = p(xalzo e —1) with e <, <t (9a)

if =t = plalzo,e, ) (9b)

The important parameters for the performance of any state-estimator are the expectation and error-covariance matrix
of its calculated PDF Therefore, from (9) we define:

Elxylan,m.—1] if =1
Xafn 7= { [-MJIZUe.lc 1] 1 n =y and Pn|n <= ooV (xn _xnlu) . (10)

E {l'uon,;ke] il =14,

The PDFs of (9) can be described as the Gaussian G(X,,X,j,, Ppln)- The square root of the eigenvalues of Py, i.e.
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4 M,-(P,d,[), define the shape of this Gaussian function. Together with x,, , they indicate the bound which surrounds 63%

of the possible values for x,,. This is graphically depicted in Figure 29 for the ID case and Figure 30 for a 2D case, in a
top view. The smaller the eigenvalues 7»,-(Pn|n) are, the smaller the estimation-error is.

[0178] As such, the problem of interest in this paper is to construct a state-estimator suitable for the general event
sampling method introduced in Section 3 and which is computationally tractable. Furthermore, itis desirable to guarantee
that P, has bounded eigenvalues for all n.

[0179] Existing state estimators can be divided into two categories. The first one contains estimators based on time
sampling: the (a)synchronous Kalman filter [12, 13] (linear process, Gaussian PDF), the Particle filter [14] and the
Gaussian sum filter [4, 5] (nonlinear process, non-Gaussian PDF). These estimators cannot be directly employed in
event based sampling as if no new observation vector z,_is received, then t, - t,_ — e and A(Py,.1) — <. The second
category contains estimators based on event sampling. In fact, to the best of our knowledge, only the method proposed
in [15] fits this category. However, this EBSE is only applicable in the case of "Send-on-Delta" event sampling and it
requires that any PDF is approximated as a single Gaussian function. Moreover, the asymptotic property of P,,|,, is not
investigated in [15].

[0180] In the next section we propose a novel event-based state-estimator, suitable for any event sampling method,
together with a preliminary result on asymptotic analysis.

5 An event-based state estimator

[0181] The EBSE estimates x,, given the received observation vectors until time t,. Notice that due to the definition
of event sampling we can extract information of all the measurement vectors y.,. For with t; € {to.,} and jg € {to .4} it
follows that:

{nyHj,(Zj,—l,ff) if ) <6 <ty, (1)

Yi=Yj. if ti=tje.

[0182] Therefore, from the observation vectors zy,,, and (11) the PDFs of the hybrid state-estimation of (9), with the
bounded, Borel set Y;c J&Y, results in:

P (xalyo €Yo, 1 €Yy €Fy)  with (12a)
Yy | e (zge—1411} 1f tie—1 <t <1y, (125)
{yjc} if t,-:tje.

[0183] For brevity (12a) is denoted as p(x,|yo., € Yo.,) and with Bayes-rule [16] yields:

P (xnly{l:n—l € YO:n-I)P (yn € Y,,II,,)
4 (}’n € Ynl)’ﬂ:n—l S 1‘r():u—l)

P (In Iy{]:n € Yﬂ:u) = (13)

[0184] To have an EBSE, with low processing demand, multivariate probability theory [17] is used to make (13)
recursive:

plalb)i= [ plalclplcleyde = (14a)
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P (xn IJ’O:uml € Y[):n—[) = P(In lxn— 1 )P (-’Cn—l |y0:n—1 € You-1 ) dxy_1, (14b)

i

P ()’n € Y;:I)’O:n—l S YU:n-»l) = / 14 (—Tn |J’U:n--1 & Hl:n—l)p()’n e, |xn)dxn- (l4c)

[0185] The calculation of p(x,|yo., € Yo:n) is done in three steps: 1. Assimilate p(y, € Y,|x,) for both ¢, =t and t, =
ty,- 2. Calculate p(x,|yo., € Yo.,) @s @ summation of N Gaussians. 3. Approximate p(x,|yo., € Yo:n) @s a single Gaussian
function. The reason for this last step is to design an algorithm in which p(xn|y0:n € Yy.p) is described by a finite set of
Gaussians and therefore attain computational tractability. Notice that (13) gives a unified description of the hybrid state-
estimator, which makes an asymptotic analysis of the EBSE possible, as it will be shown later in this section.

5.1 Step 1: measurement assimilation

[0186] This section gives a unified formula of the PDF p(y,, € Y,|x,) valid for both t, = {, and t, = t,_. From multivariate
probability theory [17] and (7b) we have:

pln € Ynlxn) :=/ POulxa)plyn €X)dy, and P()’nlxn) = G{yy,Cx,, V). (15)

[0187] The PDF p(y, € Y,) is modeled as a uniform distribution for all y,, € Y,,. Therefore, depending on the type of
instant, i.e. event or not, we have:

Ay (vn) i t1 <ty <4y,

. (16)
6 (¥n ““J’kg) if I = b,

P(yn = Y;u) = {

[0188] Substitution of (16) into (15) gives that p(y, € Yy|xp) = G(yy,,Cxp,, V) if t, = t, . However, if t, = t,_ then p(y, €

Y,|x,) equals AH*: ()’5:), which is not necessarily Gaussian. Moreover, it depends on the set H, and therefore on the
actual event sampling method that is employed. In order to have a unified expression of p(y,, € Y,|x,,) for both types of

t,, independent of the event sampling method, AH;.-, (}’n) can be approximated as a summation of N Gaussians, i.e.

N r * * N +
AH;-, (yn)) = Ea::G(ym)’:an:) and E o, = 1. (7
i=1

i=1

This is graphically depicted in Figure 31 for y,, € B2 . The interested reader is referred to [4] for more details.
[0189] Substituting (17) into (16) yields the following p(y, € Y,|x,) if t, = t;4:

N oa
POon i)~ Y. 0 [ GlomCan VIGOM Y Vil (18)
i=} -

[0190] Proposition 1.[12,14] Let there exist two Gaussians of random vectors xe B" andme R? ,withT € RI*";
G(m,I'x,M) and G(x,u,U). Then they satisfy:
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/ G{x,u,U) G(m,['x,M)dx = G{Tu,m, TUT" + M}, (19)

G{x,ue,U) G(m,T'x,M) = G (x,d,D) G(m,[u,TU'T + M), 0
- (20)
with D:=(U~'+I'"M"™'T) ' and d:=DUu--DITM .

[0191] Applying Proposition 1 ((19) to be precise) and G(x,y,Z) = G(y,x,Z) on (18) yields:

N r » r
plyn € nlxn) = Z G:,G(}’:,,mev-i- Vidy it = I, 21)

i=]1

[0192] In conclusion we can state that the unified expression of the PDF p(y,, € Y,|x,), at both ¢, = {,_and t, = t,_, for
any event sampling method results in:

N
PO € Yolxmn) = Y el GOYL, Oy RE)  with R :=V +V.. (22)
=1

[0193] If t, = t,, the variables of (22) are: N =1, ar} =1, )’rlx =y, and V! = 0. If t, =, the variables depend on
AHkg (y,,) and its approximation. As an example these variables are calculated for the method "Send-on-Delta" with y
cR.

[0194] Example 1. In"Send-on-Delta", for certain N, the approximation of AHL,, ()’n)a as presented in (17), is obtained
with i e {1, 2, ... ,N} and;

- N=23i-1)-1
R = PR
9A\2 (23)
. < (A AN=1)
al =N, Vi= (W) (0.25-0.05;;““““15 b _0.08e ) Vi,

[0195] With the result of (22), p(x,|yo.n € Yo.n) €an also be expressed as a sum of N Gaussians.
5.2 Step 2: state estimation

[0196] First the PDF p(x,|Yg:n.1 € Yo:n.1) OF (14b) is calculated. From the EBSE we have p(x,,_1|yo.n.1 € Yo:n1) == G

(Xp-1:Xp-1{n-1> P-1:n-1) @nd from (7a) with <, := t, - t,,.; we have Pxalxu_1) := G{xn,Ar,xn—1,B1, 0BT ). Therefore using
(19) in (14b) yields:

P(xn |y0:n—l € Y(Jm—l) = G(xmxnfn—lapn,n—l) with

T T 24
Xoln=1 = Afnxu—lln—! and Pn|n—-1 = ATnPn-——Hn-»EAr,, +BTnQBTn‘

[0197] Next p(x,|yo., € Yo.n), defined in (13), is calculated after multiplying (22) and (24):
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N
p(x,, |yﬂ—1 € YU:n—l)p(yn EY, Ixn) =~ Z a:lG(xmxnha—l 1Ea[u—1)G(y:1:CImR:1)' (25)

=1

[0198] Equation (25) is explicitly solved by applying Proposition 1:
N ¥ = 4 -
P(x.rt b"ﬂ:ﬂ—l € YD:n—l)P(J"n et |xn) ~ Z a:;ﬁ;l;G(xmx:n P;j;) with (26a)
i=1

x{: = P:‘r (P.i.n[_lxnh—] +CT (Rfl)_lyfx) ) P:,: = ( -] 1 +CT (R:.I)_[ C)

n fijn—

and ﬁa: S G(yf,,Cx,,],,_l,CP,,|,,_|CT +R51)'

{26b)

[0199] The expression of p(x,|yo-, € Yo-n) @s @ sum of N Gaussians is the result of the following substitutions: (26)
into (13), (26) into (14c) to obtain p(y,, € Y, | Yo:n-1 € Yo:n-1) @nd the latter into (13) again. This yields

N i ﬁi L
plx |)’0:ﬂ € Youu) = Z NH—FE;G(XM%:PD- (27)
i=1 Li=1 %

[0200] The third step is to approximate (27) as a single Gaussian to retrieve a computationally tractable algorithm.
For if both p(x,,.11¥0:n-1 € Yo:n-1) @nd p(y, € Y,|x,) are approximated using N Gaussians, the estimate of x,, in (27) is
described with M, Gaussians. The value of M, equals M,,_;N, meaning that M,, increases after each sample instant and
with it also the processing demand of the EBSE increases.

5.3 Step 3: state approximation

[0201] p(X,lyo.n€ Yo:n) Of (27) is approximated as a single Gaussian with an equal expectation and covariance matrix,
ie.:

Plxulyom € You) = G (xmxnlmPnin) with (28a)
N 13 Y31 N i@
Oy nx:n anﬁn i { iyT
= —_—r P, —_— P + 1 —x’ —x' . Q.Sb
Xaln 1=21 E,r\;l afgﬂ,; nln ; Z{il af;ﬁ;: ( ] (Ir |n n) (xn|n ! ) ) ( )

[0202] The expectation an covariance of (27), equal to Xnin and Pn|,, of (28), can be derived from the corresponding
definitions. Notice that because the designed EBSE is based on the equations of the Kalman filter, the condition of
computational tractability is met.

5.4 Asymptotic analysis of the error-covariance matrix

[0203] In this section we investigate the asymptotic analysis of the error-covariance matrix of the developed EBSE.
By this we mean that we analyze lim,,_,., P, which for convenience is denoted as P... Note that for the classical Kalman
filter (KF) [12] such an analysis is already available. However, for any other type of estimator asymptotic analysis remains
a very challenging problem, which is why in most cases it is not even considered.

[0204] Let us first recall the result on the asymptotic analysis of the Kalman filter. If x(f) of (7) is estimated, directly
from y(f), with the KF at synchronous sampling times ¢, := n - t,, then Pn|n is updated as follows:
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-1 _ -1
P = ((APrcijpsd] +B,0BF) ' +CTVIC) 29)

[0205] In[18,19]itis proven that if the eigenvalues of A are within the unit circle and (A;,C) is observable, then P_
= Pk. The matrix P equals the solution of:

B -1
Py == ((AIJPKA?: +B’:QB?:) 1 + V_l) ) 0

For the EBSE however, we cannot prove that P_ equals a constant matrix. Instead we will prove that all the eigenvalues
of P_,are bounded, i.e. that A, (P.,) <. As described in Section 4 this is a valid indication of an estimator’s performance.

[0206] The main result of this section is obtained under the standing assumption that AHk, is approximated using a

single Gaussian. Note that the result then also applies to the estimator presented in [15], as a particular case. We
assume that the eigenvalues of the A ,-matrix are within the unit-circle and (A, ,C) is an observable pair. The following

technical Lemmas will be of use.

Lemma 1. Given the process model (7) and covariance matrices P> 0 and Q > 0, then for any 0 <ty <1, we have

that Az, PAZ1 5Ar2PA£ and Bz, QB; = BrlQBZ-;‘ See the Appendix for the proof.

Lemma 2. Let any square matrices V, < V, and W, < W, with V,; 2 0 and W, = 0 be given. Suppose that the

- - -1 - _ -
matrices U, and U, are defined as U= (Vl ! +CTWI 1C') and Up 1= ( A 1-|-C'TW2 [C) I, for any C of
suitable size. Then it holds that Uy < U,.

[0207] Proof. From [20] we have that Vl_1>_-V,," and CTW]"ICECTWZ‘IC_ Hence, it follows that

Vl_l +CTW]"1C e Vz_l +CTW;'C, which yields U7 = Uy, Thus, U, < U, which concludes the proof.
[0208] Next, recall that H,_ (y,) is assumed to be a bounded set. Therefore, it is reasonable to further assume that

AH;;, can be approximated using the formula (17), for N = 1, and that there exists a constant matrix V such that V,Ii <V
for all n.

[0209] Theorem 1. Suppose that the EBSE, as presented in Section 5, approximates AHk, according to (17) with N
= 1 and the above assumptions hold. Then A, . (P.) < Ana(Pk), where Py is equal to the solution of
P, B, AT ry~! "
B = (A,,PKA,: +B,JQB,‘) +HV+7)

[0210] See the Appendix for the proof.

6 lllustrative example

[0211] Inthis section we illustrate the effectiveness of the developed EBSE in terms of state-estimation error, sampling
efficiency and computational tractability. The case study is a 1D object-tracking system. The states x(f) of the object are
position and speed while the measurement vector y(f) is position. The process-noise w(f) represents the object’s accel-
eration. Then given a maximum acceleration of 0.5[m/s?] its corresponding Q, according to [21], equals 0.02. Therefore

n
the model as presented in (7) yields A= (1 f), B= ('E:), C=(10) and D = 0, which is in fact a discrete-time double
T
integrator. The acceleration in time is shown in Figure 32 together with the object’s position and speed. The sampling
time is t, = 0.1 and the measurement-noise covariance is V = 0.1 - 10-3.

[0212] Three different estimators are tested. The first two estimators are the EBSE and the asynchronous Kalman
filter (AKF) of [13]. For simplicity, in both estimators we used the "Send-on-Delta" method with A = 0.1 [nf]. For the EBSE
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we approximated AH,Q (y,,) using (23) with N = 5. The AKF estimates the states only at the event instants f,. The states
at t, are calculated by applying the prediction-step of (14b). The third estimator is based on the quantized Kalman filter
(QKF) introduced in [21] that uses synchronous time sampling af y,z. The QKF can deal with quantized data, which also
results in less data transfer, and therefore can be considered as an alternative to EBSE. In the QKF )_’ka is the quantized
version of y; with quantization level 0.1, which corresponds to the "Send-on-Delta" method. Hence, a comparison can

be made.

[0213] InFigure 33 and Figure 34 the state estimation-error of the three estimators is plotted. They show that the QKF
estimates the position of the object with the least error. However, its error in speed is worse compared to the EBSE.
Further, the plot of the AKF clearly shows that prediction of the state-estimates gives a significant growth in estimation-
error when the time between the event sampling-instants increases (t > 4).

[0214] Beside estimation error, sampling efficiency n is also important due to the increased interest in WSNs. For

these systems communication is expensive and one aims to have the least data transfer. We define n € R+ as

o lwx) (—xy)
= (i ay— ) (i)’

either z,_or y, was done. Notice that if n < 1 the estimation error decreased after an update, if n > 1 the error increased

which is a measure of the change in the estimation-error after the measurement update with

and if n = 1 the error remained the same. For the EBSE i = k, with i - 1 equal to k, - 1 or k, - 1. For the AKF i = k, with
i-1=ky-1.Forthe QKF i=k,and i-1 =k, - 1. Figure 35 shows that for the EBSE n < 1 at all instants n. The AKF

has one instant, t = 3.4, at which 1 > 1. In case of the QKF the error sometimes decreases but it can also increase
considerably after an update. Also notice that n of the QKF converges to 1. Meaning that for t > 5.5 the estimation error
does not change after an update and new samples are mostly used to bound X,(Pkalka). The EBSE has the same property,

although for this method the last sample was received at t = 4.9.

[0215] The last aspect on which the three estimators are compared is the total amount of processing time which was
needed to estimate all state-vectors. For the EB SE, both x,, and x,, were estimated and it took 0.094 seconds. The
AKF estimated x,, and predicted x,, in a total time of 0.016 seconds and the QKF estimated x,, and its total processing
time equaled 0.022 seconds. This means that although the EBSE results in the most processing time, itis computationally
comparable to the AKF and QKF, while it provides an estimation-error similar to the QKF, but with significantly less data
transmission. As such, it is most suited for usage in networks in general and WSNs in particular.

7 Conclusions

[0216] In this paper a general event-based state-estimator was presented. The distinguishing feature of the proposed
EBSE is that estimation of the states is performed at two different type of time instants, i.e. at event instants t,5, when
measurement data is used for update, and at synchronous time sampling tka, when no measurement is received, but
an update is performed based on the knowledge that the monitored variable lies within a set used to define the event.
As a result, it could be proven that, under certain assumptions, for the error-covariance matrix of the EBSE it holds that
Amax(P.) < e, even in the situation when no new observation z,_ is received anymore. lts effectiveness for usage in
WSNs has been demonstrated on an application example.
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A Proof of Lemma 1

[0218] Suppose that A ¢ R"*" and B ¢ R are defined as the state-space matrices for the time-continuous
counterpart of (7). Then it is known [22] that for any sampling period t© > 0, A, and B, of (7a) are obtained from their

corresponding continuous-time matrices A and B as follows:

o

A=t = ):A’ and Bp = f A = ):A'B 3D

i=0 il =0 )
[0219] Using (31) one obtains:

A, PAT, —Ar PAT = (i)::ay%) P i ( )1 To) ():A, Tl)P (}‘i A,. j r’)

=0 ={)

¥ ¥ ar(ar) ( c’l) Ly ap(a7)’ (Tl TI) LEAr() (M)

i=0 j=0 i=0 j=0 i=0j=0 il

[0220] As for any 1 > O the series eA® converges [22], then AT:,_PA?E; —Aq PA{, also converges. Then, since 0 < 14 <
. i

1, and P > 0, for any fixed i, j, we have AP (AT)J (—T"-T;l—> =0 for any matrix A and thus, it follows that

AQPAZ.; = Ag PA%. The same reasoning can be used to prove that By, 0BT = B, @B,

B Proof of Theorem 1

[0221] Under the hypothesis, for the proposed EBSE, P, of (28), with 1, :=t, -t and R, =V 4+ V!, becomes:
nln n n~ ‘n1 n
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-1 _ -1
P = (A Prmipm14T, 4B, 0BT) ™ +CTR;IC) (52)

[0222] The upper bound on A,,,(P.,) is proven by induction, considering the asymptotic behavior of a KF that runs in

parallel with the EBSE, as follows. The EBSE calculates P’SIL) as (32) and the KF calculates P:ﬁl) as (29) in which Vis

replaced with R := V + V. Notice that for these estimators we have that 1, < t; and R, < R, for all n. Let the EBSE and
the KF start with the same initial covariance matrix Py.

) 2
[0223] The first step of induction is to prove that P1{|11) = Pl(l"l). From the definition of Pl(;[) in (32) and Pl(l"[) in (29) we

_ -1 - =1
nave that P{)) = ( (4 oA, + By 0BT) ™' +CTRIC) " and B = (A, Al +B,08]) ' +CTRC)
[0224] Suppose we define Vi 1= A, AT +Br, OBY, Va := A, RoA] +B,0B], W, =R, and W, := R. Then W, <

[ 2
W, and from Lemma 1 it follows that V, < V,. Therefore applying Lemma 2, with Uy := Pl(ii] and Us:= PI(rl)’ yields

(1) (2)
P 1)1 3P IR
[0225] The second and last step of induction is to show that if Pn(«lnjllnml jPﬁ}]ln_], then P"(Itr:' jP:Sﬁ:)‘ Let

1 — 2 } — — ; iyl
VA p,f_)”"_l AT 4B, QBT Vo= A&Prfh)u"“] AT B, 0BT, and let W, := R,, W, := R. Notice that this yields W,

< W,. The second condition of Lemma 2, i.e. V; <V, also holds by applying Lemma 1, i.e.

A, PY

#=1|n~—1

AT 4B, 0BT <4, PV

L] - 1fu—1

Al +B,08] <4, P?

= —1tn-1

Al +B,0B.

Hence, applying Lemma 2, with U} := P;Elln) and [y ;= Pn(IZ"} yields ‘F:$|ln) = P'E

2)
I *

[0226] This proves that p{!) < p®) which yields (see €.9.,[20]) Amgr (Pi')) < Ao (Pf)). As P;flz

[--]

"} was calculated

- - -1
-~ ~ - —~ -1
with the KF it follows from (30) that Pf) = Py, with Py as the solution of p = ((A&PKA:{ —]—B,,QB}:) +R”[) )

which completes the proof.

Claims
1. Traffic information unit (MD1, MD2, MD3,...) associated with a traffic infrastructure comprising

- a facility (MI) for tracking vehicle state information of individual vehicles present at the traffic infrastructure,
- a facility (T) for transmitting said vehicle state information to a vehicle (70B, 70E) at the traffic infrastructure.

2. Traffic information unit (MD1, MD2, MD3,...) further comprising

- a sensor system comprising a plurality of sensor nodes (10) for sensing vehicles (70A, ...,70E) arranged in
the vicinity of a traffic infrastructure (80) for carrying vehicles,

- communication means (16) coupled to the sensors, wherein the facility (MI) is a message interpreter that uses
information (D) communicated by the sensor nodes.

3. Traffic information unit (MD1, MD2, MD3) according to claim 2, wherein the sensor nodes (10) provide a message

(D) indicative for an occupancy status of a detection area of a traffic infrastructure monitored by the sensor nodes,
the message interpreter (M) further comprising:
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- a vehicle database facility (32, 34) comprising state information of vehicles present at the traffic infrastructure,
the vehicle state information including at least one of a vehicle position, a vehicle speed, a vehicle orientation,
- an association facility (40) for associating the messages (D) provided by the sensor elements (10) with the
vehicle state information present in the vehicle data base facility,

- a state updating facility (50) for updating the vehicle state information on the basis of the messages associated
therewith.

Traffic information unit according to claim 2, wherein the sensor nodes (10) provide spatial occupancy information
with a density higher than 1 m-2,

Traffic information unit according to claim 2, wherein the sensor nodes (10) transmit data upon detection of an event.
Trafficinformation unit according to claim 2, wherein the sensor nodes (10) are embedded in the traffic infrastructure.

Trafficinformation system comprising at least a first and a second traffic information unit (MD1, MD2, MD3) according
to one of the previous claims, the first and the second traffic information unit being associated with mutually neigh-
boring sections of the traffic infrastructure and being arranged to mutually exchange vehicle state information.

A traffic information system according to claim 7, further comprising at least one client information module (CIM)
for providing status information related to the infrastructure (80), the status comprising at least one of an occupation
density and an average speed as a function of a position at the traffic infrastructure

A vehicle management system (C) for a target vehicle (70B, 70E) comprising a communication system (R) arranged
for receiving vehicle state information relating to surrounding vehicles from a traffic information unit (MD1, MD2,
MD3) according to one of the claims 1-6 or from a traffic information system according to claim 7 or 8, inputs (C1)
for receiving vehicle state information from the target vehicle (70B, 70E) and a control system (C2) with outputs
(C3) for providing control signals for controlling a state of the vehicle using the vehicle state information retrieved
from the traffic information system.

A vehicle management system (C) according to claim 9, further comprising communication means (R1) for exchang-
ing vehicle state information with surrounding vehicles and a selection facility (SL) for selecting one or more of
vehicle state information obtained from the surrounding vehicles (VS2) and vehicle state information received (VS1)
from the traffic information system as the vehicle state information (VS) to be used by the control system (C2).

A vehicle (70B, 70E) comprising a vehicle management system (C) according to claim 9 or 10.
Method of controlling a vehicle, comprising the steps of

- observing vehicles from a fixed position,

- communicating the observations,

- tracking motion states of individual vehicles using the communicated observations

- transmitting said information about said tracked states to a vehicle instrumented with a vehicle management
system according to claim 9.
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