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(57) If there is no movement of the imaging apparatus
and no subject presence estimation region, normal track-
ing setting is accomplished (step S203), while if there is
a subject presence estimation region, tracking setting is
accomplished by expanding the detection range and low-
ering the detection threshold value (step S204). If the
imaging apparatus is moving and there is no subject pres-
ence estimation region, normal tracking settings are ac-
complished (step S208), while if there is a subject pres-

ence estimation region, a determination is made as to
whether or not that region is one with no flow (movement
vector) detected. If this is a region with no flow detected,
tracking settings are accomplished by expanding the de-
tection range and using normal detection threshold val-
ues (step S207). If there is a region with flow detected,
tracking settings are made by expanding the detection
range and lowering the detection threshold value (step
S204).
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Description

[0001] This application relates generally to an imaging
apparatus, a subject tracking method and a storage me-
dium on which programs are recorded.
[0002] Imaging apparatuses equipped with a function
that successively detects the position of a moving subject
have been known from before. For example, there is tech-
nology that tracks a subject using template matching (al-
so called block matching). For example, the image mon-
itoring apparatus disclosed in Patent Literature 1 (Unex-
amined Japanese Patent Application KOKAI Publication
No. 2001-076156) searches for a small image region re-
sembling a template cut from an image of a previous
frame (an image containing the subject that is to be
tracked) from the search range of this frame image.
Through this search, the image monitoring apparatus de-
tects small image regions with the greatest similarity to
the template and then determines that the subject has
moved within the detected small image region. In addi-
tion, when the frame image is captured anew, this image
monitoring apparatus repeats the above actions after re-
newing the detected small image region as the template.
By repeating this, the image monitoring apparatus suc-
cessively detects (tracks) to what position the subject
has moved relative to each frame image successively
captured.
[0003] However, the image monitoring apparatus dis-
closed in Patent Literature 1 accomplishes block match-
ing using the same search conditions regardless of the
behavior of the subject. Consequently, the art disclosed
in Patent Literature 1 has the problem that, for example,
block matching suitable for the behavior of the subject in
the frame image cannot be accomplished.
[0004] Specifically, in this art there is a problem of un-
necessary calculation amounts increasing when there is
a wide angle of view such as in wide-angle imaging, and
when there is virtually no movement of the subject. In
addition, in this art when there are narrow angle of views
such as in telephoto imaging while movement of the sub-
ject is severe, there is a high likelihood that the subject
will deviate from the search range, creating the problem
that the subject cannot be tracked.
[0005] The present invention addresses the above
problem and seeks to attain an imaging apparatus, a sub-
ject tracking method and a storage program that can ac-
complish subject tracking suited to the subject’s behavior
without being influenced by the angle of view.
In order to solve the above problem, a configuration of
the present invention is characterized by being provided
with an imaging unit (8), a determination unit (16) that
determines an imaging scene on the basis of change
between images successively captured by the imaging
unit, and a control unit (16)that controls tracking of a sub-
ject region contained in the image captured by the imag-
ing unit on the basis of the determination results from the
determination unit.
In order to solve the above problem, a configuration of

the present invention is a subject tracking method char-
acterized by comprising an imaging step in which images
are successively captured in the imaging unit, a determi-
nation step that determines an imaging scene on the ba-
sis of change between images successively captured in
the imaging step, and a control step that controls tracking
of a subject region contained in the captured image on
the basis of determination results from that determination
step.
With the present invention, it is possible to track a subject
more ideally than in the past on the basis of the imaging
scene.
[0006] A more complete understanding of this applica-
tion can be obtained when the following detailed descrip-
tion is considered in conjunction with the following draw-
ings, in which:

FIG. 1A is a front view showing one example of the
outside of an imaging apparatus 1 according to the
present invention;
FIG. 1B is a rear view showing one example of the
outside of an imaging apparatus 1 according to the
present invention;
FIG. 2 is a block diagram showing one example of
the schematic composition of the imaging apparatus
1;
FIG. 3 is a flowchart showing one example of the
operation of the imaging apparatus 1;
FIG. 4 is a flowchart showing one example of the
process for detecting optical flow executed by the
imaging apparatus 1;
FIG. 5A is a figure showing one example of the prior
image captured by the imaging apparatus 1;
FIGS. 5B-F are figures showing examples of current
frame image captured by the imaging apparatus 1;
FIGS. 6A-E are figures showing examples of the op-
tical flow the imaging apparatus 1 detects from the
captured image; and
FIG. 7 is a table showing one example of the scene
when the imaging apparatus 1 captures the image.

[0007] The imaging apparatus according to the pre-
ferred embodiment of the present invention will be de-
scribed hereafter with reference to the drawings. FIG. 1A
is a front view of the outside of an imaging apparatus 1
according to this embodiment, and FIG. 1B is a rear view.
The imaging apparatus 1 is provided on the front with an
imaging lens 2 and on the top with a shutter key 3. This
shutter key 3 is equipped with a so-called half-shutter
function enabling it to be halfway depressed or fully de-
pressed. In addition, the imaging apparatus 1 is provided
on the back surface with a function key 4, a cursor key
5 and a display unit 6. The cursor key 5 functions as a
rotary switch rotatable in direction "a" in FIG. 1B. Display
unit 6 is composed of an LCD (liquid crystal display) with
a 16:9 aspect ratio, for example.
[0008] FIG. 2 is a block diagram showing the schemat-
ic composition of the imaging apparatus 1. The imaging
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apparatus 1 is composed of the imaging lens 2, the key
input units 3-5, the display unit 6, a drive controller 7, an
imaging unit 8, a unit circuit 9, an image processor 10,
an encoding/decoding processor 11, a preview engine
12, an image storage unit 13, a program memory 14,
RAM (random access memory) 15, a CPU 16, a camera-
shake detector 17 and a bus line 18.
[0009] The CPU 16 is a one-chip microcomputer that
controls the various components of the imaging appara-
tus 1. The imaging apparatus 1 according to this embod-
iment detects the subject from inside the image captured
by the imaging apparatus 1 and tracks that subject. The
CPU 16 controls the various components of the imaging
apparatus 1 in order to execute that action.
[0010] The imaging lens 2 is a lens unit composed of
a plurality of lenses on which are mounted optical system
members provided with a zoom lens, a focus lens, etc.
The CPU 16, upon detecting the photographer’s zoom
operation or the photographer’s half-pressing of the shut-
ter key 3, accomplishes an auto focus (AF) process and
sends control signals to the drive controller 7 to control
the drive controller 7. The drive controller 7 causes the
position of the imaging lens 2 to move on the basis of
those drive signals.
[0011] The key input units 3-5 send to the CPU 16 op-
eration signals in accordance with operation of the shut-
ter key 3, the function key 4 and the cursor key 5.
[0012] The imaging unit 8 is composed of an imaging
sensor such as a CMOS (complementary metal oxide
semiconductor) and is positioned on the optical axis of
the above-described imaging lens 2.
[0013] The unit circuit 9 is a circuit into which an analog
imaging signal is input corresponding to the optical image
of the subject output from the imaging unit 8. The unit
circuit is composed of an automatic gain control (AGC)
amplifier that amplifies the imaging signal accompanying
the automatic exposure (AE) process and correlated dou-
ble sampling (CDS) that preserves the input imaging sig-
nal. Furthermore, the unit circuit 9 is composed of an
analog/digital converter (ADC) that converts the ampli-
fied imaging signals into digital imaging signals. The im-
age processor 10 performs various types of image
processing on the imaging signals sent from the unit cir-
cuit 9.
[0014] The imaging signal output from the imaging unit
8 is sent to the image processor 10 as a digital signal
after passing through the unit circuit 9. That digital signal
(imaging signal) undergoes various types of image
processing in the image processor 10. Moreover, the dig-
ital signal (imaging signal) on which various types of im-
age processing have been performed is compressed in
the preview engine 12 and supplied to the display unit 6.
Furthermore, when the supplied digital signal (imaging
signal) and the drive control signal that drives the driver
built into the display unit 6 are input into the display unit
6, the display unit 6 gives a live-view display of the image
based on the digital signal (imaging signal).
[0015] An image file is recorded in the image storage

unit 13. The image storage unit 13 may be a memory
built into the imaging apparatus 1 or may be a removable
memory. When recording images, imaging signals proc-
essed by the image processor 10 are compressed and
encoded by the encoding/decoding processor 11, made
into files using a predetermined file format such as JPEG,
and recorded on the image storage unit 13. On the other
hand, image files read from the image storage unit 13
when playing back images are decoded by the encoding/
decoding processor 11 and displayed on the display unit
6.
[0016] The preview engine 12 creates images for the
above-described preview display. In addition, the pre-
view engine 12 accomplishes the necessary control
when an image is displayed on the display unit 6 imme-
diately prior to being recorded on the image storage unit
13 at the time of image recording.
[0017] The programs for executing processes shown
in the later-described flowcharts are stored in the pro-
gram memory 14. The RAM 15 temporarily stores con-
tinuously captured images. The camera-shake detector
17 detects vibrations caused by shaking of the photog-
rapher’s hands and sends the detected results to the CPU
16. The bus line 18 connects the various components of
the imaging apparatus 1 and transmits data back and
forth between these components.
[0018] The actions of the imaging apparatus 1 will be
described hereafter. When the CPU 16 detects an in-
struction to start the imaging mode through a predeter-
mined operation of the function key 4 or the cursor key
5, the CPU 16 reads and executes programs relating to
the subject tracking mode from the program memory 14
as shown in the flowchart in FIG. 3.
[0019] In subject tracking mode, first the imaging unit
8 outputs the analog imaging signal corresponding to the
optical image of the whole angle of view to the unit circuit
9 with a predetermined period. Furthermore, the unit cir-
cuit 9 converts the input analog imaging signal into a
digital signal. The CPU 16 creates image data on the
image processor 10 from that digital signal. Furthermore,
the CPU 16 displays the created image data on the dis-
play unit 6 as live-view (step S101). In the explanation
below, the aforementioned predetermined period is
called a frame, the image created at this point in time is
called the current frame image and the image created
one frame prior to the current frame image is called the
prior frame image.
[0020] When the live-view begins, the CPU 16 exe-
cutes a subject tracking process (step S102). The subject
tracking process includes a process that detects image
regions that resemble a template image of the subject
detected from the prior frame image above a predeter-
mined threshold value, within a certain range of the region
in the current frame image where the prior subject was
detected. Furthermore, the subject tracking process in-
cludes a process that determines when the subject has
moved within that detected image region. Detection of
the subject conducted initially is accomplished with re-
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spect to the entire region of the frame image (the whole
angle of view). Here, the subject is the target of imaging,
and is a person, a specific part of a person (face, etc.),
an animal, an object, etc.
[0021] Next, the CPU 16 determines whether or not
the subject has been detected within a given range from
the region where the prior subject was detected in step
S102 (step S103).
[0022] When the CPU 16 determines in step S103 that
the subject has been detected (step S103; Y), the CPU
16 advances to step S108. On the other hand, when the
CPU 16 determines that the subject has not been detect-
ed (step S103; N), the CPU 16 partitions the prior frame
image into a plurality of blocks. Next, the CPU 16 outputs
optical flow indicating the distribution scene of the frame
image as a whole in the flow (flow direction) of the move-
ment vector in each of these blocks (step S104).
[0023] The CPU 16 determines the absence or pres-
ence of the movement (change in the angle of view) of
the imaging apparatus 1 on the basis of the optical flow
output in step S104, and detects the subject presence
estimation region (the region where it is estimated that
there is a high probability that the subject exists) on the
basis of the determination results (step S105). Specifi-
cally, the CPU 16 detects the change in the angle of view
from movement of the background and the four corners
of the image in the current frame image on the basis of
the optical flow output in step S104. Furthermore, the
CPU 16 determines the change in the detected angle of
view as being caused by movement of the imaging ap-
paratus. Furthermore, the CPU 16 detects as the subject
presence estimation region a region having a flow in a
direction differing from the flow accompanying the de-
tected movement of the imaging apparatus 1 in the cur-
rent frame image.
[0024] FIG. 4 is a flowchart showing the concrete ac-
tions of steps S105 and S106. First, the CPU 16 deter-
mines whether or not the imaging apparatus 1 has moved
on the basis of having detected the change in the angle
of view (step S201).
[0025] When it is determined by the CPU 16 that the
imaging apparatus 1 has not moved (step S201; No), in
other words when the flow of the background and the
four corners of the image in the current frame image are
not detected, the CPU 16 then determines whether or
not the subject presence estimation region was detected
(step S202). When the subject presence estimation re-
gion was not detected (step S202; No), that is to say
when it is determined that a region having a flow corre-
sponding to the subject presence estimation region does
not exist in the current frame image, the CPU 16 reads
the normal tracking setting contents (step S203) and the
tracking setting process ends.
[0026] In addition, when the subject presence estima-
tion region was detected (step S202; Yes), in other words,
when it is determined that a region exists in the current
frame image having a flow corresponding to the subject
presence estimation region, the detection range is ex-

panded more than the above-described normal tracking
setting contents and tracking setting is accomplished by
lowering the detection threshold value (step S204) and
the tracking setting process ends. The detection range
is the range where matching is accomplished using the
template image. This detection range is a region within
a predetermined range from the region where the subject
region was detected in the prior frame image. In addition,
the detection threshold value is a threshold value for de-
termining matching to the template image, and image
regions with a degree of matching higher than this value
are detected as subject regions. These setting values
are predetermined values set in advance and are stored
in a predetermined region of the program memory 14.
[0027] On the other hand, when it is determined that
the imaging apparatus 1 has moved (step S201; Yes),
the CPU 16 determines whether or not a region has been
detected in which there is no flow accompanying move-
ment of the imaging apparatus 1 from within the current
frame image, and when this is detected judges this to be
the subject presence estimation region (step S205).
[0028] When the CPU 16 determines that a subject
presence estimation region has been detected (step
S205; Yes), the CPU 16 then determines whether or not
that subject presence estimation region has no flow in
the subsequent frame images (step S206).
[0029] Furthermore, when the CPU 16 determines that
the subject presence estimation region has no flow in the
subsequent frame images (step S206; Yes), the detec-
tion range is expanded, a tracking setting making the
detection threshold value normal is accomplished (step
S207) and the tracking setting process ends.
[0030] On the other hand, when the CPU 16 deter-
mines that the subject presence estimation region has
flow in the subsequent frame images (step S206; No),
the detection range is expanded, tracking setting is ac-
complished by lowering the detection threshold value
(step S204) and the tracking setting process ends.
[0031] In addition, when the CPU 16 determines that
a subject presence estimation region has not been de-
tected (step S205; No), the normal tracking setting con-
tents are read (step S208) and the tracking setting proc-
ess ends.
[0032] FIG. 5 shows a concrete example of a captured
image. FIG. 5A shows the prior frame image. FIGS. 5B-
5F show current frame images. In addition, FIG. 6A-6E
are drawings showing concrete examples of optical flow
output when FIG. 5A changes to FIGS. 5B-5F. In addition,
FIG. 7 is a summary of each imaging scene and tracking
setting corresponding to the output optical flows.
[0033] When the image changes from FIG. 5A to FIG.
5B, there is no movement in the positions of the subject
51 and the tree (background) 52. Hence, the optical flow
output is as shown in FIG. 6A. In other words, there is
no movement in the imaging apparatus 1, and there is
no subject presence estimation region (step S201, No;
Step S202, No). In this case, it is considered that the
imaging apparatus 1 has captured a stationary subject
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in a fixed state as indicated by the second row in FIG. 7.
Accordingly, the CPU 16 reads and sets the normal track-
ing setting contents (step S203).
[0034] When the image changes from FIG. 5A to FIG.
5C, the subject 51 has moved but position of the tree
(background) 52 has not changed. Hence, the output op-
tical flow is as shown in FIG. 6B and the determination
is that the imaging apparatus 1 is not moving. In addition,
because there is a region in FIG. 6B in which arrows are
present, this region is determined to be a region in which
flow is present, that is to say a subject presence estima-
tion region (step S201, No; step S202, Yes). In this case,
it is considered that this is a scene in which the imaging
apparatus 1 has captured a moving subject in a fixed
state as indicated by the third row in FIG. 7. Accordingly,
the CPU 16 expands the detection region in order to make
detection of the subject easier and accomplishes tracking
setting lowering the threshold value (step S204).
[0035] When the image changes from FIG. 5A to FIG.
5D, there is no movement in the position of the subject
51 but the position of the tree (background) 52 has
moved. Accordingly, the output optical flow is as shown
in FIG. 6C. In this case, the imaging apparatus 1 is moving
but a region with no flow accompanying movement of the
imaging apparatus 1 is detected and this region is judged
to be a subject presence estimation region (step S201,
Yes; step S205, Yes; step S206, Yes). In this case, it is
considered that this is a scene in which imaging is ac-
complished following a subject moving in a fixed direction
such as panning, as shown in the fourth row of FIG. 7.
Although the direction of the subject in the angle of view
does not change in this imaging scene, it is considered
that there is a possibility that the position of the subject
could shift. Accordingly, the CPU 16 accomplishes track-
ing setting to expand the detection region with the normal
threshold value (step S207).
[0036] When the image changes from FIG. 5A to FIG.
5E, the positions of the subject 51 and the tree (back-
ground) 52 are moving in the same direction. Hence, the
output optical flow is as shown in FIG. 6D. That is to say,
the imaging apparatus 1 is moving and it is determined
that no subject presence estimation region exists (step
S201, Yes; step S205, No). In this case, it is considered
that this is in a scene in which the imaging apparatus 1
is capturing an image while moving with no subject
present, as shown in fifth row of FIG. 7. Accordingly, the
CPU 16 reads and sets the normal tracking setting con-
tents (step S208).
[0037] When the image changes from FIG. 5A to FIG.
5F, the subject 51 and the tree (background) 52 are each
moving in different directions. Hence, the output optical
flow is as shown in FIG. 6E. In this case, because there
is flow in a different direction (the region with different
arrow direction from the surroundings in FIG. 6E) from
the flow corresponding to the detected motion of the im-
aging apparatus 1, this region is judged to be a subject
presence estimation region (step S201, Yes; step S205,
Yes; step S206, No). In this case, it is considered that

this is a scene in which an irregularly moving subject has
not been detected, as shown in sixth row of FIG. 7. Ac-
cordingly, the CPU 16 expands the detection range in
order to make detection of the subject easier and accom-
plishes tracking setting by lowering the threshold value
(step S204). In this case, the detection range may be
broader than the settings for the cases of FIGS. 5C and
5D in order to make detection of the subject even easier.
[0038] With the above-described settings, it is possible
to detect and track the subject suitably.
[0039] When the tracking setting process ends, the
CPU 16 returns to FIG. 3 and accomplishes the subject
tracking process with the set detection range and detec-
tion threshold value (step S 107).
[0040] Furthermore, in step S108 the CPU 16 sets as
the focus region the subject region detected in step S103
or step S107. Furthermore, the CPU 16 accomplishes
an imaging preprocess including an auto focus (AF) proc-
ess, an auto exposure (AE) process and an auto white
balance (AWB) process on the set region. Next, the CPU
16 adds a frame to the detected subject region and makes
a live-view display of the frame image on the display unit
6. In addition, the image of the detected subject region
is updated as the new template image and the above
actions are repeated. By repeating in this manner, the
CPU 16 successively detects (tracks) to what position
the subject is moving for the various frame images suc-
cessively captured.
[0041] With the imaging apparatus 1 according to this
embodiment, it is possible to accomplish subject tracking
processes suitable for the imaging scenes by detecting
changes in the subject and/or angle of view in the cap-
tured image.
[0042] The above-described embodiment is intended
to be illustrative and not limiting, for various variations
and applications are possible.
[0043] For example, when a plurality of regions are
detected as subject presence estimation regions in step
S105 of FIG. 3, the CPU 16 may determine as the subject
presence estimation region a region within the region in
which the subject was detected in the prior frame image
or a region close to that region.
[0044] In addition, when the subject cannot be tracked
with the subject tracking process in step S107 of FIG. 3,
the CPU 16 may lower the detection threshold value in
the subject presence estimation region detected in step
S105 and then accomplish the subject tracking process
again.
[0045] In addition, the above-described optical flow
may be output by the CPU 16 taking into consideration
movement vectors originating from camera-shakes. That
is to say, the CPU 16 may detect movement of the im-
aging apparatus on the basis of optical flow output by
subtracting movement vectors originating from camera-
shakes detected by the camera-shake detector 17 from
the output optical flow.
[0046] In addition, the program executed by the CPU
16 in the imaging apparatus 1 was explained as prere-
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corded in the program memory 14, but this may be ac-
quired from an external storage medium or may be one
stored after being transmitted over a network.
[0047] Having described and illustrated the principles
of this application by reference to one or more preferred
embodiments, it should be apparent that the preferred
embodiments may be modified in arrangement and detail
without departing from the principles disclosed herein
and that it is intended that the application be construed
as including all such modifications and variations insofar
as they come within the spirit and scope of the subject
matter disclosed herein.

Claims

1. An imaging apparatus characterized by compris-
ing:

an imaging unit (8);
a determination unit (16) that determines an im-
aging scene on the basis of change between
images successively captured by the imaging
unit; and
a control unit (16) that controls tracking of a sub-
ject region included in the image captured by
the imaging unit on the basis of determination
results from the determination unit.

2. The imaging apparatus according to Claim 1, char-
acterized in that the control unit changes a range
where the subject region should be tracked in the
image on the basis of the determination results from
the determination unit.

3. The imaging apparatus according to Claim 1, char-
acterized by further comprising:

a specification unit that specifies as the subject
region corresponding to a subject that should be
tracked an image region matching above a pre-
determined threshold value a standard image
prepared from the image captured by the imag-
ing unit in advance;

wherein the control unit includes a changing unit for
changing the predetermined threshold value on the
basis of the determination results from the determi-
nation unit.

4. The imaging apparatus according to Claim 3, char-
acterized in that the control unit changes the pre-
determined threshold value to a value lower than the
threshold value set immediately prior on the basis of
the determination results from the determination
unit.

5. The imaging apparatus according to Claim 1, char-

acterized in that the determination unit includes:

a change detection unit (16) that detects change
between the images successively captured by
the imaging unit; and
a subject detection unit (16) that detects as the
subject region a region in which there is change
differing from the change detected by the
change detection unit;

wherein the determination unit determines the imag-
ing scene on the basis of detection results from the
subject detection unit and detection results from the
change detection unit.

6. The imaging apparatus according to Claim 5, char-
acterized in that:

the determination unit determines a direction of
change of an angle of view between the images
on the basis of the change between the images
detected by the change detection unit; and
the subject detection unit detects as the subject
region a region having a direction of change dif-
fering from the direction of the change thus de-
termined.

7. The imaging apparatus according to Claim 5, char-
acterized in that:

the determination unit determines an amount of
change in an angle of view between the images
on the basis of the change between the images
detected by the change detection unit; and
the subject detection unit detects as the subject
region a region having an amount of change dif-
fering from the amount of the change thus de-
termined.

8. The imaging apparatus according to Claim 5, char-
acterized in that the subject detection unit deter-
mines whether or not a plurality of regions have been
detected as subject regions, and when a plurality of
regions have been detected, detects as the subject
region that should be tracked a subject region de-
tected in the region closest to the most recently
tracked subject region out of that plurality of regions.

9. The imaging apparatus according to Claim 5, char-
acterized by further comprising:

an output unit that outputs a vector distribution
of movement vectors between the images suc-
cessively captured by the imaging unit;

wherein the change detection unit detects the
change between the images on the basis of the vec-
tor distribution output by the output unit; and
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the subject detection unit detects the subject region
on the basis of the change between images detected
by the change detection unit and the vector distribu-
tion output by the output unit.

10. The imaging apparatus according to Claim 9, char-
acterized in that the output unit outputs the vector
distribution by subtracting movement vectors
caused by camera-shakes from the movement vec-
tor between the successively captured images.

11. A subject tracking method characterized by com-
prising:

an imaging step that successively captures im-
ages in an imaging unit;
a determination step that determines an imaging
scene on the basis of change between the im-
ages successively captured in the imaging step;
and
a control step that controls tracking of a subject
region contained in the captured image on the
basis of determination results from the determi-
nation step.

12. A storage medium storing a program causing an im-
aging apparatus’ computer to function as:

a determination unit that determines an imaging
scene on the basis of change between succes-
sively captured images; and
a control unit that controls tracking of a subject
region contained in the image captured by an
imaging unit on the basis of determination re-
sults from the determination unit.
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