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Description

Technical Field

[0001] The present invention relates to an endoscope system, and more particularly to an endoscope system capable
of performing bending control on an endoscope including a bending portion.

Background Art

[0002] Conventionally, endoscopes have been widely used in medical and industrial fields. In the medical field, for
example, endoscopes are used for performing observation and various kinds of treatment on living tissues and the like.
[0003] Furthermore, when observation and various kinds of treatment are performed on a lower digestive tract by
inserting an insertion portion from an anus side of a subject, in order to smoothly insert the insertion portion in a flexed
lumen, an endoscope insertion shape detecting apparatus, which is capable of detecting, for example, a position of the
insertion portion in a body cavity and a flexing state (bending state) of the insertion portion, is used together with the
endoscope.
[0004] In recent years, Japanese Patent Application Laid-Open Publication No. 2006-116289 has proposed a bending
control apparatus which is capable of selecting and executing bending control corresponding to either an endoscopic
image acquired by an endoscope including a bending portion or an insertion shape image of the endoscope acquired
by the endoscope insertion shape detecting apparatus.
[0005] Furthermore, endoscopes used in the medical field include, for example, an elongated insertion portion con-
figured to be insertable in a body cavity, a distal end portion provided on a distal end side of the insertion portion and
having an image pickup section capable of picking up an image of a subject in the body cavity, and a bending portion
which is connected to the distal end portion and which is capable of changing the position and orientation of the distal
end portion with respect to the insertion direction of the insertion portion.
[0006] For example, Japanese Patent Application Laid-Open Publication No. 7-155289 discloses a technique appli-
cable to the assistance of the bending operation of the above-described bending portion.
[0007] The Japanese Patent Application Laid-Open Publication No. 7-155289 proposes an endoscope apparatus
which is capable of performing control such that, after extracting a dark part region from an image acquired by an
endoscope, the distal end portion of the endoscope is advanced toward the center portion of the dark part region.
[0008] However, the bending control apparatus disclosed in the Japanese Patent Application Laid-Open Publication
No. 2006-116289 is configured to control the bending state of the bending portion in response to the operation of a
joystick. Accordingly, when a person who does not have much knowledge and experience uses the bending control
apparatus disclosed in the Japanese Patent Application Laid-Open Publication No. 2006-116289, for example, the
apparatus has such a problem that it is further difficult for the person to place the distal end portion of the endoscope at
a desired position in a lumen (or place the distal end portion so as to orient it in a desired direction). As a result, the
bending control device disclosed in the Japanese Patent Application Laid-Open Publication No. 2006-116289 has a
problem similar to the above-described problem in that the insertion performance of the endoscope is changed depending
on the knowledge or experience of a person (or an operator and the like, for example) who actually performs the operation.
[0009] In addition, the bending control apparatus disclosed in the Japanese Patent Application Laid-Open Publication
No. 2006-116289 is configured to control the bending state of the bending portion in response to the operation of the
joystick. Therefore, when a person who does not have much knowledge and experience uses the bending control
apparatus disclosed in the Japanese Patent Application Laid-Open Publication No. 2006-116289, for example, there is
a problem that it is difficult for the person to perform the bending operation of the bending portion of the endoscope in
accordance with the flexing state of a lumen. As a result, the bending control apparatus disclosed in the Japanese Patent
Application Laid-Open Publication No. 2006-116289 has a problem similar to the above-described problem in that the
insertion performance of the endoscope is changed depending on the knowledge or experience of a person (an operator
and the like, for example) who actually performs the operation.
[0010] On the other hand, in the technique disclosed in the Japanese Patent Application Laid-Open Publication No.
7-155289, the distal end portion of the endoscope is just advanced toward a center portion of a dark part region. Therefore,
when the distal end portion of the endoscope is advanced from a front side to a rear side of folds, for example, there is
a case where the distal end portion is advanced in a direction in which it is difficult to avoid the folds. As a result, the
endoscope apparatus disclosed in the Japanese Patent Application Laid-Open Publication No. 7-155289 has a problem
stemming from the above-described problem, that is, the insertion performance of the endoscope is reduced due to the
difficulty in advancing the distal end portion in a desired direction.
[0011] JP 2007/185356 discloses an endoscope having a bending section and bending control means and means for
controlling switches to switch the path of data related to a bending control operation inputted by a joystick such that
control of the bending portion is as normal as possible even in an abnormality condition, such as overload.
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[0012] US 2007/0106116 discloses an endoscope system comprising an endoscope including an insertion portion for
insertion in a subject, a distal end portion provided on a distal end of the insertion portion and which includes an image
pickup section configured for outputting an image pickup signal corresponding to an image of a photographic subject in
the subject. US 2007/0106116 further discloses a bending portion configured for changing a position and orientation of
the distal end portion, a plurality of source coils provided in the insertion portion, and an endoscope insertion shape
detecting apparatus comprising a source coil position/orientation detecting section configured to detect three-dimensional
positions and orientations of the source coils. The positions and orientations of the coils are output to an image-indicating
device in the form of image data.
[0013] The present invention has been achieved in view of the above-described circumstances, and an object of the
present invention is to provide an endoscope system capable of facilitating insertion operation of an endoscope regardless
of the knowledge and experience of a person who actually performs the operation.
[0014] In addition, the present invention has been achieved in view of the above-described circumstances, and another
object of the present invention is to provide an endoscope system which enables more improved insertion performance
of an endoscope than that in conventional systems.

Disclosure of Invention

Means for Solving the Problem

[0015] An endoscope system according to independent claim 1 is provided. The endoscope may include: an endoscope
including an insertion portion to be inserted in a subject, a distal end portion which is provided on a distal end side of
the insertion portion and which includes an image pickup section for outputting an image pickup signal corresponding
to an image of a photographic subject in the subject, and a bending portion which is capable of changing a position and
an orientation of the distal end portion with respect to an insertion direction of the insertion portion; a position detecting
section for acquiring position information including at least information on a position where the distal end portion is
located; a passing target position setting section for setting a passing target position for the distal end portion based on
the image of the photographic subject; a path estimating section for estimating a path through which the distal end portion
is to be passed based on the position information and the passing target position; a bending control target position setting
section for properly setting a bending control target position on the path such that the distal end portion reaches the
passing target position along the path, based on the passing target position and the path; and a bending control information
calculating section for calculating bending control information on an amount of bending and a bending direction of the
bending portion based on the bending control target position.

Brief Description of the Drawings

[0016]

FIG 1 is a view showing a configurational example of a main part of an endoscope system according to a first
embodiment of the present invention.
FIG 2 is a flowchart showing an example of processing performed for setting a passing target position for a distal
end portion and a content of bending control with respect to a bending portion.
FIG. 3 is a view showing an example of a dark part region existing in image data.
FIG. 4 is a flowchart showing a modified example of the processing performed for setting the passing target position
for the distal end portion.
FIG. 5 is a flowchart showing a modified example of the processing performed for setting the content of bending
control with respect to the bending portion.
FIG. 6 is a schematic diagram showing a brief overview of the processing shown in the flowcharts in FIG. 4 and FIG. 5.
FIG. 7 is a view showing a configurational example of a main part of an endoscope system according to a second
embodiment of the present invention.
FIG 8 is a flowchart showing an example of target position detecting processing performed in a terminal apparatus
in FIG. 7.
FIG. 9 is a flowchart showing an example of bending control setting processing performed in the terminal apparatus
in FIG 7.
FIG. 10 is a view showing an example of a dark part region existing in image data.
FIG. 11 is a view showing an example of a dark part region existing in the image data, which is different from the
example in FIG. 10.
FIG. 12 is a view showing an example of a dark part region existing in the image data, which is different from the
examples in FIG 10 and FIG. 11.
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FIG 13 is a view showing a configurational example of a main part of the endoscope system according to a third
embodiment of the present invention.
FIG. 14 is a flowchart showing an example of processing performed to set a path for the distal end portion to be passed.
FIG 15 is a flowchart showing an example of processing performed for setting a content of bending control with
respect to the bending portion.
FIG. 16 is a view showing an example of a shape of a lumen in the vicinity of a current position of the distal end portion.
FIG. 17 is a schematic view showing a brief overview of the processing in the flowchart in FIG. 14.
FIG. 18 is a view showing an example of processing for calculating the target position for the distal end portion to
be passed.
FIG. 19 is a view showing an example of the processing for calculating the target position for the distal end portion
to be passed, which is different from the example in FIG 18.
FIG. 20 is a view showing an example of processing which can be added to the flowchart in FIG 15.
FIG. 21 is a schematic view showing the brief overview of the processing in the flowchart in FIG. 20.

Best Mode for Carrying Out the Invention

[0017] Hereinafter, embodiments of the present invention will be described with reference to the drawings.

(First Embodiment)

[0018] FIG. 1 is a view showing a configurational example of a main part of an endoscope system according to the
first embodiment of the present invention. FIG. 2 is a flowchart showing an example of processing performed for setting
a passing target position for a distal end portion and content of bending control with respect to a bending portion. FIG.
3 is a view showing an example of a dark part region existing in image data. FIG. 4 is a flowchart showing a modified
example of the processing performed for setting the passing target position for the distal end portion. FIG. 5 is a flowchart
showing a modified example of the processing performed for setting the content of bending control with respect to the
bending portion. FIG. 6 is a schematic diagram showing a brief overview of the processing shown in the flowcharts in
FIG. 4 and FIG. 5.
[0019] As shown in FIG 1, an endoscope system 1 according to the first embodiment of the present invention includes:
an endoscope 2 configured to be inserted into a body cavity of a patient as a subject and to pick up an image of the
subject in a body cavity; a processor 6 to and from which a connector 14 provided to the endoscope 2 is attachable and
detachable; a sense coil unit 7 arranged around a bed on which a patient lies; an endoscope insertion shape detecting
apparatus 8; a terminal apparatus 9; a monitor 10a; and a monitor 10b.
[0020] Furthermore, the processor 6 includes: a light source section 3 that supplies illumination light for illuminating
a photographic subject as an image pickup object to the endoscope 2; a signal processing section 4 that generates a
video signal by performing signal processing on an image pickup signal outputted from the endoscope 2 and outputs
the generated video signal; a bending control section 5 that performs bending control on the endoscope 2; and a source
coil driving section 43.
[0021] The endoscope 2 includes an elongated insertion portion 11 to be inserted in the body cavity of the subject,
an operation portion 12 provided at a rear end of the insertion portion 11, and a universal cord 13 extended from the
operation portion 12. The connector 14 that is attachable to and detachable from the processor 6 is provided at a rear
end of the universal cord 13.
[0022] The insertion portion 11 includes: a rigid distal end portion 15 provided on a distal end side; a bending portion
16 connected to a rear end of the distal end portion 15; and a flexible tube portion 17 having flexibility that is provided
between a rear end of the bending portion 16 and a front end of the operation portion 12. Furthermore, n-pieces of
source coils C1, C2, ..., and Cn that generate magnetic fields corresponding to the source coil driving signals applied by
the source coil driving section 43 are provided in the insertion portion 11 at substantially equal intervals.
[0023] The distal end portion 15 is provided with an image pickup section 15a including an objective optical system
that forms an image of a photographic subject and an image pickup device that outputs the image of the photographic
subject formed through the objective optical system as an image pickup signal.
[0024] The operation portion 12 is provided with a scope switch 18 that gives an instruction for acquiring a freeze
image (still image), for example; a bending mode switching switch 19 that gives an instruction for switching the bending
mode of the bending portion 16 to either the manual bending mode or the automatic bending mode; a joystick 20 for
bending operation that gives instructions on the bending direction and the bending angle of the bending portion 16 when
the manual bending mode is selected. In addition, at a portion on a rear end side of the flexible tube portion 17 and near
the front end of the operation portion 12 a treatment instrument insertion port is provided 39 leading to a channel for a
treatment instrument, not shown, through which a treatment instrument or the like is insertable.
[0025] A light guide 21 that transmits the illumination light supplied from the light source section 3 to the distal end
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portion 15 is inserted in the insertion portion 11 and the like of the endoscope 2.
[0026] One end surface (incident end surface) of the light guide 21 is arranged protruding from the connector 14.
Furthermore, the other end surface (light-emitting end surface) of the light guide 21 is arranged in the vicinity of an
illumination optical system, not shown, provided in the distal end portion 15. According to such a configuration, in a state
where the connector 14 is connected to the processor 6, the illumination light supplied from the light source section 3
passes through the light guide 21 and the illumination optical system, not shown, and thereafter illuminates the photo-
graphic subject as the image pickup object of the image pickup section 15a.
[0027] The light source portion 3 includes: a lamp 22 that emits illumination light which is white light, for example; a
lamp driving section 23 that supplies a power source required for driving the lamp 22; a diaphragm 24; a diaphragm
control section 25 that increases and decreases the diaphragm amount (opening amount) of the diaphragm 24 based
on the video signal outputted from the signal processing section 4; a light condensing optical system 26 that condenses
the illumination light which has passed through the diaphragm 24 and supplies the illumination light to the incident end
surface of the light guide 21.
[0028] The diaphragm control section 25, for example, calculates the average brightness based on the luminance
components of the video signal inputted thereto, and thereafter appropriately changes the light amount of the illumination
light passing through the diaphragm 24 by increasing or decreasing the diaphragm amount (opening amount) of the
diaphragm 24 based on a difference value which is a value obtained by subtracting a reference value corresponding to
the appropriate brightness from the average brightness.
[0029] The signal processing section 4 includes an image pickup device driving section 36 that outputs an image
pickup device driving signal for driving the image pickup device provided in the image pickup section 15a, and a video
processing section 37 that generates a video signal by performing signal processing on the image pickup signal outputted
from the image pickup section 15a and outputs the generated video signal. According to this configuration, an endoscopic
image Ia1 based on the video signal is displayed on the monitor 10a.
[0030] When the bending mode of the bending portion 16 is switched to the manual bending mode based on the
instruction given by the bending mode switching switch 19, the bending control section 5 performs control to change the
bending direction and the bending angle of the bending portion 16 based on the inclination direction and the inclination
amount of the joystick 20 for bending operation. In addition, when the bending mode of the bending portion 16 is switched
to the automatic bending mode based on the instruction given by the bending mode switching switch 19, the bending
control section 5 performs control to change the bending direction and the bending angle of the bending portion 16 based
on the arithmetic operation result of the terminal apparatus 9.
[0031] The source coil driving section 43 is connected to the n-pieces of source coils C1, C2, ..., and Cn provided in
the insertion portion 11, and sequentially applies an alternate current source coil driving signal to each of the source
coils. As a result, an alternate current magnetic field is generated around each of the source coils provided in the insertion
portion 11.
[0032] The sense coil unit 7 is provided with a sense coil group 44 that detects the magnetic field generated from each
of the n-pieces of source coils C1, C2, ..., and Cn provided in the insertion portion 11 and outputs the detected magnetic
fields as magnetic field detection signals.
[0033] The endoscope insertion shape detecting apparatus 8 includes: an amplifier 45 that amplifies the magnetic
field detection signals outputted from the sense coil unit 7; a source coil position/orientation detecting section 46 that
detects three-dimensional coordinate positions and orientations of the n-pieces of source coils C1, C2, ..., and Cn based
on the magnetic field detection signals outputted from the amplifier 45, and outputs the detected three-dimensional
coordinate positions and orientations as insertion shape information; an insertion shape estimating section 47 that
estimates the insertion shape of the insertion portion 11 based on the insertion shape information outputted from the
source coil position/orientation detecting section 46, and outputs the estimated insertion shape as an insertion shape
image signal. According to this configuration, an insertion shape image Ib1 of the insertion portion 11 based on the
insertion shape image signal is displayed on the monitor 10b.
[0034] The terminal apparatus 9 includes an arithmetic processing section 91 that performs an arithmetic operation
related to the bending control performed in a case where the bending mode of the bending portion 16 is the automatic
mode, based on the video signal outputted from the video processing section 37 and the insertion shape information
outputted from the source coil position/orientation detecting section 46, and outputs the arithmetic operation result to
the bending control section 5. Note that the specific content of the arithmetic operation performed in the arithmetic
processing section 91 will be described later.
[0035] Next, description will be made on the working of the endoscope system 1. Note that description of the control
in the case where the bending mode switching switch 19 is switched to the manual bending mode will be omitted below,
and description will be mainly made of the control in the case where the bending mode switching switch 19 is switched
to the automatic bending mode.
[0036] First, an operator connects and activates each of the parts of the endoscope system 1, and thereafter inserts
the insertion portion 11 of the endoscope 2 into a body cavity of a patient and switches the bending mode switching



EP 2 213 220 B9

6

5

10

15

20

25

30

35

40

45

50

55

switch 19 to the automatic bending mode. In response to this, the image pickup section 15a in the endoscope 2 starts
picking up an image of a photographic subject, and each of the source coils provided in the insertion portion 11 starts
to generate a magnetic field.
[0037] The image pickup signal outputted from the image pickup section 15a in association with the image pickup of
the photographic subject is outputted to the processor 6, through the universal cord 13 and the connector 14, to be
converted into a video signal in the video processing section 37, and thereafter inputted to the arithmetic processing
section 91 in the terminal apparatus 9. In addition, the magnetic field detection signals outputted from the sense coil unit
7 in association with the generation of magnetic fields from the source coils provided in the insertion portion 11 are
amplified by the amplifier 45, to be converted to the three-dimensional coordinate information of the source coils by the
source coil position/orientation detecting section 46, and thereafter inputted to the arithmetic processing section 91 in
the terminal apparatus 9.
[0038] The arithmetic processing section 91 in the terminal apparatus 9 performs processing based on the inputted
video signal and the inputted three-dimensional coordinate information of the source coils, thereby setting a target
position which is a passing target for the distal end portion 15 and setting the control content for bending the bending
portion 16 such that the distal end portion 15 is directed in the direction of the target position.
[0039] Now, description will be made of the processing performed by the arithmetic processing section 91 in order to
set the target position and the control content with reference to FIG. 2 and FIG. 3.
[0040] The arithmetic processing section 91 calculates the current position and orientation of the distal end portion
15 based on the three-dimensional coordinate information outputted from the source coil position/orientation detecting
section 46 (step S 1 in FIG. 2).
[0041] In addition, the arithmetic processing section 91 acquires image data based on the video signal inputted thereto
(step S2 in FIG. 2), and thereafter performs distortion correction on the image data (step S3 in FIG. 2). According to
such processing, the arithmetic processing section 91 acquires the image data in which a monochrome portion is
eliminated from the original image based on the inputted video signal.
[0042] Then, the arithmetic processing section 91 uses the method disclosed in Japanese Patent Application Laid-
Open Publication No. 2-203831, for example, to detect the dark part region in the image data acquired in the processing
in the step S3 in FIG. 2 (step S4 in FIG. 2). Note that the arithmetic processing section 91 may use other method as the
method of detecting the dark part region in the image instead of the method disclosed in Japanese Patent Application
Laid-Open Publication No. 2-203831.
[0043] The arithmetic processing section 91 calculates the two-dimensional coordinates of a gravity center point of
the dark part region based on the dark part region detected by the processing in the step S4 in FIG. 2 (step S5 in FIG.
2). Specifically, the arithmetic processing section 91 calculates the two-dimensional coordinates of a gravity center point
Gc of the dark part region in the image data in which the dark part region as shown in FIG 3, for example, exists. Note
that, as the processing for calculating the two-dimensional coordinates of the gravity center point of the dark part region,
the arithmetic processing section 91 may perform the processing by regarding a centroid calculated according to sequence
of points existing on the edge of the dark part region as the gravity center point, or may calculate the gravity center point
using a 0th moment and the primary moment of the dark part region.
[0044] After that, the arithmetic processing section 91 transforms the two-dimensional coordinates of the gravity center
point Gc which was calculated in the processing in step S5 in FIG. 2 into the target position given by the three-dimensional
coordinates by using the Shape From Shading method and the like, for example (step S6 in FIG. 2).
[0045] That is, the arithmetic processing section 91 sets a target three-dimensional coordinate position such that the
distal end portion 15 passes through the approximate center portion of the dark part region in the acquired image data
in the processing in the flowchart in FIG. 2.
[0046] The arithmetic processing section 91 calculates the amount of bending and the bending direction of the bending
portion 16 such that the distal end portion 15 passes through the target position set in the step S6 in FIG. 2 (step S7 in
FIG. 2).
[0047] The arithmetic processing section 91 performs arithmetic operation of the bending control information required
for actually bending the bending portion 16, based on the amount of bending and the bending direction of the bending
portion 16 calculated in the processing in step S7 in FIG. 2 (step S8 in FIG. 2). The arithmetic processing section 91
outputs the arithmetic operation result to the bending control section 5, and thereafter repeatedly performs a series of
processing steps from the step S 1 in FIG 2.
[0048] Note that, when the bending portion 16 is composed of a plurality of bending pieces connected to one end side
of the wire and configured to be capable of changing the bending state according to tension or relaxation of the wire
caused by the rotational driving of the motors, for example, the above-described bending control information is assumed
to be shown as information related to the angle of the pulleys connected to the motors and the driving voltages applied
to the motors. In addition, when the bending portion 16 has an alternative configuration other than the above-described
configuration, for example, the above-described bending control information is assumed to be shown as information
according to the alternative configuration.



EP 2 213 220 B9

7

5

10

15

20

25

30

35

40

45

50

55

[0049] As described above, the endoscope system 1 according to the present embodiment is configured to be capable
of controlling the endoscope bending portion such that the endoscope distal end portion passes through the approximate
center portion (of the dark part) in the lumen, that is, the endoscope distal end portion passes through the clearly set
passing target position, by performing each of the processing steps shown in FIG. 2 in the automatic bending mode.
According to such a configuration, the endoscope system 1 according to the present embodiment can facilitate the
insertion operation of the endoscope regardless of the knowledge or the experience of the person who actually operates
the endoscope. Furthermore, the endoscope system 1 of the present embodiment enables smooth bending operation
of the endoscope regardless of the knowledge or the experience of the person who actually performs the operation by
performing the processing steps shown in FIG. 2 in the automatic bending mode.
[0050] In addition, the arithmetic processing section 91 may perform the processing shown in the flowcharts in FIG.
4 and FIG. 5 in the automatic bending mode, for example, instead of performing the processing shown in the flowchart
in FIG. 2.
[0051] Now description will be made of the processing performed by the arithmetic processing section 91 for setting
the target position as the passing target for the distal end portion 15, with reference to FIG. 4.
[0052] The arithmetic processing section 91 acquires image data based on the video signal inputted thereto (step S
11 in FIG. 4), and thereafter performs distortion correction on the image data (step S 12 in FIG. 4). According to such
processing, the arithmetic processing section 91 acquires the image data in which a monochrome portion is eliminated
from the original image based on the inputted video signal.
[0053] The arithmetic processing section 91 uses the method disclosed in Japanese Patent Application Laid-Open
Publication No. 2-203831, for example, to detect the dark part region in the image data acquired in the processing in
step S12 in FIG. 4 (step S 13 in FIG. 4).
[0054] The arithmetic processing section 91 calculates the two-dimensional coordinates of the gravity center point of
the dark part region based on the dark part region detected by the processing in step S13 in FIG. 4 (step S14 in FIG. 4).
[0055] After that, the arithmetic processing section 91 transforms the calculated two-dimensional coordinates of the
gravity center point by the processing in step S 14 in FIG. 4 into the target position given by the three-dimensional
coordinates by using the Shape From Shading method and the like (step S15 in FIG. 4), for example, and thereafter
repeats a series of processing steps from step S 11 in FIG 4 again.
[0056] That is, the arithmetic processing section 91 sets the three-dimensional position to be the target such that the
distal end portion passes through the approximate center portion of the dark part region in the acquired image data in
the processing in the flowchart in FIG. 4. The target position given by the three-dimensional coordinates which is acquired
by the processing in FIG. 4 is appropriately updated according to the case where the distal end portion 15 has passed
through the target position or the case where the shape of the dark part region has changed, for example.
[0057] In addition, the arithmetic processing section 91 performs the processing shown in the flowchart in FIG. 5 in
parallel with the processing shown in the flowchart in FIG 4.
[0058] Now, description will be made of the processing performed by the arithmetic processing section 91 for setting
the content of the control performed on the bending portion 16, with reference to FIGS. 5 and 6.
[0059] The arithmetic processing section 91 calculates the current position and direction of the distal end portion 15
based on the three-dimensional coordinate information outputted from the source coil position/orientation detecting
section 46 (step S21 in FIG. 5).
[0060] After that, the arithmetic processing section 91 determines in the processing in FIG. 4 whether or not the target
position given by the three-dimensional coordinates is updated (step S22 in FIG. 5). When detecting by the processing
in FIG. 4 that the target position given by the three-dimensional coordinates has been updated, the arithmetic processing
section 91 performs processing for calculating an interpolation curve used for estimating a path of the distal end portion
15 corresponding to the updated target position (step S23 in FIG. 5). In addition, when detecting by the processing in
FIG. 4 that the target position given by the three-dimensional coordinates has not been updated, the arithmetic processing
section 91 performs the processing in step S24 in FIG. 5 to be described later, while retaining the target position and
the interpolation curve directed toward the target position.
[0061] In the processing in step S23 in FIG. 5, first the arithmetic processing section 91 acquires the three-dimensional
coordinate positions of a plurality of source coils including at least one or more source coils provided in the bending
portion 16, based on the three-dimensional coordinate information outputted from the source coil position/orientation
detecting section 46. Specifically, as shown in FIG. 6, for example, the arithmetic processing section 91 acquires three
three-dimensional coordinate positions including the three-dimensional coordinate position of a source coil C1 provided
in the distal end portion 15 and the three-dimensional coordinate positions of the source coils C2 and C3 provided in the
bending portion 16, based on the three-dimensional coordinate information outputted from the source coil position/
orientation detecting section 46.
[0062] In the processing in step S23 in FIG. 5, next the arithmetic processing section 91 calculates a parametric curve
by applying the Catmull Rom curve equation to the above-described three three-dimensional coordinate positions and
the target position given by the three-dimensional coordinates updated in the processing in FIG. 4.
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[0063] Then, the arithmetic processing section 91 calculates the parametric curve as the interpolation curve which is
the processing result in step S23 in FIG. 5. According to the calculation, the arithmetic processing section 91 sets a
curve Id connecting the source coils C1, C2 and C3, and a target position D given by the three-dimensional coordinates,
as the interpolation curve used for estimating the path of the distal end portion 15, as shown in FIG. 6, for example.
[0064] That is, the arithmetic processing section 91 as a path estimating section estimates the interpolation curve
calculated by the processing in step S23 in FIG. 5, as the path through which the distal end portion 15 is to be passed.
[0065] Note that the arithmetic processing section 91 of the present embodiment is not limited to one which sets the
above-described interpolation curve by using the three-dimensional coordinate positions of the source coils C1, C2 and
C3. Specifically, the arithmetic processing section 91 of the present embodiment may perform an arithmetic operation
for setting the above-described interpolation curve by using the three-dimensional coordinate position of any of the
source coils, as long as they are the three-dimensional coordinate positions of a plurality of source coils including at
least one or more source coils provided in the bending portion 16.
[0066] Meanwhile, the arithmetic processing section 91 calculates a moving velocity of the source coil C1 per unit
time, for example, based on the three-dimensional coordinate information outputted from the source coil position/orien-
tation detecting section 46, thereby calculating the moving distance L of the distal end portion 15 after Δt seconds (step
S24 in FIG. 5).
[0067] The arithmetic processing section 91 calculates the bending control target position based on the curve Id and
the moving distance L (step S25 in FIG. 5).
[0068] That is, in the processing in step S25 in FIG. 5, the arithmetic processing section 91 calculates the above-
described vector Vd and sets a position where a point P, which is a point on the curve Id and is an end point of the vector
Vd, exists.
[0069] The arithmetic processing section 91 calculates the amount of bending and the bending direction of the bending
portion 16 such that the distal end portion 15 moves toward the bending control target position set in the step S25 in
FIG 5 (step S26 in FIG. 5)
[0070] The arithmetic processing section 91 performs arithmetic operation of the bending control information required
for actually bending the bending portion 16, based on the amount of bending and the bending direction of the bending
portion 16 calculated in the processing in step S26 in FIG. 5 (step S27 in FIG. 5). The arithmetic processing section 91
outputs the arithmetic operation result to the bending control section 5, and thereafter repeatedly performs a series of
processing steps from the step S21 in FIG 5.
[0071] As described above, the endoscope system 1 according to the present embodiment is configured to perform
each of the processing steps shown in FIG. 4 and FIG. 5 in the automatic bending mode, thereby capable of controlling
the endoscope bending portion such that the endoscope distal end portion passes through the approximate center
portion (of the dark part) in the lumen while bending the endoscope bending portion relatively gently. According to such
a configuration, the endoscope system 1 of the present embodiment can facilitate the insertion operation of the endoscope
regardless of the knowledge or the experience of the person who actually operates the endoscope. Furthermore, the
endoscope system 1 according to the present embodiment performs the processing steps shown in FIG. 4 and FIG. 5
in the automatic bending mode, thereby capable of smoothly performing the bending operation of the endoscope re-
gardless of the knowledge or the experience of the person who actually operates the endoscope.

(Second Embodiment)

[0072] Note that detailed descriptions will be properly omitted below regarding the components which have the same
configurations as those in the first embodiment and perform the same processing as that in the first embodiment.
[0073] FIGS. 7 to 12 relate to an embodiment of the present invention. FIG. 7 is a view showing a configurational
example of a main part of an endoscope system according to an embodiment of the present invention. FIG. 8 is a
flowchart showing an example of target position detecting processing performed in a terminal apparatus in FIG. 7. FIG.
9 is a flowchart showing an example of bending control setting processing performed in the terminal apparatus in FIG.
7. FIG. 10 is a view showing an example of a dark part region existing in image data. FIG. 11 is a view showing an
example of a dark part region existing in the image data, which is different from the example in FIG. 10. FIG. 12 is a
view showing an example of a dark part region existing in the image data, which is different from the examples in FIG.
10 and FIG. 11.
[0074] As shown in FIG. 7, an endoscope system 101 according to the present embodiment of the present invention
includes: an endoscope 102 which is configured to be inserted into a body cavity of a patient as a subject and which
picks up an image of a photographic subject in the body cavity; a processor 106 to and from which a connector 114
provided in the endoscope 102 is attachable and detachable; a sense coil unit 107 arranged around a bed on which the
patient lies; an endoscope insertion shape detecting apparatus 108; a terminal apparatus 109; a monitor 110a, and a
monitor 110b.
[0075] In addition, the processor 106 includes: a light source section 103 that supplies illumination light for illuminating
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a photographic subject as an image pickup object to the endoscope 102; a signal processing section 104 that generates
a video signal by performing signal processing on an image pickup signal outputted from the endoscope 102 and outputs
the generated video signal; a bending control section 105 that performs bending control on the endoscope 102; and a
source coil driving section 143.
[0076] The endoscope 102 includes: an elongated insertion portion 111 to be inserted in the subject; an operation
portion 112 provided at a rear end of the insertion portion 111; and a universal cord 113 extended from the operation
portion 112. The connector 114 that is attachable to and detachable from the processor 106 is provided at a rear end
of the universal cord 113.
[0077] The insertion portion 111 includes: a rigid distal end portion 115 provided on a distal end side; a bending portion
116 connected to a rear end of the distal end portion 115; and a flexible tube portion 117 having flexibility that is provided
between a rear end of the bending portion 116 and a front end of the operation portion 112. Furthermore, p-pieces of
source coils C1, C2, ..., and Cp that generate magnetic fields corresponding to the source coil driving signals applied by
the source coil driving section 143 are provided in the insertion portion 111 at substantially equal intervals.
[0078] The distal end portion 115 is provided with an image pickup section 115a including an objective optical system
that forms an image of a photographic subject and an image pickup device that outputs the image of the photographic
subject formed through the objective optical system as an image pickup signal.
[0079] The operation portion 112 is provided with a scope switch 118 that gives an instruction for acquiring a freeze
image (still image), for example; a bending mode switching switch 119 that gives an instruction for switching the bending
mode of the bending portion 116 to either the manual bending mode or the automatic bending mode, and a joystick 120
for bending operation for instructing the bending direction and the bending angle of the bending portion 116 when the
manual bending mode is selected. In addition, at a portion which is on a rear end side of the flexible tube portion 117
and near the front end of the operation portion 112 a treatment instrument insertion port 139 is provided leading to a
channel for treatment instrument, not shown, through which a treatment instrument or the like is insertable.
[0080] A light guide 121 that transmits the illumination light supplied from the light source section 103 to the distal end
portion 115 is inserted in the insertion portion 111 and the like of the endoscope 102.
[0081] One end surface (incident end surface) of the light guide 121 is arranged protruding from the connector 114.
Furthermore, the other end surface (light-emitting end surface) of the light guide 121 is arranged in the vicinity of an
illumination optical system, not shown, provided in the distal end portion 115. According to such a configuration, in a
state where the connector 114 is connected to the processor 106, the illumination light supplied from the light source
section 103 passes through the light guide 121 and the illumination optical system, not shown, and thereafter illuminates
the photographic subject as the image pickup object of the image pickup section 115a.
[0082] The light source section 103 includes: a lamp 122 that emits illumination light which is white light, for example;
a lamp driving section 123 that supplies a power source required for driving the lamp 122; a diaphragm 124; a diaphragm
control section 125 that increases and decreases the diaphragm amount (opening amount) of the diaphragm 124 based
on the video signal outputted from the signal processing section 104; and a light condensing optical system 126 that
condenses the illumination light which has passed through the diaphragm 124 and supplies the illumination light to the
incident end surface of the light guide 121.
[0083] The diaphragm control section 125, for example, calculates the average brightness based on the luminance
components of the inputted video signal, and thereafter appropriately changes the light amount of the illumination light
passing through the diaphragm 124 by increasing or decreasing the diaphragm amount (opening amount) of the dia-
phragm 124 based on a difference value which is a value obtained by subtracting a reference value corresponding to
the appropriate brightness from the average brightness.
[0084] The signal processing section 104 includes an image pickup device driving section 136 that outputs an image
pickup device driving signal for driving the image pickup device provided in the image pickup section 115a, and a video
processing section 137 that generates a video signal by performing signal processing on the image pickup signal outputted
from the image pickup section 115a and outputs the generated video signal. According to this configuration, an endoscopic
image Ia1 based on the video signal is displayed on the monitor 110a.
[0085] When the bending mode of the bending portion 116 is switched to the manual bending mode based on the
instruction given by the bending mode switching switch 119, the bending control section 105 performs control to change
the bending direction and the bending angle of the bending portion 116 based on the inclination direction and the
inclination amount of the joystick 120 for bending operation. In addition, when the bending mode of the bending portion
116 is switched to the automatic bending mode based on the instruction given by the bending mode switching switch
119, the bending control section 105 performs control to change the bending direction and the bending angle of the
bending portion 116 based on the arithmetic operation result from the terminal apparatus 109.
[0086] The source coil driving section 143 is connected to the p-pieces of source coils C1, C2, ..., and Cp provided in
the insertion portion 111, and sequentially applies an alternate current source coil driving signal to each of the source
coils. As a result, an alternate current magnetic field is generated around each of the source coils provided in the insertion
portion 111.
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[0087] The sense coil unit 107 is provided with a sense coil group 144 that detects the magnetic field generated from
each of the p-pieces of source coils C1, C2, ..., and Cp provided in the insertion portion 111 and outputs the detected
magnetic fields as magnetic field detection signals.
[0088] The endoscope insertion shape detecting apparatus 108 having a function as a position detecting section
includes: an amplifier 145 that amplifies the magnetic field detection signals outputted from the sense coil unit 107; a
source coil position/orientation detecting section 146 that detects three-dimensional coordinate positions and orientations
of the p-pieces of source coils C1, C2, ..., and Cp based on the magnetic field detection signals outputted from the
amplifier 145, and outputs the detected three-dimensional coordinate positions and orientations as three-dimensional
coordinate information; and an insertion shape estimating section 147 that estimates the insertion shape of the insertion
portion 111 based on the three-dimensional coordinate information outputted from the source coil position/orientation
detecting section 146, and outputs the estimated insertion shape as an insertion shape image signal. According to this
configuration, an insertion shape image Ib1 of the insertion portion 111 based on the insertion shape image signal is
displayed on the monitor 110b.
[0089] The terminal apparatus 109 includes an arithmetic processing section 191 composed of a CPU and the like.
The arithmetic processing section 191 performs an arithmetic operation related to the bending control performed when
the bending mode of the bending portion 116 is the automatic bending mode, based on the video signal outputted from
the video processing section 137 and the three-dimensional coordinate information outputted from the source coil position/
orientation detecting section 146, and outputs the arithmetic operation result to the bending control section 105. Note
that the specific content of the arithmetic operation performed in the arithmetic processing section 191 will be described
later.
[0090] Next, description will be made of the working of the endoscope system 101. Note that description of the control
in the case where the bending mode switching switch 119 is switched to the manual bending mode will be omitted below,
and description will be mainly made of the control in the case where the bending mode switching switch 119 is switched
to the automatic bending mode.
[0091] First, an operator connects and activates each of the parts of the endoscope system 101, and thereafter inserts
the insertion portion 111 of the endoscope 102 into a body cavity of a patient and switches the bending mode switching
switch 119 to the automatic bending mode. In response to the switching, the image pickup section 115a in the endoscope
102 starts picking up an image of a photographic subject, and the source coils provided in the insertion portion 111 start
to generate magnetic fields.
[0092] The image pickup signal outputted from the image pickup section 115a in association with the image pickup
of the photographic subject is outputted to the processor 106, through the universal cord 113 and the connector 114, to
be converted into a video signal in the video processing section 137, and thereafter inputted to the arithmetic processing
section 191 in the terminal apparatus 109. In addition, the magnetic field detection signals outputted from the sense coil
unit 107 in association with the generation of magnetic fields from the source coils provided in the insertion portion 111
are amplified by the amplifier 145, to be converted to the three-dimensional coordinate information of the source coils
by the source coil position/orientation detecting section 146, and thereafter inputted to the arithmetic processing section
191 in the terminal apparatus 109.
[0093] The arithmetic processing section 191 in the terminal apparatus 109 performs target position detecting process-
ing based on the inputted video signal, thereby acquiring the three-dimensional coordinate position as a passing target
for the distal end portion 115.
[0094] Here, the target position detecting processing performed by the arithmetic processing section 191 will be
described.
[0095] The arithmetic processing section 191 in the terminal apparatus 109 acquires image data based on the inputted
video signal (step S101 in FIG. 8), and thereafter performs distortion correction on the image data (step S 102 in FIG.
8). By performing the processing steps described above, the arithmetic processing section 191 acquires image data in
which a monochrome portion is eliminated from the original image based on the inputted video signal.
[0096] The arithmetic processing section 191 as a dark part region detecting section uses the method disclosed in
Japanese Patent Application Laid-Open Publication No. 2-203831, for example, to detect the dark part region in the
image data acquired by the processing in step S 102 in FIG. 8 (step S 103 in FIG. 8). Note that the arithmetic processing
section 191 may use other method as the method of detecting the dark part region in an image, instead of the method
disclosed in Japanese Patent Application Laid-Open Publication No. 2-203831.
[0097] After that, the arithmetic processing section 191 calculates a parameter for estimating the shape of the dark
part region detected by the processing in the step S103 in FIG. 8 (step S 104 in FIG 8). Specifically, the arithmetic
processing section 191 performs arithmetic operations using the following expressions (1) and (2) which are based on
a primary moment m11 of the dark part region, a secondary moment m02 of the dark part region, and a secondary
moment m20 of the dark part region, for example, and calculates a value of a ratio Ri between the major axis direction
and minor axis direction in a case where an applicable ellipse is applied to the dark part region, as the parameter for
estimating the shape of the dark part region. 
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[0098] The arithmetic processing section 191 determines whether or not the value of the ratio Ri calculated by the
processing in step S104 in FIG. 8 is larger than a predetermined threshold Th1 (step S105 in FIG. 8).
[0099] When detecting that the value of the ratio Ri is equal to or smaller than the predetermined threshold Th1, the
arithmetic processing section 191 estimates that the dark part region detected by the processing in the step S103 in
FIG. 8 has the substantially circular shape as shown in FIG. 10, for example, and thereafter calculates the two-dimensional
coordinates of a gravity center point Ga of the dark part region (step S110 in FIG 8). Note that, as the processing for
calculating the two-dimensional coordinates of the gravity center point of the dark part region, the arithmetic processing
section 191 may perform the processing by regarding a centroid calculated according to sequence of points existing on
the edge of the dark part region as the gravity center point, or may calculate the gravity center point using a 0th moment
and the primary moment of the dark part region.
[0100] When detecting that the value of the ratio Ri is larger than the predetermined threshold Th1, the arithmetic
processing section 191 judges that the dark part region detected by the processing in step S 103 in FIG. 8 has another
shape different from the substantially circular shape, and thereafter extracts the edge of the dark part region (step S
106 in FIG. 8). Specifically, the arithmetic processing section 191 reduces the image data, and thereafter applies any
one of Canny, Sobel, and Laplacian algorithms to the reduced image data to extract the edge of the dark part region.
[0101] Based on the edge of the dark part region extracted by the processing in the step S106 in FIG. 8, the arithmetic
processing section 191 forms a hypothetical circle including at least a part of the edge on an outer circumference thereof
(step S 107 in FIG. 8). Note that, as the processing for forming the hypothetical circle, the arithmetic processing section
191 may perform processing based on a circle Hough transform, or processing to be described below.
[0102] The arithmetic processing section 191 detects shading gradient directions of the points on the edge of the dark
part region, and after that, decides an approximate existing range of the center point of the hypothetical circle based on
each of the shading gradient directions. Furthermore, the arithmetic processing section 191 calculates the distances
from one point within the existing range to the respective points on the edge of the dark part region, and defines the
summation of the distances as an evaluated value of the one point. The arithmetic processing section 191 calculates
the evaluated values of all the points within the existing range and compares the values with one another, thereby forming
the hypothetical circle with the point whose evaluated value is the smallest as the center point and with the length from
the center point to the edge of the dark part region as the radius.
[0103] The arithmetic processing section 191 determines whether or not the diameter dv of the hypothetical circle
formed by the processing in step S107 in FIG. 8 is smaller than a predetermined threshold Th2 (step S108 in FIG. 8).
Note that the threshold Th2 is assumed to be a value calculated based on the size of the image data acquired in the
step S 102 in FIG. 8, a diameter size of a normal lumen, or the data acquired in the past in substantially the same region
of the same patient, for example.
[0104] When detecting that the diameter dv of the hypothetical circle is smaller than the predetermined threshold Th2,
the arithmetic processing section 191 calculates the two-dimensional coordinates of the center point of the hypothetical
circle (step S109 in FIG. 8). Specifically, the arithmetic processing section 191 calculates the two-dimensional coordinates
of the center point Cv of the hypothetical circle Rv including on the outer circumference thereof at least a part of the
edge of the dark part region, in the image data including the dark part region having a curved shape, as shown in FIG.
11, for example.
[0105] In addition, when detecting that the diameter dv of the hypothetical circle is equal to or larger than the prede-
termined threshold Th2, the arithmetic processing section 191 calculates the two-dimensional coordinates of the gravity
center point of the dark part region (step S110 in FIG. 8). Specifically, the arithmetic processing section 191 calculates
the two-dimensional coordinates of the gravity center point Gb of the dark part region in the image data including the
dark part region having a shape which is neither the substantially circular shape nor the curved shape, as shown in FIG.
12, for example.
[0106] After that, the arithmetic processing section 191 as a target position setting section transforms the two-dimen-
sional coordinates of any one of the center point Cv, the gravity center point Ga, and the gravity center point Gb calculated
by the processing up to the step S 110 in FIG. 8 into the target position given by the three-dimensional coordinates by
using the Shape From Shading method and the like (step S111 in FIG. 8), and thereafter repeats the series of processing
steps from the step S101 again.
[0107] That is, when detecting the existence of the dark part region having the substantially circular shape as shown
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in FIG. 10, for example, by the above-described target position detecting processing, the arithmetic processing section
191 regards that the dark part region is generated by the lumen, and sets the three-dimensional coordinate position as
the target such that the distal end portion 115 passes through the approximate center portion of the lumen.
[0108] Furthermore, when detecting the existence of the dark part region having the curved shape as shown in FIG.
11, for example, by the above-described target position detecting processing, the arithmetic processing section 191
regards that the dark part region is generated by the folds and the like of the wall surface of the lumen and sets the
three-dimensional coordinate position as the target such that the distal end portion 115 is prevented from moving to the
wall surface side and the distal end portion 115 passes through the position in the lumen where the distal end portion
115 is supposed to pass.
[0109] Meanwhile, the arithmetic processing section 191 performs a bending control setting processing for setting the
content of control with respect to the bending portion 116 in the automatic bending mode, in parallel with the above-
described target position detecting processing.
[0110] Now, description will be made of the bending control setting processing performed by the arithmetic processing
section 191.
[0111] The arithmetic processing section 191 performs the above-described target position detecting processing for
performing the initial setting of the target position for the distal end portion 115 to be passed at the timing immediately
after the bending mode switching switch 119 is switched to the automatic bending mode (step S121 in FIG. 9).
[0112] In addition, the arithmetic processing section 191 calculates the current position and orientation of the distal
end portion 115 based on the three-dimensional coordinate information outputted from the source coil position/orientation
detecting section 146 (step S122 in FIG. 9).
[0113] After that, the arithmetic processing section 191 compares the current position and orientation of the distal end
portion 115 calculated in the processing in the step S 122 in FIG. 9 with the target position for the distal end portion 115
to be passed, thereby determining whether or not the distal end portion 115 has passed through the target position (step
S 123 in FIG. 9).
[0114] When detecting that the distal end portion 115 has passed through the target position, the arithmetic processing
section 191 performs the above-described target position detecting processing again in order to set a new target position
(step S124 in FIG. 9). In addition, when detecting that the distal end portion 115 has not passed through the target
position, the arithmetic processing section 191 retains the target position and continues the processing.
[0115] After performing the processing in the step S123 or the step S124 in FIG. 9, the arithmetic processing section
191 calculates the amount of bending and the bending direction of the bending portion 116 such that the distal end
portion 115 passes through the set target position (step S125 in FIG. 9). Note that, in the present embodiment, the
arithmetic processing section 191 may calculate the amount of bending and the bending direction of the bending portion
116 by using different calculation methods depending on the shapes (substantially circular shape, curved shape or other
shape) of the dark part region detected by the above-described target position detecting processing.
[0116] The arithmetic processing section 191, as a bending control information calculating section, performs arithmetic
operation of the bending control information required for actually bending the bending portion 116, based on the amount
of bending and the bending direction of the bending portion 116 calculated in the processing in the step S125 in FIG. 9
(step S126 in FIG. 9), and outputs the arithmetic operation result to the bending control section 105. After that, the
arithmetic processing section 191 repeatedly performs a series of processing steps from the step S122 in FIG. 9 again.
[0117] Note that, when the bending portion 116 is composed of a plurality of bending pieces connected to one end
side of the wire and configured to be capable of changing the bending state thereof according to tension or relaxation
of the wire caused by the rotational driving of the motors, for example, the above-described bending control information
is assumed to be shown as information related to the angles of the pulleys connected to the motors and the driving
voltages applied to the motors. In addition, when the bending portion 116 has an alternative configuration other than the
above-described configuration, for example, the above-described bending control information is assumed to be shown
as information according to the alternative configuration.
[0118] The bending control section 105 is capable of performing, in the automatic bending mode, a control with respect
to the bending portion 116 such that the distal end portion 115 always passes through the target position set in the
above-described target position detecting processing, based on the arithmetic operation result outputted from the arith-
metic processing section 191 in the terminal apparatus 109.
[0119] As described above, the endoscope system 101 according to the present embodiment is configured to be
capable of controlling the endoscope bending portion such that the position and the orientation of the endoscope distal
end portion is located at an appropriate position and oriented in an appropriate direction according to the insertion
operation of the endoscope insertion portion in the automatic bending mode. According to such a configuration, the
endoscope system 101 according to the present embodiment can facilitate the insertion operation of the endoscope
regardless of the knowledge or the experience of the person who actually operates the endoscope.
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(Third Embodiment)

[0120] Note that detailed description will be properly omitted below regarding the components which have the same
configuration as that in the first embodiment, and the components which perform the same processing as those in the
first and the second embodiments.
[0121] FIGS. 13 to 21 relate to an embodiment of the present invention. FIG. 13 is a view showing a configurational
example of a main part of an endoscope system according to the present embodiment of the present invention. FIG. 14
is a flowchart showing an example of processing for setting a path for the distal end portion to be passed. FIG. 15 is a
flowchart showing an example of processing performed for setting a content of the bending control with respect to the
bending portion. FIG. 16 is a view showing an example of a shape of a lumen in the vicinity of the current position of the
distal end portion. FIG. 17 is a schematic view showing a brief overview of the processing shown in the flowchart in FIG.
14. FIG. 18 is a view showing an example of processing of calculating a target position for the distal end portion to be
passed. FIG. 19 is a view showing an example of processing of calculating a target position for the distal end portion to
be passed, which is different from the example shown in FIG. 18. FIG. 20 is a view showing an example of processing
which can be added to the processing in the flowchart in FIG. 15. FIG. 21 is a schematic diagram showing a brief overview
of the processing in the flowchart in FIG. 20.
[0122] As shown in FIG. 13, an endoscope system 201 according to the third embodiment of the present invention
includes: an endoscope 202 which is configured to be inserted into a body cavity of a patient as a subject and which
picks up an image of a photographic subject in the body cavity; a processor 206 to and from which a connector 214
provided in the endoscope 202 is attachable and detachable; a sense coil unit 207 arranged around a bed on which a
patient lies; an endoscope insertion shape detecting apparatus 208; a terminal apparatus 209; a monitor 210a, and a
monitor 210b.
[0123] In addition, the processor 206 includes: a light source section 203 that supplies illumination light for illuminating
a photographic subject as an image pickup object to the endoscope 202; a signal processing section 204 that generates
a video signal by performing signal processing on an image pickup signal outputted from the endoscope 202 and outputs
the generated video signal; a bending control section 205 that performs bending control on the endoscope 202; and a
source coil driving section 243.
[0124] The endoscope 202 includes an elongated insertion portion 211 to be inserted in the body cavity (lumen) of a
subject; an operation portion 212 provided at a rear end of the insertion portion 211; and a universal cord 213 extended
from the operation portion 212. The connector 214 that is attachable to and detachable from the processor 206 is provided
at a rear end of the universal cord 213.
[0125] The insertion portion 211 includes: a rigid distal end portion 215 provided on a distal end side; a bending portion
216 connected to a rear end of the distal end portion 215; and a flexible tube portion 217 having flexibility that is provided
between a rear end of the bending portion 216 and a front end of the operation portion 212. Furthermore, q-pieces of
source coils C1, C2, ..., and Cq that generate magnetic fields corresponding to the source coil driving signals applied by
the source coil driving section 243 are provided in the insertion portion 211 at substantially equal intervals.
[0126] The distal end portion 215 is provided with an image pickup section 215a including an objective optical system
that forms an image of a photographic subject and an image pickup device that outputs the image of the photographic
subject formed through the objective optical system as an image pickup signal.
[0127] The operation portion 212 is provided with a scope switch 218 that gives an instruction for acquiring a freeze
image (still image), for example; a bending mode switching switch 219 that gives an instruction for switching the bending
mode of the bending portion 216 to either the manual bending mode or the automatic bending mode; a joystick 220 for
bending operation that gives instructions on the bending direction and the bending angle of the bending portion 216
when the manual bending mode is selected. In addition, at a portion on a rear end side of the flexible tube portion 217
and near the front end of the operation portion 212 a treatment instrument insertion port 239 is provided leading to a
channel for treatment instrument, not shown, through which a treatment instrument and the like is insertable.
[0128] A light guide 221 that transmits the illumination light supplied from the light source section 203 to the distal end
portion 215 is inserted in the insertion portion 211 and the like of the endoscope 202.
[0129] One end surface (incident end surface) of the light guide 221 is arranged protruding from the connector 214.
Furthermore, the other end surface (light-emitting end surface) of the light guide 221 is arranged in the vicinity of an
illumination optical system, not shown, provided in the distal end portion 215. According to such a configuration, in a
state where the connector 214 is connected to the processor 206, the illumination light supplied from the light source
section 203 passes through the light guide 221 and the illumination optical system, not shown, and thereafter illuminates
the photographic subject as the image pickup object of the image pickup section 215a.
[0130] The light source section 203 includes: a lamp 222 that emits illumination light which is white light, for example;
a lamp driving section 223 that supplies a power source required for driving the lamp 222; a diaphragm 224; a diaphragm
control section 225 that increases and decreases the diaphragm amount (opening amount) of the diaphragm 224 based
on the video signal outputted from the signal processing section 204; and a light condensing optical system 226 that
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condenses the illumination light which has passed through the diaphragm 224 and supplies the illumination light to the
incident end surface of the light guide 221.
[0131] The diaphragm control section 225, for example, calculates the average brightness based on the luminance
components of the inputted video signal, and appropriately changes the light amount of the illumination light passing
through the diaphragm 224 by increasing or decreasing the diaphragm amount (opening amount) of the diaphragm 224
based on a difference value which is a value obtained by subtracting a reference value corresponding to the appropriate
brightness from the average brightness.
[0132] The signal processing section 204 includes: an image pickup device driving section 236 that outputs an image
pickup device driving signal for driving the image pickup device provided in the image pickup section 215a; and a video
processing section 237 that generates a video signal by performing signal processing on the image pickup signal outputted
from the image pickup section 215a and outputs the generated video signal. According to this configuration, an endoscopic
image Ia2 according to the video signal is displayed on the monitor 210a.
[0133] When the bending mode of the bending portion 216 is switched to the manual bending mode based on the
instruction given by the bending mode switching switch 219, the bending control section 205 performs control to change
the bending direction and the bending angle of the bending portion 216 based on the inclination direction and the
inclination amount of the joystick 220 for bending operation. In addition, when the bending mode of the bending portion
216 is switched to the automatic bending mode based on the instruction given by the bending mode switching switch
219, the bending control section 205 performs control to change the bending direction and the bending angle of the
bending portion 216 based on the arithmetic operation result from the terminal apparatus 209.
[0134] The source coil driving section 243 is connected to the q-pieces of source coils C1, C2, ..., Cq provided in the
insertion portion 211, and sequentially applies an alternate current source coil driving signal to each of the source coils.
As a result, an alternate current magnetic field is generated around each of the source coils provided in the insertion
portion 211.
[0135] The sense coil unit 207 is provided with a sense coil group 244 that detects the magnetic field generated from
each of the q-pieces of source coils C1, C2, ..., Cq provided in the insertion portion 211 and outputs the magnetic fields
as magnetic field detection signals.
[0136] The endoscope insertion shape detecting apparatus 208 includes: an amplifier 245 that amplifies the magnetic
field detection signals outputted from the sense coil unit 207; a source coil position/orientation detecting section 246
that detects three-dimensional coordinate positions and orientations of the q-pieces of source coils C1, C2, ..., and Cq
based on the magnetic field detection signals outputted from the amplifier 245, and outputs the detected three-dimensional
coordinate positions and orientations as insertion shape information; and an insertion shape estimating section 247 that
estimates the insertion shape of the insertion portion 211 based on the insertion shape information outputted from the
source coil position/orientation detecting section 246, and outputs the estimated insertion shape as an insertion shape
image signal. According to this configuration, an insertion shape image Ib2 of the insertion portion 211 according to the
insertion shape image signal is displayed on the monitor 210b.
[0137] The terminal apparatus 209 includes an arithmetic processing section 291 that performs an arithmetic operation
related to the bending control performed in the case where the bending mode of the bending portion 216 is the automatic
mode, based on the video signal outputted from the video processing section 237 and the insertion shape information
outputted from the source coil position/orientation detecting section 246, and outputs the arithmetic operation result to
the bending control section 205. Note that the specific content of the arithmetic operation performed in the arithmetic
processing section 291 will be described later.
[0138] Next, the working of the endoscope system 201 will be described. Note that description of the control in the
case where the bending mode switching switch 219 is switched to the manual bending mode will be omitted below, and
description will be mainly made of the control in the case where the bending mode switching switch 219 is switched to
the automatic bending mode.
[0139] First, an operator connects and activates each of the parts of the endoscope system 201, and thereafter inserts
the insertion portion 211 of the endoscope 202 into the body cavity of a patient and switches the bending mode switching
switch 219 to the automatic bending mode. In response to this, the image pickup section 215a in the endoscope 202
starts picking up an image of a photographic subject, and each of the source coils provided in the insertion portion 211
starts to generate a magnetic field.
[0140] The image pickup signal outputted from the image pickup section 215a in association with the image pickup
of the photographic subject is outputted to the processor 206 through the universal cord 213 and the connector 214, to
be converted into a video signal in the video processing section 237, and thereafter inputted to the arithmetic processing
section 291 in the terminal apparatus 209. In addition, the magnetic field detection signals outputted from the sense coil
unit 207 in association with the generation of magnetic fields from the source coils provided in the insertion portion 211
are amplified in the amplifier 245 to be converted as the three-dimensional coordinate information of the source coils by
the source coil position/orientation detecting section 246, and thereafter inputted to the arithmetic processing section
291 in the terminal apparatus 209.
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[0141] The arithmetic processing section 291 in the terminal apparatus 209 performs processing based on the inputted
video signal and the inputted three-dimensional coordinate information of the source coils, thereby setting the path for
the distal end portion 215 to be passed and setting the control content for bending the bending portion 216 such that
the distal end portion 215 is advanced substantially along the path.
[0142] Now, description will be made of the processing performed by the arithmetic processing section 291 in order
to set the path for the distal end portion 215 to be passed, with reference to FIG. 14 and the like.
[0143] The arithmetic processing section 291 acquires image data based on the inputted video signal (step S201 in
FIG. 14), and thereafter performs distortion correction on the image data. By performing the processing described above,
the arithmetic processing section 291 acquires two-dimensional image data in which a monochrome portion is eliminated
from the original image based on the inputted video signal.
[0144] Next, the arithmetic processing section 291 having a function as a three-dimensional shape calculating section
calculates, based on the two-dimensional image data acquired by the processing in the step S201 in FIG 14, three-
dimensional shape data as data showing the shape of the lumen in the vicinity of the current position of the distal end
portion 215 by using the Shape From Shading method, for example (step S202 in FIG. 14). According to such processing,
the arithmetic processing section 291 detects that the shape of the lumen in the vicinity of the current position of the
distal end portion 215 has a flexed portion formed by the folds and the like in the body cavity, as shown in FIG. 16, for
example
[0145] Then, the arithmetic processing section 291 sets, for example, a local coordinate system with a predetermined
position on the distal end surface of the distal end portion 215 as the origin, an axis corresponding to the left/right direction
of the image data acquired by the processing in the step S201 in FIG. 14 as the x-axis, an axis corresponding to up/
down direction of the image data as the y-axis, and an axis corresponding to the depth direction of the image data as
the z-axis, with respect to the three-dimensional shape data calculated by the processing in the step S202 in FIG. 14
(step S203 in FIG. 14).
[0146] After that, the arithmetic processing section 291 having a function as a cutting surface acquiring section acquires,
based on the image data acquired by the processing in the step S201 in FIG. 14 and the three-dimensional shape data
calculated by the processing in the step S202 in FIG. 14, K-pieces of cutting surface data within the field of view range
of the endoscope 202 (or in the vicinity of the position where the distal end portion 215 exists) (step S204 in FIG. 14).
[0147] In the processing in the step S204 in FIG. 14, first the arithmetic processing section 291 detects the position
of the dark point (the darkest point) in the three-dimensional shape data, based on the image data acquired by the
processing in the step S201 in FIG. 14 and the three-dimensional shape data calculated by the processing in the step
S202 in FIG. 14. Specifically, the arithmetic processing section 291 detects the point Db shown in FIG. 17, for example,
as the dark point (the darkest point).
[0148] In the processing in the step S204 in FIG. 14, next the arithmetic processing section 291 acquires K-pieces of
cutting surface data by cutting the three-dimensional shape data using K-pieces of planes which are perpendicular to
the vector pointing from a predetermined position of the distal end surface of the distal end portion 215 to the point Db
and which are set at substantially equal intervals. Specifically, the arithmetic processing section 291 acquires four pieces
of data of the planes H1, H2, H3 and H4 shown in FIG. 17, as cutting surface data, for example.
[0149] The arithmetic processing section 291 sets a variable i (1≤ I ≤ K), which corresponds to the number attached
to each piece of the cutting surface data acquired by the processing in step S204 in FIG. 14, to 1 (step S205 in FIG 14),
and thereafter extracts the edge of the i-th piece of cutting surface data (step S206 in FIG. 14). Specifically, the arithmetic
processing section 291 reduces the cutting surface data, and thereafter extracts the edge of the cutting surface data by
applying any one of the Canny, Sobel or Laplacian algorithms to the reduced cutting surface data.
[0150] The arithmetic processing section 291 determines whether or not the edge of the cutting surface data extracted
by the processing in the step S206 in FIG. 14 is a closed curve (step S207 in FIG. 14). When detecting that the edge of
the cutting surface data extracted by the processing in the step S206 in FIG. 14 is a closed curve, the arithmetic processing
section 291 calculates the centroid of the cutting surface data (step S208 in FIG 14). In addition, when detecting that
the edge of the cutting surface data extracted by the processing in the step S206 in FIG. 14 is not a closed curve, the
arithmetic processing section 291 forms a hypothetical circle including at least a part of the edge on the outer circum-
ference thereof by using the circle Hough transform and then calculates the center point of the hypothetical circle (step
S209 in FIG. 14).
[0151] That is, the arithmetic processing section 291 performs the processing of extracting the cross-sectional shape
of the cutting surface in the three-dimensional data of the lumen to detect a path point corresponding to the cross-
sectional shape of each of the cutting surfaces, as the processing in the steps S206 to S209 in FIG. 14.
[0152] The arithmetic processing section 291 repeatedly performs the processing shown in the steps S206 to S209
in FIG. 14 until the variable i becomes equal to K (step S210 in FIG. 14). Among the K-pieces of cutting surface data,
as for the cutting surface data subjected to the processing in the step S208 in FIG. 14, the centroid is calculated, and
as for the cutting surface data subjected to the processing in the step S209 in FIG. 14, the center point of the hypothetical
circle is calculated. Specifically, the arithmetic processing section 291 repeatedly performs the processing in the steps
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S206 to S209 in FIG. 14, thereby calculating the points E1, E2, E3, and E4 on the planes H1, H2, H3, and H4, respectively,
as shown in FIG. 17, for example.
[0153] When the calculation of the centroid or the center point of the hypothetical circle in each of the K-pieces of
cutting surface data is completed, the arithmetic processing section 291 having a function as a path calculating section
calculates a path line as a segment which passes K-pieces of points including the centroid and the center point of the
hypothetical circle, a predetermined position on a distal end surface of the distal end portion 215, and the point Db (step
S211 in FIG. 14), and thereafter repeatedly performs a series of processing steps from the step S201 in FIG. 14. Note
that the arithmetic processing section 291 calculates, as the path line, a parametric curve calculated by applying a
Catmull Rom curve equation to each of the points, for example. Specifically, by performing the processing in the step
S211 in FIG. 14, the arithmetic processing section 291 calculates, as the path line, a curve Ic passing the points E1, E2,
E3 and E4 as the path points, the predetermined position on the distal end surface of the distal end portion 215, and
the point Db, as shown in FIG. 17, for example.
[0154] Furthermore, the arithmetic processing section 291 performs the processing shown in the flowchart in FIG. 15
in parallel with the processing shown in the flowchart in FIG. 14.
[0155] The arithmetic processing section 291 calculates the current position and orientation of the distal end portion
215 based on the three-dimensional coordinate information outputted from the source coil position/orientation detecting
section 246 (step S221 in FIG. 15).
[0156] After that, the arithmetic processing section 291 determines whether or not the distal end portion 215 has
passed through the target position for the distal end portion 215 to be passed, which is set by processing to be described
later (step S222 in FIG. 15). When determining that the distal end portion 215 has passed through the target position,
the arithmetic processing section 291 calculates a new path line with the predetermined position on the distal end surface
of the distal end portion 215 as a starting point by the processing shown in the flowchart in FIG 14 (step S223 in FIG
15). When determining that the distal end portion 215 has not passed through the target position, the arithmetic processing
section 291 subsequently performs the processing in step S224 in FIG. 15 while retaining the target position and the
path line related to the target position.
[0157] That is, the arithmetic processing section 291 having the function as the path calculating section performs the
processing for calculating a new path line with the predetermined position on the distal end surface of the distal end
portion 215 as a starting point, every time the distal end portion 215 passes through the target position set by the
processing to be described later.
[0158] Based on the three-dimensional coordinate information outputted from the source coil position/orientation de-
tecting section 246, the arithmetic processing section 291 calculates a moving velocity of the source coil C1 per unit
time, for example, thereby calculating the moving distance r1 of the distal end portion 215 after Δt seconds (step S224
in FIG. 15).
[0159] The arithmetic processing section 291 calculates the target position for the distal end portion 215 to be passed,
based on the path line Ic and the moving distance r1 (step S225 in FIG. 15).
[0160] In the processing in the step S225 in FIG. 15, the arithmetic processing section 291 sets a hypothetical globe
Br1 with the predetermined position on the distal end surface of the distal end portion 215 as a center point and the
moving distance r1 as a radius, as shown in FIG. 18, and thereafter calculates the three-dimensional coordinate position
of a point Q where the hypothetical globe Br1 and the curve Ic intersect with each other. Then, the arithmetic processing
section 291 calculates the three-dimensional coordinate position of the point Q as the target position for the distal end
portion 215 to be passed.
[0161] The arithmetic processing section 291 of the present embodiment calculates the three-dimensional coordinate
position of the point Q as the target position by the processing in step S225 in FIG. 15, and thereafter may correct the
target position by further performing the processing steps described below.
[0162] Specifically, the arithmetic processing section 291 calculates the three-dimensional coordinate position of the
point Q, and thereafter calculates a plane Ha including the point Q and perpendicular to the vector pointing from the
predetermined position on the distal end surface of the distal end portion 215 to the point Db, as shown in FIG. 19, for
example.
[0163] The arithmetic processing section 291 forms a hypothetical circle Br2 having the radius r2, which includes the
point Q as the center point and exists on the plane Ha, and thereafter calculates the three-dimensional coordinate
position of a point T which exists on the same plane as the path line Ic, among the points on the circle Br2, as a corrected
target position.
[0164] That is, the arithmetic processing section 291 having a function as a target position correcting section performs
the processing steps described above, thereby capable of calculating the three-dimensional coordinate position of the
point T as the corrected target position at which the amount of bending of the bending portion 216 can be reduced
compared with the case where the point Q is set as the target position.
[0165] Meanwhile, the arithmetic processing section 291 calculates the amount of bending and the bending direction
of the bending portion 216 such that the distal end portion 215 moves toward the target position set in the step S225 in
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FIG. 15 (step S226 in FIG. 15).
[0166] Based on the amount of bending and the bending direction of the bending portion 216 calculated by the process-
ing in the step S226 in FIG. 15, the arithmetic processing section 291 performs arithmetic operation of the bending
control information which is necessary for actually bending the bending portion 216 (step S227 in FIG. 15), and outputs
the arithmetic operation result to the bending control section 205. After that, the arithmetic processing section 291
repeatedly performs a series of processing steps from the step S221 in FIG. 15 again.
[0167] Note that, when the bending portion 216 includes a plurality of bending pieces and the like connected to one
end side of the wire and is configured to be capable of changing the bending state thereof according to the tension or
relaxation of the wire caused by the rotational driving of the motors, for example, the above-described bending control
information is assumed to be shown as the information related to the angles of the pulleys connected to the motors and
the driving voltages applied to the motors. In addition, when the bending portion 216 has an alternative configuration
other than the above-described configuration, for example, the above-described bending control information is assumed
to be shown as information corresponding to the alternative configuration.
[0168] As described above, the endoscope system 201 of the present embodiment is configured to perform the process-
ing shown in FIG. 14 and FIG. 15 in the automatic bending mode, thereby capable of controlling the bending portion of
the endoscope such that the endoscope distal end portion is advanced toward (the lumen on) the rear side of the folds
forming a flexed portion in the lumen as shown in FIG. 16, for example, while preventing the endoscope distal end portion
from contacting the folds. According to such a configuration, the endoscope system 201 of the present embodiment can
improve the insertion performance of the endoscope compared with conventional systems.
[0169] Note that the arithmetic processing section 291 of the present embodiment may further perform the processing
steps shown in the flowchart in FIG. 20, between the step S223 and the step S224 in FIG. 15.
[0170] First, the arithmetic processing section 291 calculates a radius of curvature F of the path line calculated in the
step S223 in FIG. 15 (step S231 in FIG. 20).
[0171] Next, the arithmetic processing section 291 determines whether or not the radius of curvature F calculated by
the processing in step S231 in FIG. 20 is larger than a threshold THF (step S232 in FIG. 20). When determining that
the radius of curvature F is larger than the threshold THF, the arithmetic processing section 291 performs the processing
in step S233 in FIG. 20 to be described later. Furthermore, when determining that the radius of curvature F is equal to
or smaller than the threshold THF, the arithmetic processing section 291 uses the path line calculated in step S211 in
FIG 14 as the processing result, and subsequently performs the processing in step S224 in FIG. 15.
[0172] When determining that the radius of curvature F is larger than the threshold THF, the arithmetic processing
section 291 calculates a plane Hb including the entire path line calculated in the step S211 in FIG. 14 (step S233 in FIG. 20).
[0173] After that, the arithmetic processing section 291 projects the three-dimensional shape data calculated in the
step S202 in FIG. 14 and the path line calculated in the step S211 in FIG. 14 on the coordinate system of the plane Hb
(step S234 in FIG. 20).
[0174] Note that the coordinate system of the plane Hb is defined with the axis with the largest variance of the path
line calculated in the step S211 in FIG. 14 as a first principal component axis and the peak direction of the path line as
a second principal component axis, as shown in FIG. 21, for example. The three-dimensional shape data and the path
line representing the shape of the lumen are respectively projected on the coordinate system of the plane Hb as the
states shown in FIG. 21, for example, by the processing in step S234 in FIG. 20.
[0175] The arithmetic processing section 291 performs transform processing for reducing nearly generally the second
principal component of the path line which is projected on the coordinate system in the plane Hb (step S235 in FIG. 20).
According to the processing, the arithmetic processing section 291 acquires the path line as shown in FIG. 21, for
example, as the path line subjected to the transform processing.
[0176] The arithmetic processing section 291 then acquires a new path line by reversely projecting the path line
subjected to the transform processing on the coordinate system of the three-dimensional shape data as the coordinate
system set by the processing in step S203 in FIG. 14(step S236 in FIG. 20), for example, and thereafter subsequently
performs the above-described processing in the step S224 in FIG. 15.
[0177] By further performing the above-described processing steps between the step S223 and the step S224 in FIG.
15, the arithmetic processing section 291 of the present embodiment can calculate the path line for advancing the distal
end portion 215 such that the distal end portion 215 passes through the vicinity of the wall surface on the inner circum-
ferential side of the extremely flexed region in the lumen.
[0178] Note that, if the determination condition in the step S232 in FIG. 20 and the content of the transform processing
in the step S235 are appropriately changed, the processing shown in the flowchart in FIG 20 can also be applied to the
case where the path line is calculated for advancing the distal end portion 215 along the surface (stomach wall) of the
lumen having a large diameter such as a stomach, for example.
[0179] That is, in the present embodiment, the arithmetic processing section 291 further performs the processing
shown in the flowchart in FIG. 20, which enables detailed observation of the state of the surface of the lumen while
preventing the distal end portion 215 from contacting the surface of the lumen.
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[0180] Note that embodiments and the like configured by partially combining the above-described embodiments and
the like also belong to the present invention.

Claims

1. An endoscope system (1, 101, 201) comprising:

an endoscope (2, 102, 202,) including:

an insertion portion (11, 111, 211) configured to be inserted in a subject;
a distal end portion (15, 115, 215) which is provided on a distal end side of the insertion portion (11, 111,
211) and which includes an image pickup section (15a, 115a, 215a) configured for outputting an image
pickup signal corresponding to an image of a photographic subject in the subject; and
a bending portion (16, 116, 216) configured for changing a position and an orientation of the distal end
portion (15, 115, 215) with respect to an insertion direction of the insertion portion (11, 111, 211),
a plurality of source coils (C1-Cn, C1-Cp, C1-Cq) provided in the insertion portion (11, 111, 211);
an endoscope insertion shape detecting apparatus (8, 108, 208) comprising a source coil position/orientation
detecting section (46, 146, 246) configured to detect three-dimensional positions and orientations of the
source coils (C1-Cn, C1-Cp, C1-Cq)

characterised in that said endoscope insertion shape detecting apparatus is configured to output said positions
and orientations as three-dimensional coordinate information and in that the endoscope system further comprises
an arithmetic processing section (91, 191, 291) configured for:

acquiring position information including at least information on a position where the distal end portion (15, 115,
215) is located based on the three-dimensional coordinate information detected by the source coil position-
orientation detecting section (46, 146, 246);
setting a passing target position for the distal end portion based on the image of the photographic subject;
estimating a path through which the distal end portion is to be passed based on the position information and
the passing target position;
setting a bending control target position on the path such that the distal end portion reaches the passing target
position along the path, based on the passing target position and the path; and
calculating bending control information on an amount of bending and a bending direction of the bending portion
based on the bending control target position.

2. The endoscope system according to Claim 1, wherein the arithmetic processing section (91) is configured for
calculating a moving distance (L) of the distal end portion per unit time based on the position information, and for
setting the bending control target position based on the moving distance (L).

3. The endoscope system according to Claim 1, wherein the arithmetic processing section (91) is further configured
for detecting a dark part region included in the image, wherein the arithmetic processing section (91) is configured
to set a gravity center point of the dark part region as the passing target position, and wherein the dark part region
is a region that is relatively darker than surrounding portions of the image.

4. The endoscope system according to Claim 1, wherein the arithmetic processing section (191) is further configured
for setting the target position so as to be different between a case where the dark part region having a first shape
is detected and a case where a dark part region having a second shape different from the first shape is detected.

5. The endoscope system according to Claim 4, wherein the first shape is a curved shape.

6. The endoscope system according to Claim 5, wherein, when the dark part region having the curved shape is detected,
the arithmetic processing section (191) is configured for setting as the target position a center point of a hypothetical
circle including on an outer circumference thereof at least a part of the curved shape.

7. The endoscope system according to Claim 5, wherein the second shape is substantially a circular shape.

8. The endoscope system according to Claim 7, wherein, when the dark part region having the substantially circular
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shape is detected, the arithmetic processing section (191) is configured for setting as the target position a gravity
center point of the substantially circular shape.

9. The endoscope system according to Claim 7, wherein, when the dark part region having another shape other than
the curved shape and the substantially circular shape is detected, the arithmetic processing section (191) is configured
for setting as the target position a gravity center point of the other shape.

10. An endoscope system according to claim 1, wherein the arithmetic processing section (291) is further configured for:

calculating three-dimensional shape data of the lumen based on a two-dimensional image of the photographic
subject; and
acquiring a plurality of cutting surfaces of the lumen based on the three-dimensional shape data.

11. The endoscope system according to Claim 10, wherein the arithmetic processing section (291) is configured for
calculating a new path every time the distal end portion (215) passes through the target position.

12. The endoscope system according to Claim 11, wherein the arithmetic processing section (291) is further configured
for correcting the target position set by the target position setting section to another target position at which the
amount of bending of the bending portion can be reduced.

13. The endoscope system according to Claim 11, wherein the path is calculated as a segment which connects each
path point, the distal end surface of the distal end portion, and the darkest point in the two-dimensional image.

14. The endoscope system according to Claim 11, wherein the arithmetic processing section (291) sets the target
position based on a moving distance (r1) of the distal end portion (215) per unit time.

Patentansprüche

1. Endoskopsystem (1, 101, 201) mit:

einem Endoskop (2, 102, 202), das aufweist:

einen Einführbereich (11, 111, 211), der zum Einführen in einen Patienten ausgebildet ist;
einen distalen Endbereich (15, 115, 215), der an einer distalen Endseite des Einführbereichs (11, 111, 211)
vorgesehen ist und einen Bildaufnahmeabschnitt (15a, 115a, 215a) aufweist, der zum Ausgeben eines
Bildaufnahmesignals ausgebildet ist, welches einem Bild von einem fotografischen Gegenstand in dem
Patienten entspricht; und
einen Biegebereich (16, 116, 216), der zum Verändern einer Position und einer Ausrichtung des distalen
Endbereichs (15, 115, 215) bezüglich einer Einführrichtung des Einführbereichs (11, 111, 211) ausgebildet
ist,
eine Vielzahl von Source-Spulen (C1-Cn, C1-Cp, C1-Cq), die im Einführbereich (11, 111, 211) vorgesehen
sind;
eine Endoskopeinführform-Erfassungsvorrichtung (8, 108, 208), die einen Erfassungsabschnitt (46, 146,
246) für die Position/Ausrichtung der Source-Spulen aufweist, der so ausgebildet ist, dass er dreidimen-
sionale Positionen und Ausrichtungen der Source-Spulen (C1-Cn, C1-Cp, C1-Cq) erfasst,

dadurch gekennzeichnet, dass die Endoskopeinführform-Erfassungsvorrichtung so ausgebildet ist, dass sie die
Positionen und Ausrichtungen als dreidimensionale Koordinateninformation ausgibt, und dass das Endoskopsystem
des Weiteren einen Rechenprozessabschnitt (91, 191, 291) aufweist, der ausgebildet ist zum:

Erfassen von Positionsinformation, die zumindest Information über eine Position beinhaltet, in der sich der
distale Endbereich (15, 115, 215) befindet, basierend auf der durch den Erfassungsabschnitt (46, 146, 246) für
die Position/Ausrichtung der Source-Spulen ermittelten dreidimensionalen Koordinateninformation;
Einstellen einer Durchgangszielposition für den distalen Endbereich basierend auf dem Bild des fotografischen
Gegenstands;
Abschätzen eines Pfads, durch welchen der distale Endbereich geführt werden soll, basierend auf der Positi-
onsinformation und der Durchgangszielposition;
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Einstellen einer Biegesteuerungs-Zielposition auf dem Pfad derart, dass der distale Endbereich entlang des
Pfads die Durchgangszielposition erreicht, basierend auf der Durchgangszielposition und dem Pfad; und
Berechnen von Biegesteuerungsinformation aus einem Biegebetrag und einer Biegerichtung des Biegebereichs,
basierend auf der Biegesteuerungs-Zielposition.

2. Endoskopsystem nach Anspruch 1, wobei der Rechenprozessabschnitt (91) so ausgebildet ist, dass er eine Bewe-
gungsstrecke (L) des distalen Endbereichs pro Zeiteinheit basierend auf der Positionsinformation errechnet und
dass er basierend auf der Bewegungsstrecke (L) die Biegesteuerungs-Zielposition einstellt.

3. Endoskopsystem nach Anspruch 1, wobei der Rechenprozessabschnitt (91) des Weiteren so ausgebildet ist, dass
er einen im Bild enthaltenen Dunkelteilbereich erfasst, wobei der Rechenprozessabschnitt (91) so ausgebildet ist,
dass er einen Schwerpunkt des Dunkelteilbereichs als die Durchgangszielposition einstellt, und wobei der Dunkel-
teilbereich ein Bereich ist, der relativ dunkler ist als ihn umgebende Teile des Bildes.

4. Endoskopsystem nach Anspruch 1, wobei der Rechenprozessabschnitt (191) des Weiteren so ausgebildet ist, dass
er die Zielposition so einstellt, dass sie sich unterscheidet zwischen einem Fall, bei dem der Dunkelteilbereich mit
einer ersten Form ermittelt wird, und einem Fall, bei dem ein Dunkelteilbereich mit einer zweiten, von der ersten
verschiedenen Form ermittelt wird.

5. Endoskopsystem nach Anspruch 4, wobei die erste Form kurvenförmig ist.

6. Endoskopsystem nach Anspruch 5, wobei der Rechenprozessabschnitt (191) so ausgebildet ist, dass er als Ziel-
position einen Mittelpunkt eines hypothetischen Kreises einstellt, der an seinem Außenumfang mindestens einen
Teil der Kurvenform aufweist, wenn ermittelt wird, dass der Dunkelteilbereich eine Kurvenform aufweist.

7. Endoskopsystem nach Anspruch 5, wobei die zweite Form im Wesentlichen kreisförmig ist.

8. Endoskopsystem nach Anspruch 7, wobei der Rechenprozessabschnitt (191) so ausgebildet ist, dass er als Ziel-
position einen Schwerpunkt der im Wesentlichen kreisrunden Form einstellt, wenn ermittelt wird, dass der Dunkel-
teilbereich die im Wesentlichen kreisrunde Form aufweist.

9. Endoskopsystem nach Anspruch 7, wobei der Rechenprozessabschnitt (191) so ausgebildet ist, dass er als Ziel-
position einen Schwerpunkt der anderen Form einstellt, wenn ermittelt wird, dass der Dunkelteilbereich eine andere
Form als die Kurvenform und die im Wesentlichen kreisrunde Form aufweist.

10. Endoskopsystem nach Anspruch 1, wobei der Rechenprozessabschnitt (291) des Weiteren ausgebildet ist zum:

Berechnen dreidimensionaler Formdaten des Lumens, basierend auf einem zweidimensionalen Bild des foto-
grafischen Gegenstands; und
Erfassen einer Vielzahl von Schnittflächen des Lumens, basierend auf den dreidimensionalen Formdaten.

11. Endoskopsystem nach Anspruch 10, wobei der Rechenprozessabschnitt (291) so ausgebildet ist, dass er jedes
Mal, wenn der distale Endbereich (215) die Zielposition passiert, einen neuen Pfad berechnet.

12. Endoskopsystem nach Anspruch 11, wobei der Rechenprozessabschnitt (291) des Weiteren so ausgebildet ist,
dass er die durch den Zielpositions-Einstellabschnitt eingestellte Zielposition auf eine andere Zielposition korrigiert,
bei der der Biegebetrag des Biegebereichs verringert werden kann.

13. Endoskopsystem nach Anspruch 11, wobei der Pfad als ein Segment berechnet wird, das jeden Pfadpunkt, die
distale Endfläche des distalen Endbereichs und den dunkelsten Punkt im zweidimensionalen Bild verbindet.

14. Endoskopsystem nach Anspruch 11, wobei der Rechenprozessabschnitt (291) die Zielposition basierend auf einer
Bewegungsstrecke (r1) des distalen Endbereichs (215) pro Zeiteinheit einstellt.

Revendications

1. Système d’endoscope (1, 101, 201) comprenant :
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un endoscope (2, 102, 202) comprenant :

une partie d’insertion (11, 111, 211) configurée pour être insérée dans un sujet ;
une partie d’extrémité distale (15, 115, 215) qui est prévue sur un côté d’extrémité distale de la partie
d’insertion (11, 111, 211) et qui comprend une section de capture d’images (15a, 115a, 215a) configurée
pour délivrer en sortie un signal de capture d’image correspondant à une image d’un sujet photographique
dans le sujet ; et
une partie de cintrage (16, 116, 216) configurée pour changer une position et une orientation de la partie
d’extrémité distale (15, 115, 215) par rapport à une direction d’insertion de la partie d’insertion (11, 111, 211),

une pluralité de bobines source (C1 à Cn, C1 à Cp, C1 à Cq) prévues dans la partie d’insertion (11, 111, 211) ;
un appareil de détection de forme d’insertion d’endoscope (8, 108, 208) comprenant une section de détection
de position/orientation de bobine source (46, 146, 246) configurée pour détecter les positions et orientations
en trois dimensions des bobines source (C1 à Cn, C1 à Cp, C1 à Cq) ;

caractérisé en ce que ledit appareil de détection de forme d’insertion d’endoscope est configuré pour délivrer en
sortie lesdites positions et orientations en tant qu’informations de coordonnées en trois dimensions et en ce que
le système d’endoscope comprend en outre une section de traitement arithmétique (91, 191, 291) configurée pour :

acquérir des informations de position incluant au moins des informations sur une position à laquelle la partie
d’extrémité distale (15, 115, 215) est placée sur la base des informations de coordonnées en trois dimensions
détectées par la section de détection de position/orientation de bobine source (46, 146, 246) ;
établir une position cible de passage pour la partie d’extrémité distale sur la base de l’image du sujet
photographique ;
estimer un trajet à travers lequel la partie d’extrémité distale doit être passée sur la base des informations de
position et de la position cible de passage ;
établir une position cible de commande de cintrage sur le trajet d’une manière telle que la partie d’extrémité
distale atteint la position cible de passage le long du trajet, sur la base de la position cible de passage et du
trajet ; et
calculer des informations de commande de cintrage sur une quantité de cintrage et une direction de cintrage
de la partie de cintrage sur la base de la position cible de commande de cintrage.

2. Système d’endoscope selon la revendication 1, dans lequel la section de traitement arithmétique (91) est configurée
pour calculer une distance de déplacement (L) de la partie d’extrémité distale par temps unitaire sur la base des
informations de position, et destinée à établir la position cible de commande de cintrage sur la base de la distance
de déplacement (L).

3. Système d’endoscope selon la revendication 1, dans lequel la section de traitement arithmétique (91) est en outre
configurée pour détecter une région de partie sombre contenue dans l’image, dans lequel la section de traitement
arithmétique (91) est configurée pour établir un point central de gravité de la région de partie sombre en tant que
position cible de passage, et dans lequel la région de partie sombre est une région qui est relativement plus sombre
que les parties environnantes de l’image.

4. Système d’endoscope selon la revendication 1, dans lequel la section de traitement arithmétique (191) est en outre
configurée pour établir la position cible de façon à être différente entre un cas dans lequel la région de partie sombre
présentant une première forme est détectée et un cas dans lequel une région de partie sombre présentant une
deuxième forme différente de la première forme est détectée.

5. Système d’endoscope selon la revendication 4, dans lequel la première forme est une forme incurvée.

6. Système d’endoscope selon la revendication 5, dans lequel, lorsque la région de partie sombre présentant la forme
incurvée est détectée, la section de traitement arithmétique (191) est configurée pour établir en tant que position
cible un point central d’un cercle hypothétique incluant sur une circonférence externe de celui-ci au moins une partie
de la forme incurvée.

7. Système d’endoscope selon la revendication 5, dans lequel la deuxième forme est sensiblement une forme circulaire.

8. Système d’endoscope selon la revendication 7, dans lequel, lorsque la région de partie sombre présentant la forme
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sensiblement circulaire est détectée, la section de traitement arithmétique (191) est configurée pour établir en tant
que position cible un point central de gravité de la forme sensiblement circulaire.

9. Système d’endoscope selon la revendication 7, dans lequel, lorsque la région de partie sombre présentant une
autre forme autre que la forme incurvée et la forme sensiblement circulaire est détectée, la section de traitement
arithmétique (191) est configurée pour établir en tant que position cible un point central de gravité de l’autre forme.

10. Système d’endoscope selon la revendication 1, dans lequel la section de traitement arithmétique (291) est en outre
configurée pour :

calculer des données de forme en trois dimensions de la lumière sur la base d’une image en deux dimensions
du sujet photographique ; et
acquérir une pluralité de surfaces de découpe de la lumière sur la base des données de forme en trois dimensions.

11. Système d’endoscope selon la revendication 10, dans lequel la section de traitement arithmétique (291) est confi-
gurée pour calculer un nouveau trajet chaque fois que la partie d’extrémité distale (215) passe à travers la position
cible.

12. Système d’endoscope selon la revendication 11, dans lequel la section de traitement arithmétique (291) est en outre
configurée pour corriger la position cible établie par la section d’établissement de position cible à une autre position
cible à laquelle la quantité de cintrage de la partie de cintrage peut être réduite.

13. Système d’endoscope selon la revendication 11, dans lequel le trajet est calculé en tant que segment qui raccorde
chaque point de trajet, la surface d’extrémité distale de la partie d’extrémité distale, et le point le plus sombre dans
l’image en deux dimensions.

14. Système d’endoscope selon la revendication 11, dans lequel la section de traitement arithmétique (291) établit la
position cible sur la base d’une distance de déplacement (r1) de la partie d’extrémité distale (215) par temps unitaire.
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