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(57) To overcome issues generated due to the light-
shield part in a display device which displays different
images towards a plurality of viewpoints, and to provide
a device for easily synthesizing images to be displayed
on a display part. A display controller includes: an image
memory which stores viewpoint image data for a plurality
of viewpoints; a writing control device which writes the
viewpoint image data inputted from outside to the image

memory; a parameter storage device which stores pa-
rameters showing a positional relation between a lenticu-
lar lens and the display part; and a readout control device
which reads out the viewpoint image data from the image
memory according to a readout order obtained by apply-
ing the parameters to a repeating regulation that is de-
termined based on layout of he sub-pixels, number of
colors, and layout of the colors, and outputs it to the dis-
play module as synthesized image data.
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Description

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application is based upon and claims the
benefit of priority from Japanese patent application No.
2009-099340, filed on April 15, 2009, Japanese patent
application No. 2010-067645, filed on March 24, 2010
and Japanese patent application No. 2010-067646, filed
on March 24, 2010, the disclosure of which is incorpo-
rated herein in its entirety by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

[0002] The present invention relates to a device for
displaying different images to a plurality of viewpoints
and to a signal processing method of image data to be
displayed. More specifically, the present invention re-
lates to a structure of a display part capable of providing
high-quality display images, an image data processing
device for transmitting image data for each viewpoint to
the display part, and an image data processing method.

2. Description of the Related Art

[0003] In accordance with developments in portable
telephones and PDAs (personal digital assistants), more
and more size reduction and higher definition of the dis-
play devices have been achieved. In the meantime, as
a display device with a new added values, a display de-
vice with which different images are viewed depending
on the positions from which viewers observe the display
device, i.e., a display device which provides different im-
age to a plurality of viewpoints, and a display device
which provides three-dimensional images to the viewer
by making the different image as parallax images have
attracted attentions.
[0004] As a method which provides different images
to a plurality of viewpoints, there is known a method which
synthesizes and displays image data for each of the view-
points, separates the displayed synthesized image by an
optical separating device formed with a barrier (light-
shielding plate) having a lens or a slit, and provides the
images to each of the viewpoints. The principle of image
separation is to limit the pixels observed from each view-
ing direction by using an optical device such as a barrier
having a slit or a lens. As the image separating device,
generally used are a parallax barrier formed with a barrier
having a great number of slits in stripes, and a lenticular
lens in which cylindrical lenses exhibiting a lens effect in
one direction are arranged.
[0005] There has been proposed a stereoscopic dis-
play device or a multi-viewpoint display device, which
includes an optical image separating device such as the
one described above and a device which generates syn-
thesized images to be displayed from the image data for

each viewpoint (see Japanese Unexamined Patent Pub-
lication 2008-109607 (Patent Document 1), for example).
Patent Document 1 discloses: a display device which per-
forms stereoscopic display by using a liquid crystal panel
and a parallax barrier; and a synthesizing method for
creating synthesized images to be displayed on a display
part (liquid crystal panel) when performing the stereo-
scopic display. In this liquid crystal panel, pixel electrodes
that form a plurality of sub-pixels are arranged in matrix
in the horizontal direction and the vertical direction on
the display part. At boundaries between each of the pixel
electrodes, scanning lines are provided in the horizontal
direction and data lines are provided in the vertical direc-
tion. Further, TFTs (thin film transistors) as pixel switch-
ing elements are provided in the vicinity of intersection
points between the scanning lines and the data lines.
[0006] With the stereoscopic display device using the
optical image separating device, it is unnecessary for us-
ers to wear special eyeglasses. Thus, it is suited to be
loaded on portable devices because there is no trouble-
some work of wearing the eyeglasses. Actually, portable
devices to which a stereoscopic display device formed
with a liquid crystal panel and a parallax barrier is loaded
have been manufactured as products on the market (see
NIKKEI ELECTRONICS, January 6,2003, No. 838 pp.
26 - 27 (Non-Patent Document 1), for example).
[0007] With the above method, i.e., with the display
device which provides different images to each of a plu-
rality of viewpoints by using the optical separating device,
there may be cases where the boundary between an im-
age and another image is observed dark when the ob-
server changes the viewing position and the image to be
observed becomes changed. This phenomenon is
caused because a non-display region (a light-shield part
generally called a black matrix in liquid crystal panel) be-
tween the image and another image for each viewpoint
is observed. The above-described phenomenon gener-
ated due to the change in the observer’s viewing point
does not occur in a general display device which does
not have an optical separating device. Thus, the observ-
ers feel a sense of discomfort or deterioration in the dis-
play quality when encountering the above-described
phenomenon which is generated in a multi-viewpoint dis-
play device or a stereoscopic display device having the
optical separating device.
[0008] In order to improve the issues generated due
to the optical separating device and the light-shield part
described above, there is proposed a display device
which suppresses deterioration in the display quality
through devising the shape and the layout of the pixel
electrodes and the light-shield part of the display part
(Japanese Unexamined Patent Publication
2005-208567 (Patent Document 2), Japanese Unexam-
ined Patent Publication 2009-098311 (Patent Document
3), for example).
[0009] FIG 134 is a plan view showing a display part
of a display device disclosed in Patent Document 2. An
aperture part 75 shown in FIG 134 is an aperture part of

1 2 



EP 2 242 280 A2

3

5

10

15

20

25

30

35

40

45

50

55

a sub-pixel that is the minimum unit of image display The
layout direction of the aperture part 75 in vertical and
lateral directions are defined as a vertical direction 11
and a horizontal direction 12, respectively, as shown in
FIG. 134. The shape of each aperture part 75 is substan-
tially a trapezoid having features which will be described
later. Further, the image separating device is a lenticular
lens in which cylindrical lenses 30a having the vertical
direction 11 as the longitudinal direction thereof are ar-
ranged in the horizontal direction 12. The cylindrical lens
30a does not exhibit the lens effect in the longitudinal
direction but exhibits the lens effect only in the lateral
direction. That is, the lens effect is achieved for the hor-
izontal direction 12. Thus, light that exits from the aper-
ture parts 75 of a sub-pixel 41 and a sub-pixel 42 neigh-
boring in the horizontal direction 12 is directed towards
different directions from each other.
[0010] In the aperture part 75, there are a pair of sides
which slope towards opposite direction from each other
with respect to the vertical direction 11 and the angles
thereof between the vertical direction 11 and the extend-
ing directions are the same. As a result, along the hori-
zontal direction 12, the position of an edge part of the
aperture part 75 of the display panel and the position of
the optical axis of the cylindrical lens 30a are relatively
different in the vertical direction 11. Further, the aperture
parts 75 neighboring to each other along the longitudinal
direction are arranged to be line-symmetrical with respect
to a segment extending in the lateral direction 12. Fur-
thermore, the aperture parts 75 neighboring to each other
along the horizontal direction 12 are arranged to be point-
symmetrical with respect to an intersection point between
a segment that connects the middle point between the
both edges in the vertical direction 11 and a segment that
connects the middle point between the both edges in the
horizontal direction 12.
[0011] Therefore, regarding the aperture widths in the
vertical direction 11, the total widths of the aperture part
75 of the sub-pixel 41 and the aperture part 75 of the
sub-pixel 42 in the slope parts are substantially constant
regardless of the positions in the horizontal direction 12.
[0012] That is, in the display device depicted in Patent
Document 2, when sectional view of a display panel is
assumed in the vertical direction 11 that is perpendicular
with respect to the arranging direction of the cylindrical
lenses 30a at an arbitrary point along the horizontal di-
rection 12, the proportions of the light-shield parts (wir-
ings 70 and light-shield parts 76) and the aperture parts
are substantially the same. Thus, when the observer
moves the viewing point to the lateral direction 12 that is
the image separating direction so that the observing di-
rection is changed, the proportions of the light-shield
parts to be observed are substantially the same. That is,
the observer does not observe only the light-shield parts
from a specific direction, so that the display is not to be
observed dark. That is, it is possible to prevent deterio-
ration in the display quality that is caused due to the light-
shield regions.

[0013] However, there are following issues with the re-
lated techniques described above. With the display de-
vice depicted in Patent Document 1, deterioration in the
display quality caused due to the light-shield parts is an
issue, as described above.
[0014] The display device depicted in Patent Docu-
ment 2 which manages to overcome the issue caused
due to the light-shield part needs to keep a complicated
relation between the aperture shape of the pixel elec-
trodes of the sub-pixels and the shape of the light-shield
parts. Thus, the switching devices (TFTs) to be the light-
shield parts cannot be arranged at uniform positions with
a pixel electrode unit, such as in the vicinity of the inter-
section points between the scanning lines and the data
lines, unlike the case of Patent Document 1. Further, with
the display part of the display device, it is required to
have minute pixel pitch for improving the definition and
to increase the so-called numerical aperture that is de-
termined with an area ratio of the aperture parts and the
light-shield parts which contribute to the display lumi-
nance for improving the display luminance. In order to
achieve the high numerical aperture while keeping the
light-shield part shape and the aperture shape of the dis-
play part depicted in Patent Document 2, not only the
arranging positions of the switching devices but also the
connecting relations between the switching devices and
the scanning lines as well as the data lines cannot be
determined uniformly with the pixel electrode unit, unlike
the case of Patent Document 1. To have nonuniform con-
necting relations regarding the switching devices of the
pixel electrodes, the scanning lines, and the data lines
in the pixel electrode unit means that a typical method
for generating the synthesized image as depicted in Pat-
ent Document 1 cannot be employed.
[0015] The present invention has been designed in
view of the aforementioned issues. It is an exemplary
object of the present invention to provide: a display device
capable of displaying images to each of a plurality of view-
points, which includes a display part in which the shape
and layout of the sub-pixels capable of suppressing the
issues caused due to the light-shield parts are main-
tained, and layout and connections of the pixel elec-
trodes, the switching devices, the scanning lines, the data
lines, and the like are designed to achieve the high nu-
merical aperture; a display controller of the display de-
vice; a device for generating synthesized images to be
displayed on the display part; and a method for generat-
ing the synthesized images.

SUMMARY OF THE INVENTION

[0016] A display controller according to an exemplary
aspect of the invention is a controller for outputting syn-
thesized image data to a display module which includes:
a display part in which sub-pixels connected to data lines
via switching devices controlled by scanning lines are
arranged in m-rows and n-columns (m and n are natural
numbers), which is driven by (m+1) pieces of the scan-
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ning lines and at least n pieces of the data lines; and a
first image separating device which directs light emitted
from the sub-pixels towards a plurality of viewpoints in a
sub-pixel unit. The display controller includes: an image
memory which stores viewpoint image data for the plu-
rality of viewpoints; a writing control device which writes
the viewpoint image data inputted from outside to the
image memory; a parameter storage device which stores
parameters showing a positional relation between the
first image separating device and the display part; and a
readout control device which reads out the viewpoint im-
age data from the image memory according to a readout
order that is obtained by applying the parameters to a
repeating regulation that is determined based on layout
of the sub-pixels, number of colors, and layout of the
colors, and outputs the readout data to the display mod-
ule as the synthesized image data.
[0017] A display controller according to another exem-
plary aspect of the invention is a controller for outputting
synthesized image data to a display module which in-
cludes: a display part in which sub-pixels connected to
data lines via switching devices controlled by scanning
lines are arranged in n-rows and m-columns (m and n
are natural numbers), which is driven by (n+1) pieces of
data lines and (m+1) pieces of the scanning lines; and
an image separating device which directs light emitted
from the sub-pixels towards a plurality of viewpoints in
an extending direction of the data lines in a sub-pixel unit.
The display controller includes: an image memory which
stores viewpoint image data for the plurality of view-
points; a writing control device which writes the viewpoint
image data inputted from outside to the image memory;
and a readout control device which reads out the view-
point image data from the image memory according to a
readout order corresponding to the display module, and
outputs the readout data to the display module as the
synthesized image data.
[0018] An image processing method according to still
another exemplary aspect of the invention is a method
for generating synthesized image data to be outputted
to a display module which includes: a display part in which
sub-pixels connected to data lines via switching devices
controlled by scanning lines are arranged in m-rows and
n-columns (m and n are natural numbers), which is driven
by (m+1) pieces of the scanning lines and at least n piec-
es of the data lines; and a first image separating device
which directs light emitted from the sub-pixels towards a
plurality of viewpoints in a sub-pixel unit. The method
includes: reading parameters showing a positional rela-
tion between the first image separating device and the
display part from a parameter storage device; inputting
viewpoint image data for a plurality of viewpoints from
outside, and writing the data into the image memory; and
reading out the viewpoint image data from the image
memory according to a readout order that is obtained by
applying the parameters to a repeating regulation that is
determined based on layout of the sub-pixels, number of
colors, and layout of the colors, and outputting the rea-

dout data to the display module as the synthesized image
data.
[0019] An image processing method according to still
another exemplary aspect of the invention is a method
for generating synthesized image data to be outputted
to a display module which includes: a display part in which
sub-pixels connected to data lines via switching devices
controlled by scanning lines are arranged in n-rows and
m-columns (m and n are natural numbers), which is driv-
en by (n+1) pieces of data lines and (m+1) pieces of the
scanning lines; and an image separating device which
directs light emitted from the sub-pixels towards a plu-
rality of viewpoints in an extending direction of the data
lines in a sub-pixel unit. The image processing method
includes: inputting viewpoint image data for the plurality
of viewpoints from outside, and writing the data into an
image memory; reading out the viewpoint image data
from the image memory according to a readout order
corresponding to the display module; and outputting the
readout viewpoint image data to the display module as
the synthesized image data.
[0020] An image processing program according to still
another exemplary aspect of the invention is a program
for generating synthesized image data to be outputted
to a display module which includes: a display part in which
sub-pixels connected to data lines via switching devices
controlled by scanning lines are arranged in m-rows and
n-columns (m and n are natural numbers), which is driven
by (m+1) pieces of the scanning lines and at least n piec-
es of the data lines; and a first image separating device
which directs light emitted from the sub-pixels towards a
plurality of viewpoints in a sub-pixel unit. The program
causes a computer to execute: a procedure for reading
parameters showing a positional relation between the
first image separating device and the display part from a
parameter storage device; a procedure for inputting view-
point image data for a plurality of viewpoints from outside,
and writing the data into the image memory; and a pro-
cedure for reading out the viewpoint image data from the
image memory according to a readout order that is ob-
tained by applying the parameters to a repeating regu-
lation that is determined based on layout of the sub-pix-
els, number of colors, and layout of the colors, and out-
putting the readout data to the display module as the
synthesized image data.
[0021] An image processing program according to still
another exemplary aspect of the invention is a program
for generating synthesized image data to be outputted
to a display module which includes: a display part in which
sub-pixels connected to data lines via switching devices
controlled by scanning lines are arranged in n-rows and
m-columns (m and n are natural numbers), which is driv-
en by (n+1) pieces of data lines and (m+1) pieces of the
scanning lines; and an image separating device which
directs light emitted from the sub-pixels towards a plu-
rality of viewpoints in an extending direction of the data
lines in a sub-pixel unit. The image processing program
causes a computer to execute: a procedure for inputting
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viewpoint image data for the plurality of viewpoints from
outside, and writing the data into an image memory; a
procedure for reading out the viewpoint image data from
the image memory according to a readout order corre-
sponding to the display module; and a procedure for out-
putting the readout viewpoint image data to the display
module as the synthesized image data.

BRIEF DESCRIPTION OF THE DRAWINGS

[0022]

FIG 1 is a schematic block diagram of a first exem-
plary embodiment according to the present inven-
tion;
FIG 2 is a functional block diagram of the first exem-
plary embodiment according to the present inven-
tion;
FIG 3 is a top plan view showing four sub-pixels of
the first exemplary embodiment according to the
present invention;
FIG 4 shows the structure of an up-and-down sub-
pixel pair P2R and equivalent circuits according to
the present invention;
FIG 5 shows the structure of an up-and-down sub-
pixel pair P2L and equivalent circuits according to
the present invention;
FIG 6 shows input image data according to the first
exemplary embodiment of the present invention;
FIG 7 shows a first example of layout of an image
separating device according to the first exemplary
embodiment of the present invention;
FIG 8 shows a layout pattern 1 of a display part ac-
cording to the first exemplary embodiment of the
present invention;
FIG 9 shows a layout pattern 2 of the display part
according to the first exemplary embodiment of the
present invention;
FIG 10 shows a layout pattern 3 of the display part
according to the first exemplary embodiment of the
present invention;
FIG 11 shows a layout pattern 4 of the display part
according to the first exemplary embodiment of the
present invention;
FIG 12 shows polarity distributions of gate line inver-
sion drive in the layout pattern 2 of the first exemplary
embodiment according to the present invention;
FIG 13 shows polarity distributions of gate 2-line in-
version drive in the layout pattern 2 of the first ex-
emplary embodiment according to the present inven-
tion;
FIG 14 shows polarity distributions of dot inversion
drive in the layout pattern 2 of the first exemplary
embodiment according to the present invention;
FIG 15 shows polarity distributions of dot inversion
drive in the layout pattern 3 of the first exemplary
embodiment according to the present invention;
FIG 16 shows polarity distributions of vertical 2-dot

inversion drive in the layout pattern 4 of the first ex-
emplary embodiment according to the present inven-
tion;
FIG. 17 shows a layout pattern 5 of the display part
according to the first exemplary embodiment of the
present invention;
FIG. 18 shows synthesized image data 1 according
to the first exemplary embodiment of the present in-
vention (layout pattern 1);
FIG. 19 shows synthesized image data 2 according
to the first exemplary embodiment of the present in-
vention (layout pattern 2);
FIG. 20 shows synthesized image data 3 according
to the first exemplary embodiment of the present in-
vention (layout pattern 3);
FIG 21 shows synthesized image data 4 according
to the first exemplary embodiment of the present in-
vention (layout pattern 4);
FIG 22 shows synthesized image data 5 according
to the first exemplary embodiment of the present in-
vention (layout pattern 5);
FIG 23 shows a second example of the layout of the
image separating device according to the first exem-
plary embodiment of the present invention;
FIG 24 shows even/odd of scanning lines and view-
point images in the first exemplary embodiment of
the present invention;
FIG 25 shows the regularity of scanning line unit ac-
cording to the first exemplary embodiment of the
present invention;
FIG 26 shows even/odd of the scanning lines and
the use state of the data lines according to the first
exemplary embodiment of the present invention;
FIG 27 shows an example of a lookup table for stor-
ing the layout pattern of the first exemplary embod-
iment according to the present invention;
FIG 28 shows an example of a lookup table for stor-
ing the layout pattern of the first exemplary embod-
iment according to the present invention;
FIG 29 shows saved parameters of the first exem-
plary embodiment according to the present inven-
tion;
FIG 30 shows a flowchart of the first exemplary em-
bodiment according to the present invention;
FIG 31 shows a flowchart of the first exemplary em-
bodiment according to the present invention;
FIG 32 shows a flowchart of the first exemplary em-
bodiment according to the present invention;
FIG 33 shows a flowchart of the first exemplary em-
bodiment according to the present invention;
FIG 34 shows a flowchart of the first exemplary em-
bodiment according to the present invention;
FIG 35 shows a flowchart of the first exemplary em-
bodiment according to the present invention;
FIG 36 shows a flowchart of the first exemplary em-
bodiment according to the present invention;
FIG 37 is a block diagram of a terminal device as an
example to which the display device of the present
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invention is applied;
FIG 38 shows an example of layout of an image sep-
arating device according to a second exemplary em-
bodiment of the present invention;
FIG 39 is an optical model according to the second
exemplary embodiment of the present invention;
FIG 40 shows a layout pattern 6 of a display part
according to the second exemplary embodiment of
the present invention;
FIG 41 shows polarity distributions of vertical 2-dot
inversion drive in the layout pattern 6 of the second
exemplary embodiment according to the present in-
vention;
FIG 42 shows input image data according to the sec-
ond exemplary embodiment of the present invention;
FIG 43 shows synthesized image data 6 according
to the second exemplary embodiment of the present
invention (layout pattern 6);
FIG 44 is a functional block diagram of the second
exemplary embodiment according to the present in-
vention;
FIG 45 is an illustration showing rearrangement of
input data according to the second exemplary em-
bodiment of the present invention;
FIG 46 is a functional block diagram of a third exem-
plary embodiment according to the present inven-
tion;
FIG 47 shows layout of an image separating device
according to a fourth exemplary embodiment of the
present invention;
FIG 48 is a functional block diagram of the fourth
exemplary embodiment according to the present in-
vention;
FIG 49 is an illustration for describing vertical-lateral
conversion (flat display) according to the fourth ex-
emplary embodiment;
FIG 50 is an illustration for describing vertical-lateral
conversion (stereoscopic display) according to the
fourth exemplary embodiment;
FIG 51 is a functional block diagram of a fifth exem-
plary embodiment according to the present inven-
tion;
FIG. 52 is a timing chart showing a first example of
actions of the fifth exemplary embodiment of the
present invention;
FIG 53 is an explanatory diagram of dot-by-dot data
transfer used in the present invention;
FIG 54 is a timing chart showing a second example
of actions of the fifth exemplary embodiment of the
present invention;
FIG. 55 is a functional block diagram of a sixth ex-
emplary embodiment according to the present inven-
tion;
FIG 56 is a timing chart showing actions of the sixth
exemplary embodiment of the present invention;
FIG 57 shows an example of input image data ac-
cording to the fifth exemplary embodiment to an
eighth exemplary embodiment of the present inven-

tion;
FIG. 58 is a functional block diagram of a seventh
exemplary embodiment according to the present in-
vention;
FIG 59 is a timing chart showing actions of the sev-
enth exemplary embodiment of the present inven-
tion;
FIG 60 is an illustration showing corresponding re-
lations between input data and sub-pixels of the dis-
play part according to the present invention;
FIG 61 is a functional block diagram of an eighth
exemplary embodiment according to the present in-
vention;
FIG 62 is a timing chart showing actions of the eighth
exemplary embodiment of the present invention;
FIG 63 is a functional block diagram showing a ninth
exemplary embodiment;
FIG 64 is a schematic block diagram showing the
ninth exemplary embodiment;
FIG 65 is a plan view showing a first example of the
structure of four sub-pixels which configure a part (2
rows and 2 columns) of a display part according to
the ninth exemplary embodiment;
FIG 66 is an explanatory diagram showing the ar-
ranging direction of data lines on the display part of
the ninth exemplary embodiment;
FIG 67 shows a plan view which illustrates a first
example of the structure of an up-and-down sub-pix-
el pair P2R according to the ninth exemplary embod-
iment, and shows circuit diagrams of equivalent cir-
cuit 1;
FIG 68 shows a plan view which illustrates a first
example of the structure of an up-and-down sub-pix-
el pair P2L according to the ninth exemplary embod-
iment, and shows circuit diagrams of equivalent cir-
cuit 1;
FIG 69 shows charts showing input image data of
the ninth exemplary embodiment;
FIG 70 is a schematic plan view showing a first ex-
ample of the image separating device layout and the
color layout relation according to the ninth exemplary
embodiment;
FIG 71 is a schematic plan view showing a layout
pattern 1 of the display part according to the ninth
exemplary embodiment;
FIG 72 is a schematic plan view showing a layout
pattern 2 of the display part according to the ninth
exemplary embodiment;
FIG 73 is a schematic plan view showing a layout
pattern 3 of the display part according to the ninth
exemplary embodiment;
FIG 74 shows charts showing a polarity distribution
when gate line inversion drive is employed to the
display part (layout pattern 2);
FIG 75 shows charts showing a polarity distribution
when dot inversion drive is employed to the display
part (layout pattern 2);
FIG 76 shows charts showing a polarity distribution
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when dot inversion drive is employed to the display
part (layout pattern 3);
FIG 77 is a schematic plan view showing a layout
pattern 4 of the display part according to the ninth
exemplary embodiment;
FIG 78 is a chart showing synthesized image data 1
which is outputted to the display part of the layout
pattern 1 of the ninth exemplary embodiment;
FIG 79 is a chart showing synthesized image data 2
which is outputted to the display part of the layout
pattern 2 of the ninth exemplary embodiment;
FIG 80 is a chart showing synthesized image data 3
which is outputted to the display part of the layout
pattern 3 of the ninth exemplary embodiment;
FIG 81 is a chart showing synthesized image data 4
which is outputted to the display part of the layout
pattern 4 of the ninth exemplary embodiment;
FIG 82 is a schematic plan view showing a second
example of the image separating device layout and
the color layout relation according to the ninth exem-
plary embodiment;
FIG 83 is a chart showing the relation between view-
points of input image data and even/odd of data lines
on the display part according to the ninth exemplary
embodiment;
FIG 84 is a chart showing the relation between input
image data and data lines on the display part accord-
ing to the ninth exemplary embodiment;
FIG 85 is a chart showing the relation between input
image data and scanning lines on the display part
according to the ninth exemplary embodiment;
FIG 86 is a chart showing the relation between col-
umn numbers of the input image data and scanning
lines on the display part according to the ninth ex-
emplary embodiment;
FIG 87 is a chart showing the connecting information
of the up-and-down sub-pixel pairs P2R and P2L in
the layout pattern 3 of the ninth exemplary embodi-
ment;
FIG 88 shows charts showing an example of lookup
table which stores the layout pattern of the ninth ex-
emplary embodiment;
FIG 89 is a chart showing the relation regarding LUT
(Dy, Gx), even/odd of scanning lines and data lines,
and the facing directions of the sub-pixels according
to the ninth exemplary embodiment;
FIG. 90 is a chart showing the relation between view-
points of input image data and even/odd of data lines
on the display part according to the ninth exemplary
embodiment;
FIG 91 is a chart showing saved parameters required
for generating synthesized image data according to
the ninth exemplary embodiment;
FIG 92 is a flowchart showing the outline of actions
of the display device according to the ninth exem-
plary embodiment executed for each frame;
FIG 93 shows the outline of synthesized image out-
put processing of the ninth exemplary embodiment,

which is a flowchart mainly showing count process-
ing in a unit of scanning line;
FIG 94 shows the outline of line data output process-
ing of the ninth exemplary embodiment, which is a
flowchart mainly showing count processing in a unit
of data line;
FIG 95 is a flowchart showing the outline of readout
and rearranging processing of the ninth exemplary
embodiment;
FIG 96 shows a flowchart showing input data desig-
nation processing when count value in a data line
unit according to the ninth exemplary embodiment
is "s = 1";
FIG. 97 shows a flowchart showing input data des-
ignation processing when count value in a data line
unit according to the ninth exemplary embodiment
is "s = 2";
FIG. 98 shows a flowchart showing input data des-
ignation processing when count value in a data line
unit according to the ninth exemplary embodiment
is "s = 3";
FIG. 99 shows a flowchart showing input data des-
ignation processing when count value in a data line
unit according to the ninth exemplary embodiment
is "s = 4";
FIG. 100 shows a flowchart showing input data des-
ignation processing when count value in a data line
unit according to the ninth exemplary embodiment
is "s = 5";
FIG. 101 shows a flowchart showing input data des-
ignation processing when count value in a data line
unit according to the ninth exemplary embodiment
is "s = 6";
FIG. 102 is a block diagram showing a terminal de-
vice to which the display device of the ninth exem-
plary embodiment is applied;
FIG. 103 shows a plan view which illustrates a sec-
ond example of the structure of the up-and-down
sub-pixel pair P2R according to the ninth exemplary
embodiment, and shows circuit diagrams of equiva-
lent circuit 2;
FIG. 104 shows a plan view which illustrates a sec-
ond example of the structure of the up-and-down
sub-pixel pair P2L according to the ninth exemplary
embodiment, and shows circuit diagrams of equiva-
lent circuit 2;
FIG. 105 shows charts showing a polarity distribution
when 2-dot inversion drive is employed to the display
part (layout pattern 2) according to the ninth exem-
plary embodiment;
FIG. 106 is a schematic plan view showing a layout
pattern 6 of the display part according to the ninth
exemplary embodiment;
FIG. 107 shows charts showing a polarity distribution
when 2-dot inversion drive is employed to the display
part (layout pattern 6) according to the ninth exem-
plary embodiment;
FIG. 108 is a functional block diagram showing a
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tenth exemplary embodiment;
FIG. 109 is a schematic plan view showing a example
of the image separating device layout and an exam-
ple of color layout according to the tenth exemplary
embodiment;
FIG. 110 is an explanatory diagram showing an op-
tical model of the tenth exemplary embodiment;
FIG. 111 is a schematic plan view showing a layout
pattern 5 of the display part according to the tenth
exemplary embodiment;
FIG. 112 shows charts showing a polarity distribution
when dot inversion drive is employed to the display
part (layout pattern 5) according to the tenth exem-
plary embodiment;
FIG. 113 shows charts of input image data according
to the tenth exemplary embodiment;
FIG. 114 is a chart showing synthesized image data
5 which is outputted to the display part of the layout
pattern 5 of the tenth exemplary embodiment;
FIG 115 is a chart showing an example of lookup
table which stores the layout pattern 5 of the tenth
exemplary embodiment;
FIG. 116 shows charts showing an example of input
image data rearrangement according to the tenth ex-
emplary embodiment;
FIG 117 is a schematic plan view showing a first
example of corresponding relation between an im-
age separating device and column number of the
display part according to the tenth exemplary em-
bodiment;
FIG. 118 is a schematic plan view showing a second
example of corresponding relation between the im-
age separating device and column number of the
display part according to the tenth exemplary em-
bodiment;
FIG 119 is a chart showing an example of table TM
which shows values of viewpoint number k for the
column numbers of the display part according to the
tenth exemplary embodiment;
FIG 120 is a chart showing the relation between
even/odd of data lines and input synthesized data
according to the tenth exemplary embodiment;
FIG 121 is a flowchart showing the outline of actions
executed in the display device of the tenth exemplary
embodiment;
FIG 122 is a chart showing an example of input image
data rearrangement executed in the display device
of the tenth exemplary embodiment;
FIG 123 is a functional block diagram showing an
eleventh exemplary embodiment;
FIG 124 is an explanatory diagram showing an ex-
ample of transform form of input image data accord-
ing to the eleventh exemplary embodiment;
FIG 125 is a timing chart showing an example of
actions executed in the eleventh exemplary embod-
iment;
FIG 126 is an explanatory diagram showing another
example of the transform form of input image data

according to the eleventh exemplary embodiment;
FIG 127 is an explanatory diagram showing an ex-
ample of transform form of input image data accord-
ing to a twelfth exemplary embodiment;
FIG 128 is a timing chart showing an example of
actions executed in the twelfth exemplary embodi-
ment;
FIG 129 is a schematic plan view showing a corre-
sponding relation between the first column and the
second column of a second viewpoint image data
M2 shown in FIG 69 and sub-pixels of the display
panel in the layout pattern shown in FIG 71;
FIG 130 is a schematic plan view showing a first
example of a data-line driving circuit and a display
part according to a thirteenth exemplary embodi-
ment;
FIG 131 is a timing chart showing an example of
actions executed in the thirteenth exemplary embod-
iment;
FIG 132 is a schematic plan view showing a second
example of the data-line driving circuit and the dis-
play part according to the thirteenth exemplary em-
bodiment;
FIG 133 is a schematic plan view showing a third
example of the data-line driving circuit and the dis-
play part according to the thirteenth exemplary em-
bodiment; and
FIG. 134 is a plan view showing a display part of a
display device according to a related technique.

DETAILED DESCRIPTION OF THE EXEMPLARY EM-
BODIMENTS

[0023] First, exemplary embodiments of the present
invention will be described from a first exemplary embod-
iment to an eighth exemplary embodiment.
[0024] Hereinafter, the exemplary embodiments of the
present invention will be described by referring to the
accompanying drawings. In the following explanations of
the first exemplary embodiment to the eighth exemplary
embodiment, it is to be noted that the arranging direction
of scanning lines in a display panel is defined as "vertical
direction" and the arranging direction of data lines is de-
fined as "horizontal direction". Further, a sequence of
pixel electrodes along the vertical direction is called a
"column", a sequence of pixel electrodes along the hor-
izontal direction is called a "row", and a pixel electrode
matrix is expressed as "m-rows � n-columns".

(FIRST EXEMPLARY EMBODIMENT)

[0025] First, the outline of the first exemplary embod-
iment will be described by mainly referring to FIG 1 and
FIG. 2. A display controller 100 according to the embod-
iment outputs synthesized image data CM to a display
module 200. The display module 200 includes a display
part 50 and a first image separating device (30). In the
display part 50, sub-pixels 40 connected to data lines D1,
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--- via switching devices (46: FIG 3) controlled by scan-
ning lines G1, --- are arranged in m-rows and n-columns
(m and n are natural numbers), and the sub-pixels 40 are
driven by (m+1) pieces of scanning lines G1, --- and at
least n pieces of data lines D1, ---. The first image sep-
arating device (30) directs the light emitted from the sub-
pixels 40 to a plurality of viewpoints by a unit of the sub-
pixel 40. Further, the display controller 100 includes: an
image memory 120 which stores viewpoint image data
for a plurality of viewpoints; a writing control device 110
which writes the viewpoint image data inputted from out-
side to the image memory 120; a parameter storage de-
vice 140 which stores parameters showing a positional
relation of the first image separating device (30) and the
display part 50; and a readout control device 130 which
reads out the viewpoint image data from the image mem-
ory 120 according to a readout order that is obtained by
applying the parameters to a repeating regulation that is
determined based on the layout of the sub-pixels 40,
number of colors, and layout of the colors, and outputs
it to the display module 200 as the synthesized image
data CM. The first image separating device (30) corre-
sponds to a lenticular lens 30, and the switching device
(46: FIG 3) corresponds to a TFT 46.
[0026] The display part 50 is formed by having an up-
and-down sub-pixel pair P2R (FIG 4) or P2L (FIG 5) con-
figured with two sub-pixels 40a, 40b arranged by sand-
wiching a single scanning line Gy as a basic unit. The
switching devices (46) provided to each of the two sub-
pixels 40a, 40b are controlled in common by the scanning
line Gy sandwiched by the two sub-pixels 40a, 40b, and
are connected to different data lines Dx, Dx+1. The up-
and-down sub-pixel pairs P2R (FIG 4) or P2L (FIG. 5)
neighboring to each other in the extending direction of
the scanning line Gy are so arranged that the switching
devices (46) thereof are controlled by different scanning
lines Gy-1, Gy+1.
[0027] More specifically, there are three colors of the
sub-pixels 40 such as a first color (R), a second color
(G), and a third color (B). Provided that "y" is a natural
number, regarding the up-and-down sub-pixel pair P2R
(FIG 4) or P2L (FIG 5) connected to the y-th scanning
line Gy, the color of one of the two sub-pixels 40a and
40b is the first color (R) while the other is the second
color (G), and forms either an even column or an odd
column of the display part 50. Regarding the up-and-
down sub-pixel pair P2R (FIG 4) or P2L (FIG 5) connect-
ed to the (y+1)-th scanning line Gy+1, the color of one
of the two sub-pixels 40a and 40b is the second color (G)
while the other is the third color (B), and forms the other
one of the even column or the odd column of the display
init 50. Regarding the up-and-down sub-pixel pair P2R
(FIG 4) or P2L (FIG 5) connected to the (y+2)-th scanning
line Gy+2, the color of one of the two sub-pixels 40a and
40b is the third color (B) while the other is the first color
(R), and forms one of the even column or the odd column
of the display init 50. Regarding the up-and-down sub-
pixel pair P2R (FIG 4) or P2L (FIG 5) connected to the

(y+3)-th scanning line Gy+3, the color of one of the two
sub-pixels 40a and 40b is the first color (R) while the
other is the second color (G), and forms the other one of
the even column or the odd column of the display init 50.
Regarding the up-and-down sub-pixel pair P2R (FIG 4)
or P2L (FIG 5) connected to the (y+4)-th scanning line
Gy+4, the color of one of the two sub-pixels 40a and 40b
is the second color (G) while the other is the third color
(B), and forms one of the even column or the odd column
of the display init 50. Regarding the up-and-down sub-
pixel pair P2R (FIG. 4) or P2L (FIG 5) connected to the
(y+5)-th scanning line Gy+5, the color of one of the two
sub-pixels 40a and 40b is the third color (B) while the
other is the first color (R), and forms the other one of the
even column or the odd column of the display part 50.
[0028] At this time, the readout control device 130
reads out the viewpoint image data from the image mem-
ory 120 according to the readout order as follows. That
is, the readout control device 130: reads out the first color
(R) and the second color (G) by corresponding to the y-
th scanning line Gy, and reads out the viewpoint image
that corresponds to either an even column or an odd col-
umn of the display part 50; reads out the second color
(G) and the third color (B) by corresponding to the (y+1)-th
scanning line Gy+1, and reads out the viewpoint image
that corresponds to the other one of the even column or
the odd column of the display part 50; reads out the third
color (B) and the first color (R) by corresponding to the
(y+2)-th scanning line Gy+2, and reads out the viewpoint
image that corresponds to either the even column or the
odd column of the display part 50; reads out read out
colors are the first color (R) and the second color (G) by
corresponding to the (y+3)-th scanning line Gy+3, and
reads out the viewpoint image that corresponds to the
other one of the even column or the odd column of the
display part 50; reads out the second color (G) and the
third color (B) by corresponding to the (y+4)-th scanning
line Gy+4, and reads out the viewpoint image that corre-
sponds to either the even column or the odd column of
the display part 50; ands reads the third color (B) and the
first color (R) by corresponding to the (y+5)-th scanning
line Gy+5, and reads out the viewpoint image that corre-
sponds to the other one of the even column or the odd
column of the display part 50.
[0029] An image processing method according to the
exemplary embodiment is achieved by actions of the dis-
play controller 100 of the exemplary embodiment. That
is, the image processing method of the exemplary em-
bodiment is an image processing method for generating
the synthesized image data CM to be outputted the dis-
play module 200, which: reads the parameter showing
the positional relation between the first separating image
(30) and the display part 50 from the parameter storage
device 140; writes the viewpoint image data for a plurality
of viewpoints inputted from the outside to the image mem-
ory 120; and reads out the viewpoint image data from
the image memory 120 according to a readout order that
is obtained by applying the parameters to a repeating
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regulation that is determined based on the layout of the
sub-pixels 40, number of colors, and layout of the colors,
and outputs it to the display module 200 as synthesized
image data CM. Details of the image processing method
according to the exemplary embodiment conform to the
actions of the display controller 100 according to the ex-
emplary embodiment. Image processing methods ac-
cording to other exemplary embodiments are achieved
by the actions of the display controllers of the other ex-
emplary embodiments as in the case of the first exem-
plary embodiment, so that explanations thereof are omit-
ted.
[0030] An image processing program according to the
exemplary embodiment is for causing a computer to ex-
ecute the actions of the display controller 100 of the ex-
emplary embodiment. When the display controller 100
includes a computer formed with a memory, a CPU, and
the like, the image processing program of the exemplary
embodiment is stored in the memory, and the CPU reads
out, interprets, and executes the image processing pro-
gram of the exemplary embodiment. That is, the image
processing program of the exemplary embodiment is a
program for generating the synthesized image data CM
to be outputted to the display module 200, which causes
the computer to execute: a procedure which reads the
parameter showing the positional relation between the
first separating image (30) and the display part 50 from
the parameter storage device 140; a procedure which
writes the viewpoint image data for a plurality of view-
points inputted from the outside to the image memory
120; and a procedure which reads out the viewpoint im-
age data from the image memory 120 according to a
readout order that is obtained by applying the parameters
to a repeating regulation that is determined based on the
layout of the sub-pixels 40, number of colors, and layout
of the colors, and outputs it as synthesized image data
CM to the display module 200. Details of the image
processing program according to the exemplary embod-
iment conform to the actions of the display controller 100
according to the exemplary embodiment. Image process-
ing programs according to other exemplary embodi-
ments are for causing the computer to execute the ac-
tions of the display controllers of the other exemplary
embodiments as in the case of the first exemplary em-
bodiment, so that explanations thereof are omitted.
[0031] With the present invention, it is possible to find
the scanning lines G1, --- and the data lines D1, --- con-
nected to the sub-pixels 40 arranged in an arbitrary row
and an arbitrary column without actually designing the
layout, since the regularity in the connection patterns of
scanning lines G1, --- and the data lines D1, --- for the
matrix of the sub-pixels 40 has been found. Further, the
synthesized image data CM can easily be generated from
the found regularity, the placing condition of the first im-
age separating device (30), the arranging order of the
colors of the sub-pixels 40, the layout pattern of the up-
and-down sub-pixel pair P2R or P2L as the minimum
unit, and the like. This makes it possible to use input

image data in a same transfer form as that of a typical
flat display device, so that there is no load (e.g., being
required to rearrange the output image data) imposed
upon the device that employs the exemplary embodi-
ment. Furthermore, the condition for generating the syn-
thesized image data CM is made into parameters, and
the parameter storage device 140 for storing the param-
eter is provided. Thus, when there is a change in the
display module 200, it simply needs to change the pa-
rameters and does not need to change the video signal
processing device. This makes it possible to decrease
the number of designing steps and to reduce the cost.
[0032] Hereinafter, the first exemplary embodiment
will be described in more details.

(Explanation of Structures)

[0033] Structures of the display device according to
the first exemplary embodiment of the present invention
will be described.
[0034] FIG 1 is a schematic block diagram of a stere-
oscopic display device of the exemplary embodiment,
which shows an optical model viewed above the head of
an observer. The outline of the exemplary embodiment
will be described by referring to FIG. 1. The display device
according to the exemplary embodiment is formed with
the display controller 100 and the display module 200.
The display controller 100 has a function which generates
synthesized image data CM from a first viewpoint image
data (left-eye image data) M1 and a second viewpoint
image data (right-eye image data) M2 inputted from out-
side. The display module 200 includes a lenticular lens
30 as an optical image separating device of displayed
synthesized image and a backlight 15 provided to a dis-
play panel 20 which is the display device of the synthe-
sized image data CM.
[0035] Referring to FIG. 1, the optical system of the
exemplary embodiment will be described. The display
panel 20 is a liquid crystal panel, and it includes the first
image separating device (30) and the backlight 15. The
liquid crystal panel is in a structure in which a glass sub-
strate 25 on which a plurality of sub-pixels 41 and 42 (the
minimum display part) are formed and a counter sub-
strate 27 having a color filter (not shown) and counter
electrodes (not shown) are disposed by sandwiching a
liquid crystal layer 26. On the faces of the glass substrate
25 and the counter substrate 27 on the opposite sides of
the liquid crystal layer 26, a polarization plate (not shown)
is provided, respectively. Each of the sub-pixels 41 and
42 is provided with a transparent pixel electrode (not
shown), and the polarization state of the transmitted light
is controlled by applying voltages to the liquid crystal layer
26 between the respective pixel electrodes and the coun-
ter electrodes of the counter substrate 27. Light rays 16
emitted from the backlight 15 pass through the polariza-
tion plate of the glass substrate 25, the liquid crystal layer
26, the color filter of the counter substrate 27, and the
polarization plate, and intensity modulation and coloring
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can be done thereby. The lenticular lens 30 is formed
with a plurality of cylindrical lenses 30a exhibiting the
lens effect to one direction, which are arranged along the
horizontal direction. The lenticular lens 30 is arranged in
such a manner that projected images from all the sub-
pixels 41 overlap with each other and the projected im-
ages from all the sub-pixels 42 overlap with each other
at an observing plane 17 that is away from the lens by a
distance OD, through alternately using the plurality of
sub-pixels on the glass substrate 25 as the first viewpoint
(left-eye) sub-pixels 41 and the second viewpoint (right-
eye) sub-pixels 42. With the above-described structure,
a left-eye image formed with the sub-pixels 41 is provided
to the left eye of the observer at the distance OD and the
right-eye image formed with the sub-pixels 42 is provided
to the right eye.
[0036] Next, details of the display controller 100 and
the display panel 20 shown in FIG 1 will be described.
FIG 2 is a block diagram of the first exemplary embodi-
ment showing the functional structures from image input
to image display.
[0037] The display controller 100 includes the writing
control device 110, the image memory 120, the readout
control device 130, the parameter storage device 140,
and a timing control device 150.
[0038] The writing control device 110 has a function
which generates a writing address given to the inputted
image data {Mk (row, column) RGB} in accordance with
the synchronous signal inputted along the image data.
Further, the writing control device 110 has a function
which gives the writing address to an address bus 95,
and writes the input image data formed with the pixel
data to the image memory 120 via a data bus 90. While
the synchronous signal inputted from outside is illustrated
with a single thick-line arrow in FIG. 2 for convenience’s
sake, the synchronous signals are formed with a plurality
of signals such as vertical/horizontal synchronous signal,
data clock, data enable, and the like.
[0039] The readout control device 130 includes: a func-
tion which generates a readout address according to a
prescribed pattern in accordance with parameter infor-
mation 51 of the display part 50 supplied from the pa-
rameter storage device 140, and a vertical control signal
61 as well as a horizontal control signal 81 from the timing
control device 150; a function which reads out pixel data
via the data bus 90 by giving the readout address to the
address bus 95; and a function which outputs the read
out data to a data-line driving circuit 80 as the synthesized
image data CM.
[0040] The parameter storage device 140 includes a
function which stores the parameters required for rear-
ranging data in accordance with the layout of the display
part 50 to be described later in more details.
[0041] The timing control device 150 includes a func-
tion which generates the vertical control signal 61 and
the horizontal drive signal 81 for driving the display part
20, and outputs those to the readout control device 130,
a scanning-line driving circuit 60, and the data-line driving

circuit 80 of the display panel. While each of the vertical
control signal 61 and the horizontal drive signal 81 is
illustrated by a single thick-line arrow in FIG. 2 for the
convenience’ sake, the signals include a plurality of sig-
nals such as a start signal, a clock signal, an enable sig-
nal, and the like.
[0042] The display panel 20 includes: a plurality of
scanning lines G1, G2, ---, Gm, Gm+1 and the scanning-
line drive circuit 60; a plurality of data lines D1, D2, ---,
Dn, Dn+1 and the data-line driving circuit 80; and the
display part 50 which is formed with a plurality of sub-
pixels 40 arranged in m-rows � n-columns. FIG 2 is a
schematic illustration of the functional structures, and the
shapes and the connecting relations of the scanning
lines, the data lines, and the sub-pixels 40 will be de-
scribed later. Although not shown, the sub-pixel 40 in-
cludes a TFT as a switching device and a pixel electrode,
and the gate electrode of the TFT is connected to the
scanning line, the source electrode is connected to the
pixel electrode, and the drain electrode is connected to
the data line. The TFT turns ON/OFF according to the
voltages supplied to the connected arbitrary scanning
lines Gy sequentially from the scanning-line driving circuit
60. When the TFT turns ON, the voltage is written to the
pixel electrode from the data line. The data-line driving
circuit 80 and the scanning-line driving circuit 60 may be
formed on the glass substrate where the TFTs are formed
or may be loaded on the glass substrate or separately
from the glass substrate by using driving ICs.
[0043] Next, the structure of the sub-pixel 40 which
configures the display part 50 will be described by refer-
ring to the drawing. FIG 3 is a top view taken from the
observer side for describing the structure of the sub-pixel
40 of the exemplary embodiment. The sizes and reduced
scales of each structural element are altered as appro-
priate for securing the visibility in the drawing. In FIG 3,
the sub-pixels 40 are illustrated in two types of sub-pixels
40a and 40b depending on the facing direction of its
shape. Further, FIG 3 shows an example in which four
sub-pixels form 2-rows � 2-columns as a part of the dis-
play part 50 shown in FIG 2. Regarding the XY axes in
FIG 3, X shows the horizontal direction, and Y shows the
vertical direction. Furthermore, in order to describe the
image separating direction, the cylindrical lens 30a con-
figuring the lenticular lens is illustrated in FIG. 3. The
cylindrical lens 30a is a one-dimensional lens having a
semicylindrical convex part, which does not exhibit the
lens effect for the longitudinal direction but exhibits the
lens effect for lateral direction. In this exemplary embod-
iment, the longitudinal direction of the cylindrical lens 30a
is arranged along the Y-axis direction to achieve the lens
effect for the X-axis direction. That is, the image sepa-
rating direction is the horizontal direction X.
[0044] The four sub-pixels shown in FIG 3 as the sub-
pixels 40a and 40b are substantially in a trapezoid form
surrounded by three scanning lines Gy-1, Gy, Gy+1 ar-
ranged in parallel in the horizontal direction and three
data lines Dx, Dx+1, Dx+2 which are repeatedly bent to
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the horizontal direction that is the image separating di-
rection. Hereinafter, the substantially trapezoid form is
considered a trapezoid, and the short side out of the two
parallel sides along the scanning lines Gy, --- is called a
top side E while the long side is called a bottom side F.
That is, regarding the sub-pixel 40a and the sub-pixel
40b, the trapezoids thereof face towards the opposite
directions form each other with respect to the vertical
direction Y, i.e., the directions from the respective top
sides E to the respective bottom sides F are in an opposite
relation.
[0045] Each of the sub-pixels 40a and 40b has a pixel
electrode 45, a TFT 46, and a storage capacitance 47.
The TFT 46 is formed at the intersection between a silicon
layer 44 whose shape is shown with a thick line in FIG 3
and the scanning lines Gy, ---, and the TFT 46 includes
a drain electrode, a gate electrode, and a source elec-
trode, not shown. The gate electrode of the TFT 46 is
formed at the intersection between the scanning lines
Gy, --- and the silicon layer 44, and connected to the
scanning lines Gy, ---. The drain electrode is connected
to the data lines Dx, --- via a contact hole 48. The source
electrode is connected to the pixel electrode 45 whose
shape is shown with a dotted line in FIG 3 via a contact
hole 49. Further, the silicon layer 44 that is on the source
electrode side with respect to the scanning lines Gy forms
the storage capacitance 47 between a storage capaci-
tance line CS formed via an insulating film and itself. The
storage capacitance line CS is arranged to bend so as
to connect the storage capacitances 47 of each sub-pixel
neighboring along the extending direction of the scanning
lines Gy, ---, i.e., along the X-axis direction. Further, the
intersection points between the storage capacitance
lines CS and the data lines Dx, --- are arranged to be
lined along the data lines Dx, ---.
[0046] As shown in FIG 3, regarding the sub-pixel 40a
and the sub-pixel 40b, the shapes, layouts, and connect-
ing relations of the respective pixel electrodes 45, TFTs
46, contact holes 48, 49, and storage capacitances 47
are in a point-symmetrical relation with each other. That
is, on an XY plane, when the sub-pixel 40a including each
structural element is rotated by 180 degrees, the struc-
tural shape thereof matches with that of the sub-pixel 40b.
[0047] Regarding the aperture parts of the sub-pixels
40a and 40b arranged in the manner described above,
the proportions of the aperture parts and the light-shield
parts in the Y-axis direction orthogonal to the image sep-
arating direction are substantially constant for the X-axis
direction that is the image separating direction. The ap-
erture part is an area contributing to display, which is
surrounded by the scanning line, the data line, the stor-
age capacitance line CS, and the silicon layer 44, and is
also covered by the pixel electrode 45. The area other
than the aperture part is the light-shield part. Thus, the
proportion of the aperture part and the light-shield part
in the Y direction is the one-dimensional numerical ap-
erture which is obtained by dividing the length of the ap-
erture part when the sub-pixel 40a or the sub-pixel 40b

is cut in the Y-axis direction by the pixel pitch in the Y-
axis direction. Hereinafter, the one-dimensional numer-
ical aperture in the direction orthogonal to the image sep-
arating direction is called a longitudinal numerical aper-
ture.
[0048] Therefore, "the proportions of the aperture parts
and the light-shield parts in the Y-axis direction are sub-
stantially constant for the X direction" specifically means
that it is so designed that the longitudinal numerical ap-
erture along the line B - B’ shown in FIG 3 (the value
obtained by dividing the length of the aperture of the sub-
pixel 40a along the line B - B’ by the distance between
the scanning line Gy-1 and Gy) becomes almost equiv-
alent to the longitudinal numerical aperture along the line
A - A’ (the value obtained by dividing the sum of the length
of the aperture part of the sub-pixel 40b and the length
of the aperture part of the sub-pixel 40a along the line A-
A’ by the distance between the scanning lines Gy-1 and
Gy).
[0049] The display part of the present invention is con-
figured with the sub-pixels 40a and 40b having the above-
described structure and the features. In the present in-
vention, two sub-pixels 40a and 40b facing towards the
different directions are treated as one structural unit, and
the sub-pixels 40a and 40b which are connected to the
common scanning line Gy, --- and lined in the vertical
direction are called "up-and-down sub-pixel pair". Spe-
cifically, the sub-pixel 40a connected to the data line
Dx+1 and the sub-pixel 40b connected to the data line
Dx, which are connected to the scanning line Gy shown
in FIG 3 and arranged along the vertical direction, are
defined as the "up-and-down sub-pixel pair" and treated
as the structural unit of the display part.
[0050] FIG 4A is a plan view showing the up-and-down
sub-pixel pair, which is a block diagram of the up-and-
down sub-pixel pair taken from FIG 3. FIG. 4B is an equiv-
alent circuit of the up-and-down sub-pixel pair shown in
FIG. 4A, in which the scanning lines Gy, ---, the data lines
Dx, the pixel electrodes 45, and the TFTs 46 are shown
with same reference numerals. The up-and-down sub-
pixel pair shown in FIG 4 is named as the up-and-down
sub-pixel pair P2R. FIG 4C is an illustration which shows
FIG 3 with an equivalent circuit of the up-and-down sub-
pixel pair P2R, and the four sub-pixels surrounded by a
dotted line correspond to FIG 3. As shown in FIG 4C, the
four sub-pixels neighboring to each other in FIG 3 are
configured with three up-and-down sub-pixel pairs. This
is because the up-and-down sub-pixel pairs neighboring
to each other along the extending direction of the scan-
ning lines Gy, --- are connected to different scanning lines
Gy, --- with respect to each other.
[0051] The reasons why the exemplary embodiment
employing the display part configured with the up-and-
down sub-pixel pairs can achieve the high numerical ap-
erture and high image quality in the stereoscopic display
device will be described. In order to achieve the high
numerical aperture and the high image quality, it is nec-
essary to increase the longitudinal numerical aperture
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while keeping the constant longitudinal numerical aper-
ture of the pixels regardless of the positions in the image
separating direction.
[0052] First, it is preferable for the scanning lines and
the data lines to be disposed in the periphery of each
pixel electrode. This is because there may be dead space
that does not contributes to display generated between
the wirings, thereby decreasing the numerical aperture,
if there is no pixel electrode between scanning lines or
the data lines. In this exemplary embodiment, as shown
in FIG 3, the scanning lines Gy, --- and the data lines Dx.
--- are disposed in the periphery of each pixel electrode
45. Further, each of the TFTs 46 of the up-and-down sub-
pixel pairs is connected to the respective data lines Dx,
--- which are different from each other. Furthermore, re-
garding the layout of the up-and-down sub-pixel pairs in
the horizontal direction, i.e., the layout in the extending
direction of the scanning lines Gy, ---, the pairs are ar-
ranged neighboring to each other while being shifted from
each other by one sub-pixel in the vertical direction. Thus,
the up-and-down sub-pixel pairs neighboring to each oth-
er in the extending direction of the scanning lines Gy, ---
are connected to the respective scanning lines Gy, ---
which are different from each other. With the layout and
the connecting relations described above, it becomes
possible to suppress the number of necessary wirings
and to improve the numerical aperture.
[0053] Further, the data lines need to be bent towards
the image separating direction in order to have the con-
stant longitudinal numerical aperture regardless of the
positions along the image separating direction. As the
factors for determining the longitudinal numerical aper-
ture, there are the structure of the bent oblique sides, the
structure between the bottom sides of the substantially
trapezoid aperture parts, and the structure between the
upper sides thereof. More specifically, regarding the ver-
tical line cutting the oblique side as shown in the line A-
A’ of FIG 3, the height (length) of the oblique side in the
Y-axis direction and the height between the bottom sides
(distance between the two neighboring bottom sides) af-
fect the longitudinal numerical aperture. Furthermore, re-
garding the vertical line cutting the TFT 46 as shown in
the line B- B’ of FIG 3, the height between the upper sides
(distance between the two neighboring upper sides) and
the height between the bottom sides affect the longitudi-
nal numerical aperture.
[0054] The common thing between the line A- A’ and
the line B - B’ is the height between the bottom sides.
Thus, first, the structure for minimizing the height be-
tween the bottom sides is investigated. As described
above, it is necessary to place at least one scanning line
between the bottom sides. It is preferable to limit the
structure to have one scanning line for minimizing the
height between the bottom sides. For example, if the TFT
is placed between the bottom sides, the height between
the bottom sides becomes increased for that. Thus, it is
not preferable. Particularly, in the line A - A’, the bottom
sides overlap with each other. Thus, the influence is ex-

tensive when the height between the bottom sides is in-
creased. It needs to avoid having structures placed be-
tween the bottom sides as much as possible. Further,
when the storage capacitance lines are formed with the
same layer as that of the scanning lines, it is preferable
not to place the storage capacitance line between the
bottom sides. This makes it possible to cut the number
of processes while decreasing the height between the
bottom sides.
[0055] Next, the height of the oblique side in the line
A - A’ is investigated. It is extremely important to reduce
the width of the oblique side in order to cut the height of
the oblique side. For reducing the width of the oblique
side, it is preferable not to place structures in the oblique
side as much as possible. However, as described above,
it is necessary to place at least one data line. Further,
when the storage capacitance lines are formed with the
same layer as that of the scanning lines, particularly the
storage capacitance line can be arranged to be super-
imposed on the data line. In that case, the intersection
part between the storage capacitance line CS and the
data line DS is disposed to be along the data line. This
makes it possible to cut the height of the oblique sides
and to improve the longitudinal numerical aperture.
[0056] At last, the height between the upper sides in
the line B - B’ is investigated. As described above, it is
not preferable to place the TFT between the bottom sides
and in the oblique side. Thus, the TFT needs to be placed
between the upper sides. Therefore, the layout for de-
creasing the height between the upper sides becomes
important. In the exemplary embodiment, as shown in
FIG 3, the TFT 46 is placed between the upper sides.
Further, the silicon layer 44 is placed by being stacked
on the data lines Dx, --- to prevent the increase of the
light-shield parts, so that the numerical aperture can be
improved.
[0057] As shown in FIG 3, it is most efficient to dispose
the storage capacitance CS in the vicinity of the TFT 46
for forming the storage capacitance. This is evident
based on the fact that the storage capacitance is formed
between the electrode connected to the source electrode
of the TFT 46 and the electrode connected to the storage
capacitance line CS.
[0058] As described, the layout of the sub-pixels ac-
cording to this exemplary embodiment shown in FIG 3
achieves the high numerical aperture and the high image
quality in the stereoscopic display device. That is, the
display unit of the exemplary embodiment formed with a
plurality of up-and-down sub-pixel pairs by having the
up-and-down sub-pixel pair described above by referring
to FIG 4 as the structural unit is capable of achieving the
high numerical aperture and the high image quality.
[0059] While the structure of the display part according
to the exemplary embodiment has been described here-
tofore by referring to the up-and-down sub-pixel pairs
shown in FIG 3 and FIG 4, it is also possible to employ
the structure of the display part which uses the up-and-
down sub-pixel pair P2L that is mirror symmetrical with
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the up-and-down sub-pixel pair P2R shown in FIG 4. FIG
5A shows a plan view of the structure of the up-and-down
sub-pixel pair P2L, and FIG 5B shows an equivalent cir-
cuit of the up-and-down sub-pixel pair P2L. As shown in
FIG 5A, sub-pixels 40a’ and 40b’ configuring the up-and-
down sub-pixel pair P2L are line-symmetrical with the
sub-pixels 40a and 40b shown in FIG 4A with respect to
the Y-axis in terms of the shapes, layouts, and connecting
relations of the pixel electrodes 45, the TFTs 46, the con-
tact holes 48, 49, and the storage capacitances as the
structural elements. That is, the up-and-down sub-pixel
pair P2R and the up-and-down sub-pixel pair P2L are
line-symmetrical with respect to the Y-axis, line-symmet-
rical with respect to the X-axis, and in a relation of the
mirror symmetrical with respect to each other.
[0060] Therefore, when the up-and-down sub-pixel
pairs P2L shown in FIG 5 configure the display part with
no difference in the numerical aperture from that of the
up-and-down sub-pixel pairs P2R, the high numerical ap-
erture and the high image quality can be achieved as
well in an equivalent manner.
[0061] Note here that the sub-pixels configuring the
up-and-down sub-pixel pair connected to a common
scanning line are called as "upward sub-pixel" and as
"downward sub-pixel" according to the facing direction
of the bottom side F of the trapezoid, and the terms are
used in the following explanations. That is, within the up-
and-down sub-pixel pair P2R shown in FIG 4, the sub-
pixel 40a is the "upward sub-pixel", and the sub-pixel 40b
is the "downward sub-pixel". Similarly, within the up-and-
down sub-pixel pair P2L shown in FIG 5, the sub-pixel
40a’ is the "upwards sub-pixel", and the sub-pixel 40b’
is the "downward sub-pixel". As described above, the
optical effects obtained due to the structures thereof are
the same for the up-and-down sub-pixel pairs P2R and
P2L. However, the data lines Dx, Dx+1 to which the up-
ward sub-pixel and the downward sub-pixel are connect-
ed are inverted.
[0062] The display part of the exemplary embodiment
may be configured with the up-and-down sub-pixel pairs
P2R or with the up-and-down sub-pixel pairs P2L. Fur-
ther, the display part may be configured by combining
the up-and-down sub-pixel pairs P2R and the up-and-
down sub-pixel pairs P2L. Hereinafter, a structural ex-
ample of the display part 50 of the exemplary embodi-
ment shown in FIG 2 will be described by referring to a
case which displays a first viewpoint image (left-eye im-
age) and a second viewpoint image (right-eye image)
configured with pixels of 4-rows � 6-columns. First, input
image data will be described by referring to FIG 6, and
the image separating device and the color arranging re-
lation of the display part according to the exemplary em-
bodiment will be described by referring to FIG. 7. A spe-
cific example of the display part will be provided after the
explanations of FIG 6 and FIG 7.
[0063] FIG 6 shows charts of image data of the first
viewpoint image (left-eye image) and the second view-
point image (right-eye image) configured with the pixels

of 4-rows � 6-columns. As described above, "k" is a view-
point (left, right), "i" is the row number within the image,
"j" is the column number within the image, "RGB" means
that the pixel carries color information of R: red, G: green,
and B: blue.
[0064] FIG 7 is an example of the display part 50 which
displays two images shown in FIG. 6, showing the layout
of the image separating device and the colors of the sub-
pixels. Regarding the XY axes in the drawing, X shows
the horizontal direction and Y shows the vertical direction.
[0065] In FIG 7, the sub-pixel is illustrated with a trap-
ezoid, and shadings are applied to show examples of
colors. Specifically, a red (R) color filter is arranged on a
counter substrate of the sub-pixel lined on the first row
in the horizontal direction, and the first row functions as
the sub-pixels which display red. A green (G) color filter
is arranged on a counter substrate of the sub-pixel lined
on the second row in the horizontal direction, and the
second row functions as the sub-pixels which display
green. A blue (B) color filter is arranged on a counter
substrate of the sub-pixel lined on the third row in the
horizontal direction, and the third row functions as the
sub-pixels which display blue. In the same manner, the
sub-pixels on the fourth row and thereafter function in
order of red, green, and blue in a row unit. The exemplary
embodiment can be adapted to arbitrary color orders.
For example, the colors may be arranged in repetitions
of the order of blue, green, and red from the first row.
[0066] For the image separating device, the cylindrical
lens 30a configuring the lenticular lens 30 corresponds
to the sub-pixels of two-column unit, and it is arranged
in such a manner that the longitudinal direction thereof
exhibiting no lens effect is in parallel to the vertical direc-
tion, i.e., in parallel to the columns. Thus, due to the lens
effect of the cylindrical lenses 30a in the X direction, light
rays emitted from the sub-pixels on the even-numbered
columns and the odd-numbered columns are separated
to different directions. That is, as described by referring
to FIG 1, at a position away from the lens plane, the light
rays are separated into an image configured with the pix-
els of the even-numbered columns and an image config-
ured with the pixels of odd-numbered columns. As an
example, with this exemplary embodiment in the layouts
of FIG 7 and FIG. 1, the sub-pixels on the even-numbered
columns function as the image for the left eye (first view-
point) and the sub-pixels on the odd-numbered columns
function as the image for the right eye (second viewpoint).
[0067] The color filters and the image separating de-
vice are disposed in the above-described manner, so that
one pixel of the input image shown in FIG 6 is displayed
with three sub-pixels of red, green, and blue lined on one
column shown in FIG 7. Specifically, the three sub-pixels
on the first, second, and third rows of the second column
display the upper-left corner pixel: M1(1, 1) RGB of the
left-eye (first viewpoint) image, and the three sub-pixels
on the tenth, eleventh, and twelfth rows of the eleventh
column display the lower-right corner pixel: M2(4, 6) RGB
of the right-eye (second viewpoint) image. Further, the
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sub-pixel pitch of every two columns and the sub-pixel
pitch of every three rows are equal, so that the resolution
at the time of stereoscopic display which has inputted left
and right images as parallax images and the resolution
at the time of flat display which has the inputted left and
right images as the same images are equal. Thus, it is
the feature of this exemplary embodiment that there is
no degradation in the image quality caused due to chang-
es in the resolution. Further, the same colors are ar-
ranged in the direction of the lens effect, so that there is
no color separation generated by the image separating
device. This makes it possible to provide the high image
quality.
[0068] The connecting relations regarding a plurality
of sub-pixels arranged in the matrix shown in FIG. 7 and
the scanning lines as well as the data lines, i.e., a specific
example for configuring the display part from the up-and-
down sub-pixels shown in FIG. 4 and FIG. 5, are shown
in FIG 8 - FIG 11 and will be described hereinafter.
[0069] FIG 8 shows a layout pattern 1 of the display
part which is formed with the up-and-down sub-pixel pairs
P2R shown in FIG 4. By having the position where the
upward sub-pixel of the up-and-down sub-pixel pair P2R
comes on the first row of the first column as the start, the
up-and-down sub-pixel pairs P2R are disposed. At this
time, the downward sub-pixels of the up-and-down sub-
pixel pairs P2R are disposed on the first row of the even-
numbered columns, and the upward sub-pixels do not
configure the display part. Similarly, the upward sub-pix-
els of the up-and-down sub-pixel pairs P2R are disposed
on the twelfth row of the even-numbered columns, and
the downward sub-pixels do not configure the display
part. "NP" shown in FIG 8 indicates that sub-pixels that
do not configure the display part are not disposed. Fur-
ther, FIG 8 corresponds to FIG 7, shading in each pixel
shows the display color, and the sub-pixels on the even-
numbered columns function as the left-eye (first view-
point) sub-pixels while the sub-pixels on the odd-num-
bered columns function as the right-eye (second view-
point) sub-pixels by an optical separating device, not
shown.
[0070] FIG 9 shows a layout pattern 2 of the display
part which is formed with the up-and-down sub-pixel pairs
P2L shown in FIG 5. FIG 9 is the same as the case of
FIG 8 except that the up-and-down sub-pixel pairs P2R
are changed to the up-and-down sub-pixel pairs P2L, so
that explanations thereof are omitted.
[0071] FIG. 10 shows a layout pattern 3 which is a first
example of configuring the display part with a combina-
tion of the up-and-down sub-pixel pairs P2R shown in
FIG 4 and the up-and-down sub-pixel pairs P2L shown
in FIG 5. As shown in FIG 10, on the first column, by
having the position where the upward sub-pixel of the
up-and-down sub-pixel pair P2L comes on the first row
of the first column as the start point, the up-and-down
sub-pixel pair P2L and the up-and-down sub-pixel pair
P2R are repeatedly disposed in the vertical direction. On
the second column, by having the position where the

downward sub-pixel of the up-and-down sub-pixel pair
P2R comes on the first row of the second column as the
start point, the up-and-down sub-pixel pair P2R and the
up-and-down sub-pixel pair P2L are repeatedly disposed
in the vertical direction. On the third column, by having
the position where the upward sub-pixel of the up-and-
down sub-pixel pair P2R comes on the first row of the
third column as the start point, the up-and-down sub-pixel
pair P2R and the up-and-down sub-pixel pair P2L are
repeatedly disposed in the vertical direction. On the
fourth column, by having the position where the down-
ward sub-pixel of the up-and-down sub-pixel pair P2L
comes on the first row of the fourth column as the start
point, the up-and-down sub-pixel pair P2L and the up-
and-down sub-pixel pair P2R are repeatedly disposed in
the vertical direction. On the fifth column and thereafter,
the layout pattern from the first column to the fourth col-
umn is repeated. This layout pattern 3 has an effect of
achieving the high image quality in a case where the dot
inversion driving method is employed to the polarity in-
version driving. Details thereof will be described later.
[0072] FIG 11 shows a layout pattern 4 which is a sec-
ond example of configuring the display part with a com-
bination of the up-and-down sub-pixel pairs P2R shown
in FIG 4 and the up-and-down sub-pixel pairs P2L shown
in FIG 5. As shown in FIG 11, by having the position
where the upward sub-pixel of the up-and-down sub-pixel
pair P2L comes on the first row of the first column as the
start point, the first column and the second column are
formed with the up-and-down sub-pixel pairs P2L. The
third column and the fourth column are formed from the
up-and-down sub-pixel pairs P2R by having the position
where the upward sub-pixel of the up-and-down sub-pixel
pair P2R comes on the first row of the third column as
the start point. On the fifth column and thereafter, the
layout with every two columns described above is repeat-
ed. This layout pattern 4 has an effect of achieving the
high image quality in a case where the vertical 2-dot in-
version driving method is employed to the polarity inver-
sion driving. Details thereof will be described later.
[0073] As shown in FIG. 8 - FIG. 11, the display part
configured with 12 rows � 12 columns of sub-pixels takes
the up-and-down sub-pixel pair as the structural unit, so
that it is necessary to have thirteen scanning lines from
G1 to G13 and thirteen data lines from D1 to D13. That
is, the display part of the exemplary embodiment config-
ured with m-rows � n-columns of sub-pixels is charac-
terized to be driven by (m+1) pieces of scanning lines
and (n+1) pieces of data lines.
[0074] Further, the display part of the exemplary em-
bodiment can be structured with various layout patterns
other than those that are described above as a way of
examples by having the up-and-down sub-pixel pairs
shown in FIG 4 and FIG 5 as the structural unit.
[0075] However, the difference in the layout pattern
influences the polarity distribution of the display part
when the liquid crystal panel is driven with the polarity
inversion drive. Further, as can be seen from FIG. 8 -
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FIG. 11, in the display part of the present invention, the
sub-pixels lined on one row in the horizontal direction are
connected to two scanning lines alternately, and the sub-
pixels lined on one column in the vertical direction are
connected to two data lines with the regularity according
to the layout pattern. Thus, the polarity distribution there-
of obtained according to the polarity inversion driving
method is different from that of a typical liquid crystal
panel in which the sub-pixels on one row are connected
to one scanning line and the sub-pixels on one column
are connected to one data line, so that the effect obtained
thereby is different as well. Hereinafter, details of the ef-
fects obtained for each of the layout patterns of the ex-
emplary embodiment when the polarity inversion driving
method of the typical liquid crystal panel is employed will
be described.
[0076] FIG 12 shows the polarity distribution of the dis-
play part when a gate line inversion drive (1H inversion
drive) is employed to the layout pattern 2 shown in FIG
9, and shows the data line polarity for each scanning line
under the gate line inversion drive. In the illustration, "+"
and "- " show the positive/negative polarities of the pixel
electrodes and the data lines in an arbitrary frame (a pe-
riod where scanning of all the scanning lines is done),
and negative and positive polarities are inverted in a next
frame. The gate line inversion drive is a driving method
which inverts the polarity of the data line by each period
of selecting one scanning line, which can reduce the re-
sisting pressure of a data-line driving circuit (driver IC for
driving data line) by being combined with the so-called
common inversion drive which AC-drives the common
electrodes on the counter substrate side. Thus, it only
requires a small amount of power consumption. Howev-
er, the images separated by the image separating device,
i.e., the left-eye image configured with the even-num-
bered columns and the right-eye image configured with
the odd-numbered columns, are frame inverted with
which the entire display images are polarity-inverted by
a frame unit. With the frame inversion, the so-called flick-
ers (the displayed images are seen with flickering) tend
to be observed due to a difference in the luminance gen-
erated in accordance with the polarity. When the flickers
are observed, the flickers can be suppressed by increas-
ing frame frequency.
[0077] In a case where the gate line inversion drive is
employed to the exemplary embodiment, it is more pref-
erable to employ the drive which inverts the polarity for
each of a plurality of scanning lines as illustrated in FIG
13. FIG 13 shows the polarity distribution of the display
part when a gate 2-line inversion drive (2H inversion
drive) is employed to the layout pattern 2 shown in FIG.
9, and the data line polarity for each scanning line of the
gate 2-line inversion drive. "+" and "-" in the drawing show
the polarity as in the case of FIG 12. From the polarity
distribution of FIG. 13, the polarity of each of the sepa-
rated left-eye image and right-eye image is inverted by
two rows of sub-pixels. Therefore, it is possible to sup-
press flickers, and to achieve the high image quality.

[0078] FIG 14 shows the polarity distribution of the dis-
play part when a dot inversion drive is employed to the
layout pattern 2 shown in FIG 9, and shows the data line
polarity for each scanning line under the dot inversion
drive. "+" and "-" in the drawing show the polarity as in
the case of FIG 12. As shown in FIG 14, the dot inversion
drive is a driving method which inverts the polarity by
each data line and, further, inverts the polarity of the data
line by every selecting period of one scanning line. It is
known as a method which suppresses flickers and
achieves the high image quality in a typical liquid crystal
panel. When the dot inversion drive is employed to the
layout pattern 2 of the exemplary embodiment, the po-
larities on the odd-numbered columns are the same in a
row unit (i.e., the polarities on all the odd-numbered col-
umns on one row are the same) as shown in the polarity
distribution of FIG 14. This is the same for the even-num-
bered columns. Therefore, for each of the separated left-
eye image and right-eye image, it is possible to achieve
the same flicker suppressing effect as the case of em-
ploying the gate line inversion drive (1H inversion drive)
to a typical panel.
[0079] FIG 15 shows the polarity distribution of the dis-
play part when a dot inversion drive is employed to the
layout pattern 3 shown in FIG 10, and shows the data
line polarity for each scanning line under the dot inversion
drive. "+" and "-" in the drawing show the polarity as in
the case of FIG 12. Polarity inversion on the odd-num-
bered columns is repeated in a column unit such as on
the first row and the third row, the third row and the fifth
row, --- in each row unit as shown in the polarity distri-
bution of FIG 15. This is the same for the even-numbered
columns. Further, regarding the polarity distribution with-
in a column, the polarities of the pixel electrodes of the
up-and-down sub-pixel pairs P2L and the up-and-down
sub-pixel pairs P2R neighboring to each other in the ver-
tical direction are the same, and the polarity is inverted
by every two rows. Thus, the long sides of the pixel elec-
trodes each in a trapezoid form, i.e., the bottom sides of
the sub-pixels, come to be in the same polarities. There-
fore, it is possible to suppress abnormal alignment of the
liquid crystal molecules in the vicinity of the bottom sides,
so that the high image quality can be achieved. Further,
for each of the separated left-eye image and right-eye
image, the columns whose polarities are inverted for eve-
ry two rows of sub-pixels in the vertical direction are in-
verted by a column unit. This provides a high flicker sup-
pressing effect, so that the high image quality can be
achieved.
[0080] FIG 16 shows the polarity distribution of the dis-
play part when a vertical 2-dot inversion drive is employed
to the layout pattern 4 shown in FIG. 11, and shows the
data line polarity for each scanning line of the vertical 2-
dot inversion drive. "+" and "-" in the drawing show the
polarity as in the case of FIG 12. As shown in FIG 16,
the vertical 2-dot inversion drive is a driving method which
inverts the polarity by each data line and, further, inverts
the polarity of the data line by every selecting period of
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two scanning lines. Compared to the case of the dot in-
version drive, the polarity inversion cycle for each data
line becomes doubled. Thus, the power consumption of
the data-line driving circuit (driver IC for driving data line)
can be reduced. The polarity distribution of FIG 16 is the
same as the polarity distribution of FIG 15. Therefore, as
in the case of FIG. 15, it is possible to suppress abnormal
alignment of the liquid crystal molecules in the vicinity of
the bottom sides. This provides a high flicker suppressing
effect, so that the high image quality can be achieved.
[0081] As described above, the combination of the lay-
out pattern of the display part and the polarity driving
method may be selected as appropriate according to the
target display quality, the power consumption, and the
like. Further, with the display part of the exemplary em-
bodiment, it is also possible to employ layout patterns
and polarity inversion driving methods other than those
described above as examples. For example, it is possible
to employ a layout pattern 5 shown in FIG 17. With the
layout pattern 5, the display part is configured with the
up-and-down sub-pixel pairs P2R shown in FIG. 4 by
having the position where the upward sub-pixel comes
at the first row of the second column as the start point.
The layout pattern 5 shown in FIG 17 and the layout pat-
tern 1 shown in FIG 8 configured with the same up-and-
down sub-pixel pairs P2R are in a relation which is being
translated in the horizontal direction by one column.
[0082] However, the synthesized image data CM out-
putted to the data-line driving circuit 80 shown in FIG 2
needs to be changed in accordance with the changes in
the layout pattern. The synthesized image data CM is
the image data synthesized from input images M1 and
M2, which is the data inputted to the data-line driving
circuit 80 for writing the voltage to each pixel electrode
of the display part 50 which is configured with the sub-
pixels of m-rows � n-columns. That is, the synthesized
image data CM is the data obtained by rearranging each
of the pixel data configuring the input image data M1 and
M2 to correspond to the data lines from D1 to Dn+1 by
each of the scanning lines from G1 to Gm+1, and it is
expressed with a data structure of (Gm+1) rows and
(Dn+1) columns.
[0083] Therefore, as can be seen from the layout pat-
terns 1 to 5 shown in FIG. 8 - FIG. 11 and FIG 17, the
synthesized image data CM becomes different even with
the sub-pixel that is designated on a same row and same
column, since the connected data lines or the scanning
lines very depending on the layout patterns.
[0084] As specific examples, FIG 18 - FIG. 22 show
the synthesized image data CM when the input image
data shown in FIG 6 is displayed on the display parts of
the layout patterns 1 - 5 while the image separating de-
vice is arranged as in FIG. 7. FIG 18 - FIG. 22 show the
positions and colors of the input image data to be supplied
to an arbitrary data line Dx when an arbitrary scanning
line Gy is selected. M1 and M2 are viewpoint images,
(row number, column number) shows the position within
the image, and R/G/B shows the color. Further, "x" mark

indicates that there is no pixel electrode. Naturally, there
is no input data M1, M2 corresponding to "x" mark and
no pixel electrode to which the supplied data to be re-
flected, so that the data to be supplied to "x" mark is
optional.
[0085] The synthesized image data CM can be gener-
ated from the connection regularity of the up-and-down
sub-pixel pairs in a unit of scanning line and the regularity
in a unit of data line based on the color arrangement of
the color filters shown in FIG 7, the layout patterns shown
in FIG 8 - FIG. 11 and FIG. 17, and setting parameters
of the image separating device to be described later.
[0086] The regularity in a unit of scanning line will be
described.
[0087] In the exemplary embodiment, viewpoint imag-
es M1/M2 to be displayed with even/odd of the scanning
lines are designated. This is because of the reason as
follows. That is, in the layout of the up-and-down sub-
pixel pairs configuring the display part, the up-and-down
sub-pixel pairs sharing the same scanning line cannot
be lined side by side on two columns but necessarily
arranged on every other column. That is, even/odd of the
scanning lines correspond to even/odd of the columns
of the sub-pixel layout. Further, designation of the view-
point images M1/M2 is determined by a column unit of
the sub-pixels by the image separating device.
[0088] The factors for determining the even/odd of the
scanning lines and the viewpoint images M1/M2 are the
layout of the image separating device and the layout pat-
tern.
[0089] The image separating device is not limited to
be placed in the manner shown in FIG 7 but may also be
placed in the manner as shown in FIG. 23, for example.
In FIG 7, as described above, the first column is M2 and
the second column is M1, i.e., the sub-pixels on the odd-
numbered column are M2 and the sub-pixels on the even-
numbered columns are M1. In the case of FIG 23, the
first column is M1 and the second column is M2, i.e., the
sub-pixels on the odd-numbered column are M1 and the
sub-pixels on the even-numbered columns are M2. As
described, even/odd of the columns where the viewpoint
images M1/M2 are displayed is determined depending
on the layout of the image separating device.
[0090] Even/odd of the scanning lines corresponding
to the odd-numbered columns and the even-numbered
columns on the display part is determined whether the
sub-pixel located on the first row of the first column on
the display part is the upward sub-pixel or the downward
sub-pixel. FIG 8 is a layout example of the case where
the sub-pixel on the first row of the first column is the
upward sub-pixel, and FIG 17 is a layout example of the
case where the sub-pixel on the first row of the first col-
umn is the downward sub-pixel. It is assumed here that
the facing directions (upward or downward) of the sub-
pixel to be placed on the first row of the first column is a
variable "u", and the sub-pixel on the first row of the first
column is the upward sub-pixel when u = 0 while the sub-
pixel on the first row of the first column is the downward
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sub-pixel when u = 1. As shown in FIG 8 and FIG 17,
when the sub-pixel on the first row of the first column is
the upward sub-pixel, i.e., when u = 0, the odd-numbered
scanning lines are connected to the sub-pixels on the
even-numbered columns, and the even-numbered scan-
ning lines are connected to the sub-pixel on the odd-
numbered columns. When the sub-pixel on the first row
of the first column is the downward sub-pixel, i.e., when
u = 1, the odd-numbered scanning lines are connected
to the sub-pixels on the odd-numbered columns, and the
even-numbered scanning lines are connected to the sub-
pixel on the eve-numbered columns.
[0091] The relation between the even/odd of the scan-
ning lines and the viewpoint images M1/M2 determined
in the manner described above is summarized in FIG.
24. In FIG 24, a viewpoint of an input image to which the
odd-numbered scanning line corresponds is shown with
"v1", and a viewpoint of an input image to which the even-
numbered scanning line corresponds is shown with "v2".
FIG 24 shows that, when the image separating device is
so disposed that the odd-numbered columns of the dis-
play part are M1 and the even-numbered columns are
M2 and that the sub-pixel on the first row of the first col-
umn in the display part is the upward sub-pixel, "v1 = 2
and v2 = 1" applies. That is, the viewpoint images on the
odd-numbered scanning lines are M2, and the viewpoint
images on the even-numbered scanning lines are M1.
[0092] R/GB to be the color of the first row is deter-
mined by the color filter. One scanning line is connected
to the sub-pixels of two rows. Thus, the regularity of the
colors corresponding to the scanning lines is determined,
when the color on the first row set by the color filter and
the order of colors are determined.
[0093] Further, the pixel data of the input image carries
RGB color information, so that one row expressed with
input image "i" corresponds to three rows of sub-pixels.
Regarding the up-and-down sub-pixel pair, the sub-pix-
els are disposed on up-and-down by sandwiching a sin-
gle scanning line therebetween. Thus, a single scanning
line corresponds to two rows of sub-pixels. Accordingly,
as a relation between the rows of the input image and
the scanning lines, there is a periodicity having six scan-
ning lines as a unit.
[0094] FIG 25 shows the summary of the regularity in
a scanning line unit according to the exemplary embod-
iment. An arbitrary scanning line Gy is expressed by us-
ing an arbitrary natural number "q", and "M(k)" is input
image viewpoint to which the up-and-down sub-pixel pair
connected to the Gy(q) connects, C1(R/GB) is the color
of the upwards sub-pixel, C2 (R/GB) is the color of the
downward sub-pixel, and (Ui/Di) is the rows of the verti-
cally arranged sub-pixels. The row of the input image
corresponding to the upward sub-pixel of the sub-pixel
pair is defined as Ui, and the row of the input image cor-
responding to the downward sub-pixel of the sub-pixel
pair is defined as Di. By using the regularity shown in
FIG. 25, the viewpoints of the input image on an arbitrary
signal line Gy, colors, rows can be designated when gen-

erating the synthesized image data. However, as illus-
trated in FIG. 8 - FIG 11 and FIG 17, the top row (first
row in the drawing) and the last row (twelfth row in the
drawing) of the display part are configured with the up-
and-down sub-pixel pairs including NP. That is, the up-
and-down sub-pixel pairs connected to the top line of the
scanning lines (G1 in the drawing) and to the last line
(G13 in the drawing) include NP. If the regularity shown
in FIG 25 is applied including NP, the rows with no input
image (shown in FIG 6) may be designated for NP. Thus,
when actually generating the synthesized image data by
using the regularity of FIG 25, it needs to be careful about
handling NP.
[0095] Next, the regularity in a unit of data line will be
described.
[0096] Due to the structure of the up-and-down sub-
pixel pairs, two data lines are used for one column of
sub-pixels, so that (n+1) data lines are necessary for n-
columns of sub-pixels of the display part. However, as
described above, one scanning line and the up-and-down
sub-pixel pair are disposed by every other column. That
is, one scanning line and the up-and-down sub-pixel pair
are disposed on an odd-numbered column or an even-
numbered column, and the number of up-and-down sub-
pixel pairs connected to one scanning line is "n/2".
[0097] Considering the number of data lines connect-
ed to the sub-pixel by each scanning line, it is separated
to a case where n-number of data lines from D1 to Dn
are connected and Dn+1 is not connected to the sub-
pixel and to a case where n-number of data lines from
D2 to Dn+1 are connected and D1 is not connected. This
is evident from the layout patterns of FIG 8 - FIG 11 and
FIG 17 illustrated as the specific examples.
[0098] By using the regularity shown in FIG 25, the
viewpoints of the input image on an arbitrary signal line
Gy, colors, rows for an arbitrary scanning line can be
designated. It is the regularity regarding the correspond-
ence between the number of data lines and the column
number of the input image data required by a unit of data
line. As described above, the number of up-and-down
sub-pixel pairs connected to one scanning line is "n/2",
the number of sub-pixels is "n", and the number of con-
nected data lines is "n".
[0099] Thus, the data layout for one scanning line is
expressed in order with variables as in L(1), L(2), ---, L
(n) and have those corresponded with the column order
of the input image data. The direction of increase in the
order of L is defined to be the same increasing direction
of the order of the data lines. As a specific example, the
data layout of the scanning line G2 can be expressed as
follows by using the synthesized image data 1 shown in
FIG. 18 that is the case where the image separating de-
vice of FIG 7 is placed to the layout pattern 1 shown in
FIG 8.

L(1) = M2 (1, 1) G
L(2) = M2 (1, 1) R
L(3) = M2 (1, 2) G
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L(4) = M2 (1, 2) R
---
L(11) = M2 (1, 6) G
L(12) = M2 (1, 6) R

Further, the data layout of the scanning line G3 can be
expressed as follows by using the same drawing.

L(1) = M1 (1, 1) B
L(2) = M1 (1, 1) G
L(3) = M1 (1, 2) B
L(4) = M1 (1, 2) G
---
L(11) = M1 (1, 6) B
L(12) = M1 (1, 6) G

[0100] As in the above, when the number of the data
layout is increased by 2, the column number of the input
image is increased by 1. This is because the two sub-
pixels of the up-and-down sub-pixel pair lined on one
column shows two colors. This shows that the order of
the up-and-down sub-pixel pairs connected to one scan-
ning line in the horizontal direction corresponds to the
column number of the input image data.
[0101] Thus, when it is assumed that a natural number
showing the up-and-down sub-pixel pairs connected to
one scanning line in the horizontal direction (extending
direction of the scanning lines) is "p", the column number
of the input image data is also "p". In FIG 8, on the odd-
numbered scanning lines, p = 1 shows the up-and-down
sub-pixel pair on the second column connected to the
odd-numbered scanning line, p = 2 shows the up-and-
down sub-pixel pair on the fourth column, p = 3 shows
the up-and-down sub-pixel pair on the sixth column, p =
4 shows the up-and-down sub-pixel pair on the eighth
column, p = 5 shows the up-and-down sub-pixel pair on
the tenth column, and p = 6 shows the up-and-down sub-
pixel pair on the twelfth column. On the even-numbered
scanning lines, p = 1 shows the up-and-down sub-pixel
pair on the first column connected to the even-numbered
scanning line, p = 2 shows the up-and-down sub-pixel
pair on the third column, p = 3 shows the up-and-down
sub-pixel pair on the fifth column, p = 4 shows the up-
and-down sub-pixel pair on the seventh column, p = 5
shows the up-and-down sub-pixel pair on the ninth col-
umn, and p = 6 shows the up-and-down sub-pixel pair
on the eleventh column.
[0102] When "p" is employed to the case of FIG 18,
the following applies for the scanning line G2.

L (2p - 1) = M2 (1, p) G
L (2p ) = M2 (1, p) R

Further, the following applies for the scanning line G3.

L (2p - 1) = M1 (1, p) G
L (2p ) = M1 (1, p) B

[0103] That is, "2p - 1" and "2p" correspond to the order
of two data lines connected to the up-and-down sub-pixel
pair, and correspond to the color of the upward sub-pixel
or the downward sub-pixel. As shown in FIG 4 and FIG
5, the order of data lines connected to the upward sub-
pixel and the downward sub-pixel is determined depend-
ing on the structure of the up-and-down sub-pixel pairs
(P2R/P2L). "Dx" and "Dx+1" which show the order of data
lines connected to the up-and-down sub-pixel pair shown
in FIG 4 and FIG. 5 can be replaced with "Dx = 2p - 1"
and "Dx + 1 = 2p". That is, with the structure of P2R, the
downward pixel corresponds to "2p - 1" and the upward
pixel corresponds to "2p". In the meantime, with the struc-
ture of P2L, the upward pixel corresponds to "2p - 1" and
the downward pixel corresponds to "2p".
[0104] Thus, information of the up-and-down sub-pixel
pairs connected to arbitrary scanning lines is required.
There is provided a lookup table in which the scanning
line is Gy, the up-and-down sub-pixel pair connected to
Gy is expressed as LUT (Gy, p), and the table returns
"0" for P2R and "1" for P2L according to the structure of
the up-and-down sub-pixel pairs.
[0105] As specific examples of LUT (Gy, p), FIG 27
shows the lookup tables corresponded to the layout pat-
tern 3 of FIG. 10 and the layout pattern 4 of FIG 11. The
use of LUT (Gy, p) makes it possible to know the order
of the upward pixel and the downward pixel in an arbitrary
up-and-down sub-pixel pair. Thus, based on the regular-
ity of the scanning lines shown in FIG 25, the order of
two colors can be designated by using the color C1 of
the upward sub-pixel and the color C2 of the downward
sub-pixel. The lookup tables LUT (Gy, p) shown in FIG
27 are expressed with the sub-pixel pair number (p) con-
nected to all the scanning lines of the display part. How-
ever, it is also possible to pay attention to the repeated
pattern, and to compress the table by using lower bits by
expressing Gy and p in binary numbers as shown in FIG
28.
[0106] As described above, it is possible to designate
the viewpoints, row numbers, column numbers, and
colors of input images corresponding to the data L(1), L
(2), ---, L(n) for one arbitrary scanning line Gy by using
"p" and LUT (Gy, p).
[0107] The synthesized image data CM is completed
by having the data from L(1) to L(n) as the data for one
arbitrary scanning line corresponded to the data lines D
1, D2, ---, Dn, Dn+1.
[0108] Regarding the relation between even/odd of the
scanning lines and the data lines connected to the sub-
pixels is determined whether the sub-pixel located on the
first row of the first column on the display part is the up-
ward sub-pixel or the downward sub-pixel. FIG 26 shows
the relation between even/odd of the scanning lines and
the data lines to be connected to the sub-pixels by using
the variable "u" which shows whether the sub-pixel po-
sitioned on the first row of the first column is the upward
sub-pixel or the downward sub-pixel. As shown in FIG
26, when u = 0, the data lines from D2 to Dn+1 are con-
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nected to the sub-pixels when the scanning lines are of
odd-numbers, and the scanning line D1 is unconnected.
Similarly, when u = 0, the data lines from D1 to Dn are
connected to the sub-pixels when the scanning lines are
of even-numbers, and the scanning line Dn+1 is uncon-
nected. When u = 1, even/odd of the scanning lines are
inverted.
[0109] The synthesized image CM is completed by
supplying the data from L(1) to L(n) for one scanning line
to the data lines according to FIG 26 as in the followings.
[0110] In a case where "u = 0" and the scanning lines
are of odd numbers, the synthesized images are as fol-
lows.

CM (Gy, 1) = z
CM (Gy, 2) = L(1)
CM (Gy, 3) = L(2)
---
CM (Gy, n) = L(n-1)
CM (Gy, n+1) = L(n)

[0111] In a case where "u = 0" and the scanning lines
are of even numbers, the synthesized images are as fol-
lows.

CM (Gy, 1) = L(1)
CM (Gy, 2) = L(2)
CM (Gy, 3) = L(3)
---
CM (Gy, n) = L(n)
CM (Gy, n+1) = z

Note that "z" is the data supplied to the data line that is
not connected to the sub-pixel.
[0112] As described above, it is possible to generate
the synthesized image data based on the information and
the regularities. FIG 29 shows specific examples of the
parameter variables required for generating the synthe-
sized image data and specific examples of the variable
contents. At least one set of the parameters shown in
FIG 29 is saved in the parameter storage device 140
shown in FIG 2. Through saving the parameters required
for generating the synthesized image data, it is possible
to correspond to changes in the design of the display part
by changing the parameters. It is also possible to save
a plurality of parameters, and switch the parameters ac-
cording to the display panel to be connected.

(Explanations of Actions)

[0113] Actions of the exemplary embodiment will be
described by referring to the drawings.
[0114] FIG 30 is a flowchart showing one-frame display
action of the display device according to the exemplary
embodiment.

(Step S 1000)

[0115] When the action of the display device according
to the exemplary embodiment is started, the parameters
required for generating the synthesized image, i.e., the
viewpoint v1 of the input image to which the odd-num-
bered scanning line corresponds, the viewpoint v2 of the
input image to which the even-numbered scanning line
corresponds, colors CL1, CL2, CL3 of the color filters
from the first row to the third row, the row number "m"
and the column number "n" having a sub-pixel of the dis-
play part 50 as a unit, the facing direction "u" of the sub-
pixel positioned on the first row of the first column of the
display part 50, and the layout LUT of the up-and-down
sub-pixel pairs of the display part 50, are set to the rea-
dout control device 130 from the parameter storage de-
vice 140 shown in FIG 2.

(Step S1100)

[0116] The image data M1, M2 for each viewpoint con-
figured with image data of i-rows and j-columns and the
synchronous signals are inputted to the writing control
device 110 from outside. The writing control device gen-
erates addresses which make it possible to discriminate
each of the pixel data from M1 (1,1) RGB to M1 (i, j) RGB
and from M2 (1,1) RGB to M2 (i, j) RGB which configure
the input image data by utilizing the synchronous signals,
and stores the image data and the addresses thereof to
the image memory 120. The image memory 120 has re-
gions for two screens of the synthesized image data to
be outputted, and alternately uses the readout screen
region and the write screen region.

(Step S 1200)

[0117] The input image data M1 and M2 stored in the
image memory 120 are read out according to a pre-
scribed pattern, rearranging processing is performed,
and the synthesized image data CM is outputted to the
data-line driving circuit 80 of the display panel 20. The
actions of the readout and rearranging processing will be
described separately by referring to a flowchart shown
in FIG. 31.

(Step S2300)

[0118] When the readout and rearranging processing
is completed, the one-frame display action is completed.
The procedure is returned to step S1100, and the above-
described actions are repeated.
[0119] FIG 30 is a flowchart of actions for a region of
one screen within the image memory. As described in
step S1100, the image memory 120 has the regions for
two screens. Therefore, actually, the writing processing
and the readout and rearranging processing are execut-
ed in parallel.
[0120] Next, details of the readout and rearranging
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processing will be described by referring to FIG 31. FIG
31 is a flowchart showing the processing contents of step
S1200, which shows the processing for each of the scan-
ning lines from G1 to Gm.

(Step S 1300)

[0121] "1" is given to the variables "Gy", "s", and "q"
as an initial value. "Gy" is the variable for counting the
number of scanning lines, and the count value corre-
sponds to the scanning line for performing scanning. Fur-
ther, "s" is the variable for counting the cycle of six scan-
ning lines shown in FIG 25, and "q" is the variable that
is incremented by 1 every time "s" counts 6.

(Step S1400)

[0122] This is the data processing part for the data of
the top line, i.e., the sub-pixels connected to G1. The
detailed contents of the processing of the top line will be
described separately by referring to a flowchart shown
in FIG 32. Here, n-pieces of data including the data sup-
plied to the sub-pixels selected by the first scanning line
are stored in a line buffer.

(Step S1500)

[0123] The data stored in the line buffer for one scan-
ning line is outputted to the data-line driving circuit 80.
The detailed contents of the output processing will be
described separately by referring to a flowchart shown
in FIG 33. In the output processing, processing for making
the n-pieces of data stored in the line buffer corresponded
to the data line from D1 to Dn+1 is executed to complete
the synthesized image data CM of the scanning line Gy,
and the synthesized image data CM is outputted to the
data-line driving circuit 80.

(Step S1600)

[0124] The count values of "s" and "Gy" are increment-
ed by 1 according to the horizontal synchronous signals
from the timing control device 150 shown in FIG 2.

(Step S 1700)

[0125] It is judged whether or not the count value of
Gy is the last scanning line Gn+1 of the display part. For
the judgment, the row number "m" of the display part set
in step S1000 is used. When it has not reached to "m+1",
it is judged as Yes and the procedure is advanced to step
S1800. When it is "m+1", the judgment is No and the
procedure is advanced to step S2100.

(Step S 1800)

[0126] It is the data processing part of the data of the
sub-pixels connected to the scanning line Gy except the

top line G1 and the last line Gm+1. The detailed contents
of the processing of the main line will be described sep-
arately by referring to a flowchart shown in FIG 32. Here,
n-pieces of data including the data supplied to the sub-
pixels selected by the scanning line Gy are stored in the
line buffer. When the processing of step S 1800 ends,
the procedure is advanced to the output processing of
step S 1500 where the synthesized image data CM of
the scanning line Gy is completed, and the synthesized
image data CM is outputted to the data-line driving circuit
80. When the processing of step S1500 ends, the pro-
cedure is advanced to step S2000.

(Step S2000)

[0127] Judgment by the count value of "s" is executed.
When "s" has not reached to 6, it is judged as Yes and
the procedure is advanced to step S1600. When "s" is
6, the judgment is No and the procedure is advanced to
step S2000.

(Step S2100)

[0128] The count value of "s" is returned to "0", the
count value of "q" is incremented by 1, and the procedure
is advanced to step S1600.

(Step S2200)

[0129] This is the data processing part for the data of
the last line, i.e., the sub-pixels connected to Gm+1. The
detailed contents of the processing of the last line will be
described separately by referring to a flowchart shown
in FIG. 36. Here, n-pieces of data including the data sup-
plied to the sub-pixels selected by the (m+1)-th line are
stored in the line buffer. When the processing of step
S2100 ends, the procedure is advanced to the output
processing of step S 1500 where the synthesized image
data CM of the scanning line Gm+1 is completed, and
the synthesized image data CM is outputted to the data-
line driving circuit 80.
[0130] When the output processing of step S 1500 fol-
lowing the processing of step S2200 ends, the readout
and rearranging processing is completed.
[0131] Next, details of the top line processing will be
described by referring to FIG. 32. With the top line
processing, the input image data corresponding to the
scanning line G1 is read out and stored in a readout line
buffer L. In the line buffer L, the n-pieces of sub-pixel
data for one row of the display part is stored to L(1), L
(2), ---, L(n).

(Step S 1410)

[0132] "1" is given to the variable "p" as an initial value.
The variable "p" is used for designating the up-and-down
sub-pixel pair connected to the scanning line G1, for des-
ignating the column number of the pixel data to be read
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out, and for designating the order for storing the data in
the line buffer.

(Step S1420)

[0133] It is judged whether the sub-pixel connected to
the earliest order data line among the data lines is the
upward sub-pixel or the downward sub-pixel of the up-
and-down sub-pixel pair by using LUT. When LUT (1, p)
= 1, i.e., when the up-and-down sub-pixel pair connected
to the p-th scanning line G1 is P2L, it is judged as Yes
and the procedure is advanced to step S1430. When LUT
(1, p) = 0, i.e., when the up-and-down sub-pixel pair con-
nected to the p-th scanning line G1 is P2R, it is judged
as No and the procedure is advanced to step S1450.

(Step S 1430)

[0134] The data supplied to the upward sub-pixel of
the earliest order of data line that is connected to the up-
and-down sub-pixel pair P2L is stored in the line memory
L (2p - 1). On the top line, i.e., on the scanning line G1,
there is no upward sub-pixel as can be seen from the
layout patterns of FIG 8 - FIG 11 and FIG 17 illustrated
as the specific examples. Therefore, "z" is stored, even
though the data stored in L (2p - 1) is not reflected upon
the display Here, "z" is set as "0" as a way of example.

(Step S 1440)

[0135] Following step S1430, the data supplied to the
downward sub-pixel of the last order of data line that is
connected to the up-and-down sub-pixel pair P2L is
stored in the line memory L (2p). First, the matrix and
color of the pixel data of the input image to be read out
with "M (v1) (1, p) (CL1)" are designated. Note here that
"v1" is the parameter of the viewpoint image of the scan-
ning line G1 (i.e., the odd-numbered scanning line). Since
it is the scanning line G1, the row number is "1", the col-
umn number is the variable "p", and CL1 is the parameter
of the color on the first row. Then, a readout address is
decoded from "M (v1) (1, p) (CL1)", and the data is read
out from the image memory and stored to PD. This data
PD is stored to the line memory L(2p).

(Step S 1450)

[0136] The data supplied to the downward sub-pixel
of the earliest order of data line that is connected to the
up-and-down sub-pixel pair P2R is stored in the line
memory L (2p - 1). As in the case of step S1440, the
matrix and color of the pixel data of the input image to
be read out are designated by "M (v1) (1, p) (CL1)". Then,
a readout address is decoded from M (v1) (1, p) (CL1),
and it is stored to a PD from the image memory. This
data PD is stored to the line memory L(2p - 1).

(Step S1460)

[0137] Following step S1450, the data supplied to the
upward sub-pixel of the last order of data line that is con-
nected to the up-and-down sub-pixel pair P2R is stored
in the line memory L (2p). On the scanning line G1, there
is no upward sub-pixel as described in the section of step
S1430. Therefore, "z" is stored even though the data
stored in L (2p) is not reflected upon the display. Here,
"z" is set as "0" as a way of example.

(Step S 1470)

[0138] It is judged whether or not the processing of the
up-and-down sub-pixel pairs for one scanning line has
been completed based on the count value of "p". For the
judgment, the column number "n" of the display part set
in step S1000 is used. When the count value "p" has not
reached to "n ö 2", it is judged as Yes and the procedure
is advanced to step S 1480. When it is "n ö 2", the judg-
ment is No and the procedure for the top line is ended.

(Step S 1480)

[0139] The count value of "p" is incremented by 1, and
the procedure is advanced to step S1420.
[0140] Next, details of the output processing will be
described by referring to FIG 33. In the output processing,
processing for having the n-pieces of data stored in the
line buffer L corresponded to the data lines from D1 to
Dn or from D2 to Dn+1 is executed to complete the syn-
thesized image data CM, and the synthesized image data
CM is outputted to the data-line driving circuit 80.

(Step S 1510)

[0141] This shows that the value of Gy used in the re-
adout and rearranging processing is continuously used
and the line buffer L to which the data is stored in the
readout and rearranging processing is used, and it is not
a step which executes any special processing.

(Step S1520)

[0142] "1" is given to "x" as an initial value. Note here
that "x" s used to designate the order of the data lines,
i.e., used to designate the columns of the synthesized
image data CM. It is a count value of a data transfer clock
for the data-lien driving circuit 80, which is generated by
the timing control device 150 shown in FIG 2.

(Step S1530)

[0143] It is judged whether or not the first data line D1
is connected to the sub-pixel and used for display. For
the judgment, the parameter "u" that is the facing direc-
tion of the sub-pixel positioned on the first row of the first
column of the display part 50 and the count value Gy of
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the scanning line set in step S1000 are used. As shown
in FIG 26, when u = 0 and the scanning line Gy is of an
even number or when u = 1 and the scanning line Gy is
of an odd number, the data line D1 is used. Thus, it is
judged as Yes, and procedure is advanced to step S1540.
When unmatched to that condition, it is judged as No and
the procedure is advanced to step S1550.

(Step S 1540)

[0144] It is judged whether or not the processing has
reached to the last data line Dn +1. For the judgment,
the column number "n" of the display part set in step
S1000 is used. When the count value of "x" has not
reached to "n + 1", it is judged as Yes and the procedure
is advanced to step S1541. When the count value of "x"
is "n + 1 ", the judgment is No and the procedure is ad-
vanced to step S 1543.

(Step S1541)

[0145] The data L(x) of the line buffer is outputted to
the synthesized image data CM (Gy, x). This synthesized
image data is outputted to the data-line driving circuit 80.

(Step S1542)

[0146] The count value of "x" is incremented by 1, and
the procedure is advanced to step S 1540.

(Step S 1543)

[0147] At this time, "X = n + 1 ". From judgment made
in step S1530, there is no sub-pixel which is connected
to the data lien Dn+1. Thus, even though it is not reflected
upon display, "z" is outputted to the synthesized image
data CM (Gy, n+1). Here, "z" is set as "0" as a way of
example. This synthesized image data CM is outputted
to the data-line driving circuit 80. Thereby, the output of
data up to the data line Dn+1 is completed, so that the
output processing is ended.

(Step S1550)

[0148] It is judged whether or not the processing is for
the first data line D1. When "x = 1", it is judged as Yes
and the procedure is advanced to step S1551. When "x"
is not 1, the judgment is No and the procedure is ad-
vanced to step S1553.

(Step S1551)

[0149] At this time, "X = 1". From judgment made in
step S1530, there is no sub-pixel which is connected to
the data lien Dn+1. Thus, even though it is not reflected
upon display, "z" is outputted to the synthesized image
data CM (Gy, n+1). Here, "z" is set as "0" as an example.
This synthesized image data CM is outputted to the data-

line driving circuit 80.

(Step S1552)

[0150] The count value of "x" is incremented by 1, and
the procedure is advanced to step S1550.

(Step S1553)

[0151] The data L(x - 1) of the line buffer is outputted
to the synthesized image data CM (Gy, x). This synthe-
sized image data CM is outputted to the data-line driving
circuit 80.

(Step S1554)

[0152] It is judged whether or not the processing has
reached to the last data line Dn +1. When the count value
of "x" has not reached to "n + 1", it is judged as Yes and
the procedure is advanced to step S 1552. When the
count value of "x" is "n + 1 ", output of the data up to the
data line Dn + 1 has been completed. Thus, it is judged
as No, and the output processing is ended.
[0153] Next, details of the main line processing will be
described by referring to FIG 34. FIG 34 is a flowchart
showing the processing contents of step S 1800. With
the main line processing, the input image data corre-
sponding to the scanning line Gy is read out according
to the regularity in a unit of scanning line shown in FIG
25, and n-pieces of sub-pixel data for one row are stored
in the line buffer L. FIG 34 shows the processing executed
according to the regularity shown in FIG 25, and the
processing for storing the data to the line buffer will be
described separately by referring to FIG 35.

(Step S 1810)

[0154] This shows that the value of "Gy", the value of
"s", and the value of "q" used in the readout and rear-
ranging processing are continuously used, and it is not
a step which executes any special processing.

(Step S1811 - Step S1815)

[0155] Executed herein is divergence of the conditions
based on the value of "s" which is the cycle of six scanning
lines. According to the values of "x" from 1 to 6, the pro-
cedure is advanced to step S 1821 - step S 1826.

(Step S1821 - Step S 1815)

[0156] As shown in FIG 25, information of the view-
point, color, and row for designating the pixel data to be
read out is stored for the respective variables in accord-
ance with the value of "s". The viewpoint is stored as the
variable k, the color of the upward sub-pixel is stored as
the variable C1, and the color of the downward sub-pixel
is stored as the variable C2 by using the parameters set
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in step S1000. Further, the row of the input image of the
upward sub-pixel is calculated and stored as a variable
Ui, and the row of the input image of the downward sub-
pixel is calculated and stored as a variable Di based on
"q".

(Step S 1900)

[0157] The data corresponding to the scanning line Gy
is read out and stored to the line buffer L by using the
variables k, Ui, Di, C1, and C2. Details thereof will be
separately described by referring to a flowchart shown
in FIG 35. After completing the line buffer processing,
the main line processing is ended.
[0158] Next, details of line buffer storage processing
will be described by referring to FIG 35. FIG 35 is a flow-
chart showing the processing contents of step S1900.

(Step S1910)

[0159] This shows that the value of Gy is continuously
used and the variables k, Ui, Di, C1, and C2 are also
used, and it is not a step which executes any special
processing.

(Step S1920)

[0160] "1" is given to the variable "p" as an initial value.
The variable "p" is used for designating the up-and-down
sub-pixel pair connected to the scanning line G1, for des-
ignating the column number of the pixel data to be read
out, and for designating the order for storing the data in
the line buffer.

(Step S1930)

[0161] It is judged whether the sub-pixel connected to
the earliest order data line among the data lines is the
upward sub-pixel or the downward sub-pixel of the up-
and-down sub-pixel pair by using LUT. When LUT (Gy,
p) = 1, i.e., when the up-and-down sub-pixel pair con-
nected to the p-th scanning line Gy is P2L, it is judged
as Yes and the procedure is advanced to step S 1940.
When LUT (Gy, p) = 0, i.e., when the up-and-down sub-
pixel pair connected to the p-th scanning line Gy is P2R,
it is judged as No and the procedure is advanced to step
S 1960.

(Step S1940)

[0162] The data supplied to the upward sub-pixel of
the earliest order of data line that is connected to the up-
and-down sub-pixel pair P2L is stored in the line memory
L(2p - 1). The viewpoint, matrix, and color of the pixel
data of the input image to be read out are designated by
"M(k), (Ui, p) (C1)". Then, a readout address is decoded,
and the data is read out to PD from the image memory.
This data PD is stored to the line memory L(2p - 1).

(Step S 1950)

[0163] Following step S1940, the data supplied to the
downward sub-pixel of the last order of data line that is
connected to the up-and-down sub-pixel pair P2L is
stored in the line memory L(2p). The viewpoint, matrix,
and color of the pixel data of the input image to be read
out are designated by M(k), (Di, p) (C2). Then, a readout
address is decoded, and the data is read out to PD from
the image memory. This data PD is stored to the line
memory L(2p). The procedure is advanced to step S
1980.

(Step S 1960)

[0164] The data supplied to the downward sub-pixel
of the earliest order of data line that is connected to the
up-and-down sub-pixel pair P2R is stored in the line
memory L(2p - 1). The viewpoint, matrix, and color of the
pixel data of the input image to read out are designated
by M(k), (Di, p) (C2). Then, a readout address is decoded,
and the data is read out to PD from the image memory.
This data PD is stored to the line memory L(2p - 1).

(Step S 1970)

[0165] Following step S1960, the data supplied to the
upward sub-pixel of the last order of data line that is con-
nected to the up-and-down sub-pixel pair P2R is stored
in the line memory L(2p). The viewpoint, matrix, and color
of the pixel data of the input image to be read out are
designated by M(k), (Ui, p) (C1). Then, a readout address
is decoded, and the data is read out to PD from the image
memory. This data PD is stored to the line memory L(2p).
The procedure is advanced to step S 1980.

(Step S 1980)

[0166] It is judged whether or not the processing of the
up-and-down sub-pixel pairs for one scanning line has
been completed based on the count value of "p". For the
judgment, the column number "n" of the display part set
in step S1000 is used. When the count value "p" has not
reached to "n ö 2", it is judged as Yes and the procedure
is advanced to step S 1990. When it is "n ö 2", the judg-
ment is No and the line buffer storage processing is end-
ed.

(Step S 1990)

[0167] The count value of "p" is incremented by 1, and
the procedure is advanced to step S1930.
[0168] Next, details of the last line processing will be
described by referring to FIG 36. FIG 36 is a flowchart
showing the processing contents of step S2200 shown
in FIG 31. With the last line processing, the input image
data corresponding to the scanning line Gm+1 is read
out, and it is stored in the line buffer L.

45 46 



EP 2 242 280 A2

25

5

10

15

20

25

30

35

40

45

50

55

(Step S2210)

[0169] This shows that the value of "Gy", the value of
"s", and the value of "q" used in the readout and rear-
ranging processing are continuously used, and it is not
a step which executes any special processing.

(Step S2211)

[0170] Executed is divergence of the conditions based
on the value of "s" which is the cycle of six scanning lines.
The value of "x" on the last scanning line Gm+1 of the
display part becomes s = 1 or s = 4 since the sub-pixels
of the exemplary embodiment are of three colors R/GB.
When it is s =1, the judgment is Yes and the procedure
is advanced to step S2212. When it is s = 4, the judgment
is No and the procedure is advanced to step S2213.

(Step S2212, Step S2213)

[0171] As shown in FIG 25, information of the view-
point, color, and row for designating the pixel data to be
read out is stored as the respective variables in accord-
ance with the value of "s". The viewpoint is stored as the
variable k, the color of the upward sub-pixel is stored as
the variable C1, and the color of the downward sub-pixel
is stored as the variable C2 by using the parameters set
in step S1000. Further, the row of the input image of the
upward sub-pixel is calculated and stored as a variable
Ui, and the row of the input image of the downward sub-
pixel is calculated and stored as a variable Di based on
"q". The procedure is advanced to step S2220.

(Step S2220)

[0172] "1" is given to the variable "p" as an initial value.
The variable "p" is used for designating the up-and-down
sub-pixel pair connected to the scanning line Gm+1, for
designating the column number of the pixel data to be
read out, and for designating the order for storing the
data in the line buffer.

(Step S2230)

[0173] It is judged whether the sub-pixel connected to
the earliest order data line among the data lines is the
upward sub-pixel or the downward sub-pixel of the up-
and-down sub-pixel pair by using LUT. When LUT (Gy,
p) = 1, i.e., when the up-and-down sub-pixel pair con-
nected to the p-th scanning line Gy is P2L, it is judged
as Yes and the procedure is advanced to step S2240.
When LUT (Gy, p) = 0, i.e., when the up-and-down sub-
pixel pair connected to the p-th scanning line Gy is P2R,
it is judged as No and the procedure is advanced to step
S2260.

(Step S2240)

[0174] The data supplied to the upward sub-pixel of
the earliest order of data line that is connected to the up-
and-down sub-pixel pair P2L is stored in the line memory
L(2p - 1). The viewpoint, matrix, and color of the pixel
data of the input image to be read out are designated by
M(k), (Ui, p) (C1). Then, a readout address is decoded,
and the data is read out to PD from the image memory.
This data PD is stored to the line memory L(2p - 1).

(Step S2250)

[0175] Following step S2240, the data supplied to the
downward sub-pixel of the last order of data line that is
connected to the up-and-down sub-pixel pair P2L is
stored in the line memory L (2p). However, as can be
seen from the layout patterns of FIG 8 - FIG 11 and FIG
17 illustrated as the specific examples, there is no down-
ward sub-pixel on the scanning line Gm+1. Therefore,
"z" is stored even though the data stored in L (2p) is not
reflected upon the display. Here, "z" is set as "0" as a
way of example. The procedure is advanced to step
S2280.

(Step S2260)

[0176] The data supplied to the downward sub-pixel
of the earliest order of data line that is connected to the
up-and-down sub-pixel pair P2R is stored in the line
memory L (2p - 1). However, as described in the section
of step S2250, there is no downward sub-pixel on the
scanning line Gm+1. Therefore, "z" is stored even though
the data stored in L (2p - 1) is not reflected upon the
display. Here, "z" is set as "0" as a way of example.

(Step S2270)

[0177] Following step S2260, the data supplied to the
upward sub-pixel of the last order of data line that is con-
nected to the up-and-down sub-pixel pair P2R is stored
in the line memory L(2p). The viewpoint, matrix, and color
of the pixel data of the input image to be read out are
designated by M(k), (Ui, p) (C1). Then, a readout address
is decoded, and the data is read out to PD from the image
memory. This data PD is stored to the line memory L(2p).
The procedure is advanced to step S2280.

(Step S2280)

[0178] It is judged whether or not the processing of the
up-and-down sub-pixel pairs for one scanning line has
been completed based on the count value of "p". For the
judgment, the column number "n" of the display part set
in step S1000 is used. When the count value "p" has not
reached to "n ö 2", it is judged as Yes and the procedure
is advanced to step S2290. When it is "n ö 2", the judg-
ment is No and the last line processing is ended.
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(Step S2290)

[0179] The count value of "p" is incremented by 1, and
the procedure is advanced to step S2230.
[0180] As described, through executing the processing
of the flowcharts shown in FIG 30 - FIG 36, it becomes
possible to generate the image data CM by synthesizing
image data and rearranging the pixel data from the image
data for two viewpoints inputted from outside by applying
the regularity in a unit of six scanning lines and the layout
pattern of the up-and-down sub-pixel pairs, and to display
the image data CM on the display panel. The processing
of the exemplary embodiment described above is merely
an example, and the processing is not limited only to that.
For example, since there is no input image data corre-
sponding to NP, the processing for the top line and the
last line where there is the up-and-down sub-pixel pair
including NP is executed as separate processing from
the main processing. However, the input image data is
written to the image memory, and the data for generating
the image data CM is read out by designating the ad-
dresses to the image memory. This, when it is possible
to designate the address of the outside the input image
data region and possible to read out the data correspond-
ing to NP, the processing of NP can be executed with
the main processing. The data supplied to NP is invalid
for the display. Thus, if the processing for designating
the address of NP can be executed, the main line
processing can also e applied as it is without separating
the processing for the top and last lines.
[0181] Regarding the output from the line buffer to the
data-line driving circuit, described is the processing flow
which outputs the data for every sub-pixel data. However,
it depends on the interface specifications of the data-line
driving circuit. For example, the data may be outputted
from the line buffer by a unit of three sub-pixels or by a
unit of six sub-pixels.
[0182] The structures and the actions of the first ex-
emplary embodiment have been described heretofore.
[0183] FIG 37 is a block diagram showing a terminal
device that is an example to which the display device of
the exemplary embodiment is applied. The terminal de-
vice 300A shown in FIG 37A is configured, including an
input device 301, a storage device 302, an arithmetic
calculator 303, an external interface 304, a display device
305A of the exemplary embodiment, and the like. As de-
scribed above, the display device 305A includes a display
controller 100, so that data for two images may be trans-
mitted as in a case where the image data is transmitted
from the arithmetic calculator 303 to a typical display de-
vice. The two pieces of image data may be the image
data which is displayed two dimensionally on a typical
display panel. That is, the display device 305A of the
exemplary embodiment includes the display controller
100, so that the arithmetic calculator 303 does not need
to execute some kind of processing on the two pieces of
image data to be outputted. Thus, there is no load im-
posed upon the arithmetic calculator 303 in this respect.

Further, the display controller 100 of the exemplary em-
bodiment includes an image memory 120 (FIG. 2). Thus,
the two pieces of image data outputted by the arithmetic
calculator 303 are not limited to be in a form where the
image data are lined in the horizontal direction whose
image is shown in FIG 37 (the so-called side-by-side
form), but may be in a form where the image data are
lined in the vertical direction (the so-called dot-by-dot
form) or in a frame sequential form.
[0184] A terminal device 300B shown in FIG 37(B) is
in a structure in which a display module 200B is different
from that of the terminal device 300A. For example, the
display module 200B is different from the display module
200A in terms of the layout of the image separating de-
vice, the order of the color filters, the layout patterns of
the up-and-down sub-pixel pairs, and the like. Specifica-
tions of the display modules 200A and 200B are deter-
mined depending on the various factors required to the
display devices 305A, 305B from the terminal devices
300A, 300B to be loaded, respectively, such as the image
quality, cost, size, and resolution. When the display mod-
ule 200A is changed to the display module 200B, the
synthesized image data to be inputted to the display mod-
ule 200B needs to be changed. However, as described
above, the display device 305B of the exemplary embod-
iment includes the parameter storage device 140 (FIG
2) which is provided to the display controller 100. Thus,
even when the display module is changed to the display
module 200B, the same display controller 100 can be
used. This makes it possible to decrease the number of
designing steps for the display devices 305A, 305B, and
to decrease the cost for the display devices 305A, 305B.
[0185] While the exemplary embodiment has been de-
scribed by referring to the case of the stereoscopic dis-
play device which provides different images to both eyes
of the observer, the present invention may also be applied
to a two-viewpoint display device which provides different
images depending on the observing positions.
[0186] Further, while the exemplary embodiment has
been described by referring to the case where the len-
ticular lens is used for the optical image separating device
and the lenticular lens is disposed on the observer side
of the display panel, the lenticular lens may be disposed
on the opposite side from the observer. Furthermore, as
the optical image separating device, it is also possible to
employ a parallax barrier.
[0187] Further, the display panel of the exemplary em-
bodiment has been described as the liquid crystal display
panel using liquid crystal molecules. However, as the liq-
uid crystal display panel, not only a transmissive liquid
crystal display panel but also a reflective liquid crystal
display panel, a transflective liquid crystal display panel,
a slight-reflective liquid crystal display panel in which the
ratio of the transmissive region is larger than that of the
reflective region, a slight-transmissive liquid crystal panel
in which the ratio of the reflective region is larger than
the transmissive region, and the like can be applied. Fur-
ther, the driving method of the display panel can be ap-
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plied to the TFT method in a preferable manner.
[0188] For the TFTs of the TFT method, not only those
using amorphous silicon, low-temperature polysilicon,
high-temperature polysilicon, single crystal silicon, but
also those using an organic matter, oxide metal such as
zinc oxide, and carbon nanotube can also be employed.
Further, the present invention does not depend on the
structures of the TFTs. A bottom gate type, a top gate
type, a stagger type, an inverted stagger type, and the
like can also be employed in a preferable manner.
[0189] Further, the exemplary embodiment has been
described by referring to the case where the sub-pixel of
the up-and-down sub-pixel pairs is in a substantially trap-
ezoid shape. However, the shape of the sub-pixel is not
limited to the trapezoid, as long as it is a shape which
can maintain the optical property of the up-and-down
sub-pixel pairs and the connecting relation thereof with
respect to the scanning lines and the data lines. Other
polygonal shapes may also be employed. For example,
when the top side of the trapezoid described in the ex-
emplary embodiment is shortened, the shape turns out
as a triangle. Further, when the upward sub-pixel and
the downward sub-pixel are rotationally symmetric by
180 degrees, a hexagonal shape, an octagonal shape,
and the like with the bent scanning lines may also be
employed. Further, the display part of the exemplary em-
bodiment has been described to be configured with m-
rows of sub-pixels in the vertical direction and n-columns
of sub-pixels in the horizontal direction. However, the lay-
out relation of the scanning lines and the data lines may
be switched by arranging the sub-pixels in n-rows in the
vertical direction and m-columns in the horizontal direc-
tion.
[0190] Further, for the display panel, it is possible to
employ those other than the liquid crystal type. For ex-
ample, it is possible to employ an organic electrolumi-
nescence display panel, an inorganic electrolumines-
cence display panel, a plasma display panel, a field emis-
sion display panel, or PALC (Plasma Address Liquid
Crystal).
[0191] As an exemplary advantage according to the
invention, it is possible to find the scanning line and the
data line connected to the sub-pixel arranged in an arbi-
trary row and an arbitrary column without actually design-
ing the layout, since the regularity in the connection pat-
terns of scanning lines and the data lines for the matrix
of the sub-pixels has found. Further, synthesized image
data can be easily generated from the found regularity,
the placing condition of the image separating device, the
arranging order of the colors of the sub-pixels, the layout
pattern of the up-and-down sub-pixel pair as the mini-
mum unit, and the like. This makes it possible to use the
input image data in a same form as that of a typical flat
display device, so that there is no load (e.g., being re-
quired to rearrange the output image data) imposed upon
the device that employs the present invention. Further-
more, the present invention puts the condition for gener-
ating the synthesized image data into parameters, and

uses a device for storing the parameters. Thus, when
there is a change in the display module, it simply needs
to change the parameters and does not need to change
the video signal processing device. This makes it possi-
ble to decrease the number of designing steps and to
reduce the cost.
[0192] Further, the present invention includes the im-
age separating device which directs the light emitted from
the sub-pixels to a plurality of viewpoints, and it is pos-
sible with the present invention to use the input image
data in a same transfer form as that of a typical flat display
device for the display module in which the issues caused
due to the light-shield part and the like are suppressed.
Therefore, it is not necessary to execute rearranging
processing of the image data and any special processing
for the transfer, so that there is no load imposed upon
the arithmetic calculator, for example, which outputs the
image data to the display device that employs the present
invention. Furthermore, the conditions for generating the
synthesized image data is made into parameters, and
the parameters are stored so as to be able to correspond
to the changes in the display module by changing the
parameters. Thus, it is unnecessary to change the video
signal processing device, thereby making it possible to
decrease the number of designing steps and to reduce
the cost.

(SECOND EXEMPLARY EMBODIMENT)

[0193] The structure of a display device according to
a second exemplary embodiment of the present invention
will be described. It is a display device which provides
different images to a plurality of N-viewpoints, and it is a
feature of this display device that N is 4 or larger while
N is 2 with the display device of the first exemplary em-
bodiment. Hereinafter, the second exemplary embodi-
ment will be described by referring to a case of stereo-
scopic display device which provides different images to
four viewpoints (N = 4).
[0194] First, the outline of the second exemplary em-
bodiment will be described by mainly referring to FIG.
44. A display controller 102 of this exemplary embodi-
ment further includes an input data rearranging device
160 which rearranges viewpoint image data for four view-
points or more inputted from outside into viewpoint image
for two viewpoints. A writing control device 110 has a
function of writing the viewpoint image data rearranged
by the input data rearranging device 160 into the image
memory 120, instead of the viewpoint image inputted
from outside. Hereinafter, the second exemplary embod-
iment will be described in detail.
[0195] The display part of the second exemplary em-
bodiment is configured with up-and-down sub-pixel pairs
whose structure and equivalent circuits are shown in FIG
4 and FIG. 5. Explanations of the up-and-down sub-pixel
pairs are omitted, since those are the same as the case
of the first exemplary embodiment.
[0196] FIG 38 is an example showing the relation be-
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tween the image separating device and the display part
according to the second exemplary embodiment. Re-
garding the XY axes in the drawing, X shows the hori-
zontal direction and Y shows the vertical direction. Trap-
ezoids arranged in twelve rows in the vertical direction
and in twelve columns in the horizontal direction are the
sub-pixels, and shadings are the colors in a pattern in
which R, G, and B are repeated in this order by each row
from the first row. As the image separating device, a cy-
lindrical lens 30a configuring a lenticular lens 30 corre-
sponds to a unit of four columns of sub-pixels, and it is
so arranged that the longitudinal direction thereof be-
comes in parallel to the vertical direction so as to exhibit
the lens effect for the horizontal direction. Light rays emit-
ted from the sub-pixels are separated to different direc-
tions of four-column cycles in a column unit, and form
four viewpoint images at positions distant from the lens
plane due to the lens effect of the cylindrical lenses 30a.
The pixel as the structural unit of each of the four view-
point images is configured with three sub-pixels of RGB
lined in the vertical direction in a column unit. In FIG 38,
the pixel of the first viewpoint image is shown as M1P,
the pixel of the second viewpoint image is shown as M2P,
the pixel of the third viewpoint image is shown as M3P,
and the pixel of the fourth viewpoint image is shown as
M4P.
[0197] FIG 39 shows an optical model of each view-
point image formed by the light rays emitted from the
pixels M1P - M4P for each viewpoint. As shown in FIG
39, the lenticular lens 30 is disposed on the observer side
of the display panel, and also disposed in such a manner
that the projected images from all M1P of the display part
are superimposed at a plane away from the lens plane
by a distance OD, and also projected images from M2P,
M3P, and M4P are superimposed and the width of the
superimposed projected images in the X direction be-
comes the maximum. With this layout, the regions of the
first viewpoint image, the second viewpoint image, the
third viewpoint image, and the fourth viewpoint image are
formed in the horizontal direction in order from the left
when viewed from the observer.
[0198] Next, the connecting relation regarding the sub-
pixels shown in FIG 38 and scanning lines as well as
data lines will be described. FIG 40 is an example of the
display part of the second exemplary embodiment shown
in FIG. 38 which is configured with up-and-down sub-
pixel pairs P2R and P2L. This is a pattern in which four
columns configured with P2L and four columns config-
ured with P2R are repeated alternately, and it is called a
layout pattern 6. The layout pattern 6 is capable of pro-
viding a high image quality when vertical 2-dot inversion
drive is applied to the polarity inversion driving method.
[0199] FIG 41 shows the polarity distribution of the dis-
play part when the vertical 2-dot inversion drive is applied
to the layout pattern 6 shown in FIG 40, and shows the
data line polarity for each scanning line under the vertical
2-dot inversion drive. As described in FIG 38, with the
second exemplary embodiment, each viewpoint image

is provided in a four-column cycle. As shown in FIG. 41,
through alternately arranging the up-and-down sub-pixel
pairs P2R and P2L in a four-column cycle by correspond-
ing to the periodicity of the viewpoint images, the polar-
ities of the sub-pixels neighboring to each other in the
horizontal direction are inverted in each of the separated
viewpoint images. Further, for the polarity distribution
within the column, the polarities of the vertically-neigh-
boring pixel electrodes of the up-and-down sub-pixel
pairs P2L and the up-and-down sub-pixel pairs P2R be-
come the same polarities, and the polarities are inverted
by every two rows. Thus, as in the case of FIG 15 of the
first exemplary embodiment, it is possible to suppress
abnormal alignment of the liquid crystal molecules in the
vicinity of the bottom sides. Therefore, the effect for sup-
pressing flickers is great, thereby making it possible to
provide a high image quality.
[0200] Next, described is synthesized image data that
is supplied to the display part of the second exemplary
embodiment which is configured with the layout pattern
6 and in which the imaging device is disposed as in FIG
38. FIG. 42 shows image data for four viewpoints inputted
from outside, and FIG 43 shows synthesized image data
of the layout pattern 6, which is synthesized from the
input data shown in FIG 42. FIG 42 shows charts of the
image data from the first viewpoint image data to the
fourth viewpoint image data configured with pixels of 4
rows � 3 columns. As described in FIG 6 in the section
of the first exemplary embodiment, regarding "Mk (i, j)
RGB", "k" indicates the viewpoint, "i" is the row number
within an image, "j" is the column number within the im-
age, and "RGB" means that it carries luminance informa-
tion of each of the colors R: red, G: green, and B: blue.
[0201] As in the case of the first exemplary embodi-
ment, the synthesized image data of FIG. 43 can be gen-
erated from the connection regularity of the up-and-down
sub-pixel pairs in a unit of scanning line and the regularity
in a unit of data line based on the image separating de-
vice, the setting parameters of the color layout of the
color filters, and the setting parameters of the layout pat-
terns.
[0202] FIG 44 shows a functional block diagram of the
second exemplary embodiment. As in the case of the
first exemplary embodiment, it is configured with: a dis-
play controller 102 which generates synthesized image
data CM from the image data for each viewpoint inputted
from outside; and a display panel 20 which is a display
device of the synthesized image data CM. The structure
of the display panel 20 is the same as that of the first
exemplary embodiment, so that explanations thereof are
omitted by applying the same reference numerals. The
structure of the display panel 102 is different from that of
the first exemplary embodiment in respect that the sec-
ond exemplary embodiment includes the input data re-
arranging device 160. However, the other structural ele-
ments are the same, so that explanations thereof are
omitted by applying the same reference numerals.
[0203] The input data rearranging device 160 performs
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processing for rearranging the image data for N-view-
points (N = 4 in FIG 44) into a data form of two input
images as described in the first exemplary embodiment.
A specific example will be described by referring to FIG
45.
[0204] As shown in FIG 45, "M1’ (, j’) RGB" is generated
from the first viewpoint image M1 and the third viewpoint
image, and "M2’ (i, j’) RGB" is generated from the second
viewpoint image and the fourth viewpoint image, respec-
tively. Those are rearranged in a column unit, and follow-
ings are obtained.

M1’ (i, 1) RGB = M3 (i, 1) RGB
M1’ (i, 2) RGB = M1 (i, 1) RGB,
M1’ (i, 3) RGB = M3 (i, 2) RGB,
---
M1’ (i, 6) RGB = M1 (i, 3) RGB

Similarly, rearrangement is done as follows.

M2’ (i, 1) RGB = M4 (i, 1) RGB
M2’ (i, 2) RGB = M2 (i, 1) RGB
M2’ (i, 3) RGB = M4 (i, 2) RGB
---
M2’ (i, 6) RGB = M2 (i, 3) RGB

By transmitting the image data "M1’ (i, j’) RGB" and "M2’
(i, j’) RGB" generated in this manner to the writing control
device 110, the synthesized image data shown in FIG 43
can be generated though the processing actions de-
scribed in the first exemplary embodiment.
[0205] In FIG 44, the input data rearranging device 160
is illustrated separately from the writing control device
110. However, it is so illustrated to describe the structure,
and the input data rearranging device 160 may be includ-
ed in the writing control device 110. This is because the
same processing as the input data rearranging process-
ing shown in the drawing can be executed through con-
trolling the generated addresses by a column unit of each
viewpoint image by the writing control device 110.
[0206] Further, while the stereoscopic display device
which provides different images for the four viewpoints
(N = 4) has been described as the example of the second
exemplary embodiment, the number of viewpoint is not
limited to be four. It is possible to be applied to a still
larger number of viewpoints.

(Effects)

[0207] As shown in FIG. 39, the number of viewpoints
can be increased with the second exemplary embodi-
ment. Thus, the observer can enjoy stereoscopic images
from different angles by changing the observing posi-
tions. Further, motion parallax is also provided at the
same time, which can give a higher stereoscopic effect
to the images.

(THIRD EXEMPLARY EMBODIMENT)

[0208] The structure of a display device according to
a third exemplary embodiment of the present invention
will be described.
[0209] FIG 46 is a functional block diagram of the third
exemplary embodiment. The third exemplary embodi-
ment is different from the first exemplary embodiment in
respect that a display panel 23 includes a data-line se-
lecting switch 170 which is controlled by a data-line se-
lection signal 171 outputted from a readout control device
133 of a display controller 130. Other structural elements
are the same as those of the first exemplary embodiment,
so that explanations thereof are omitted by applying the
same reference numerals.
[0210] The data-line selecting switch 170 has a func-
tion of switching n-pieces of outputs of a data-line driving
circuit 83 to data lines D1 - Dn or D2 - Dn+1 of a display
part 50. With the use of this function, the data processing
for making the n-pieces of data stored in the line buffer
corresponded to the data lines D1 - Dn or D2 - Dn+1,
which is executed in the output processing described in
the flowchart shown in FIG. 32 of the first exemplary em-
bodiment, becomes unnecessary. That is, with the third
exemplary embodiment, the n-pieces of data stored in
the line buffer may be outputted directly to the data-line
driving circuit, and the switching signal may be supplied
to the data-line selection signal 171. Thus, the synthe-
sized image data is in a data structure of (Gm+1) rows
� n columns.
[0211] It is also possible to add the structure of the
second exemplary embodiment to the structure of the
third exemplary embodiment described above to make
it into a multi-viewpoint device.

(Effects)

[0212] With the third exemplary embodiment, the
processing of the readout control device can be omitted.
Thus, the circuit scale of the display controller 103 can
be reduced compared to that of the first exemplary em-
bodiment. Further, when a drive IC is used for the data-
line driving circuit 83, it only needs to have n-pieces of
outputs, which is the same number as the column number
of the sub-pixels configuring the display part. An alterna-
tive for using the drive IC can be increased, so that there
is an effect of making it possible to reduce the cost.

(FOURTH EXEMPLARY EMBODIMENT)

[0213] The structure of a display device according to
a fourth exemplary embodiment of the present invention
will be described. It is a stereoscopic display device which
includes one more image separating device in addition
to the structure of the first exemplary embodiment.
[0214] First, the outline of the fourth exemplary em-
bodiment will be described by mainly referring to FIG 47
and FIG 48. A display controller 104 of this exemplary
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embodiment further includes an input data vertical-lateral
conversion device 164 which rearranges viewpoint im-
age data inputted from outside into an image that is ro-
tated by 90 degrees clockwise or counterclockwise. A
display module 201 includes a second image separating
device configured with an electro-optic element 180,
which directs light emitted from sub-pixels 40 to a plurality
of viewpoints by a unit of sub-pixel 40. The direction con-
necting the plurality of viewpoints towards which the elec-
tro-optic element 180 directs the light is orthogonal to the
direction connecting the plurality of viewpoints towards
which a lenticular lens 30 directs the light. A writing con-
trol device 110 has a function of writing the viewpoint
image data rearranged by the input data vertical-lateral
conversion device 164 to an image memory 120, instead
of the viewpoint image data inputted from outside. Here-
inafter, the fourth exemplary embodiment will be de-
scribed in more detail.
[0215] FIG 47 is an example showing the relation be-
tween the image separating device and the display part
according to the fourth exemplary embodiment. Regard-
ing the XY axes in the drawing, X shows the horizontal
direction and Y shows the vertical direction. In FIG 47,
sub-pixels configuring the display part are shown with
trapezoids which are arranged in twelve rows in the ver-
tical direction and in twelve columns in the horizontal di-
rection. Shadings of the trapezoids showing the sub-pix-
els indicate the colors of the respective sub-pixels func-
tioning by color filters, and an arrangement of three colors
is repeated in order of R, G, and B by each row from the
first row. Connections between the sub-pixels and the
scanning lines as well as the data lines are determined
depending on the layout of the up-and-down sub-pixel
pairs as in the case of the first exemplary embodiment.
The sub-pixel pitch of every two columns and the sub-
pixel pitch of every three rows are equal.
[0216] As in the case of the first exemplary embodi-
ment, the lenticular lens 30 configured with cylindrical
lenses 30a is disposed on the observer side of the display
panel in such a manner that the lens effect is achieved
in the horizontal direction and the light rays emitted from
the sub-pixels on the even-numbered columns and odd-
numbered columns are separated towards different di-
rections.
[0217] As the second image separating device, the
electro-optic element 180 which displays a parallax bar-
rier pattern is disposed to the display panel on the oppo-
site side of the observer. As the electro-optic element
180, a transmissive liquid crystal panel is applicable, for
example, and it is disposed in such a manner that the
transmission part functioning as a slit 180a becomes in
parallel to the display panel when the parallax barrier
pattern is displayed. Further, it is disposed in such a man-
ner that the light rays emitted from the sub-pixels on the
even-numbered rows and the odd-numbered rows are
separated towards different directions when the parallax
barrier pattern is displayed. That is, it is so disposed that,
when the display panel is rotated by 90 degrees clock-

wise from the position of FIG. 46 in a state where both
eyes of the observer are located in the horizontal direc-
tion, the odd-numbered rows function as the right-eye
sub-pixels: R, and the even-numbered rows function as
the left-eye sub-pixels: L. In the drawing, the slits 180a
are illustrated with shading for highlight for convenience.
When the electro-optic element 180 actually displays a
barrier pattern, the shaded parts (slits 180a) are the trans-
mission parts, and the other parts are the light-shield
parts. When the display panel is rotated by 90 degrees
counterclockwise from the observer side, R and L show-
ing the functions of the sub-pixels are switched.
[0218] FIG. 48 shows a functional block diagram of the
fourth exemplary embodiment. It is different from the first
exemplary embodiment in respect that the display con-
troller 104 includes the input data vertical-lateral conver-
sion device 164 and an image separation control device
190. Other structural elements are the same as those of
the first exemplary embodiment, so that explanations
thereof are omitted by applying the same reference nu-
merals. Further, the structure of the sub-pixels 40 con-
figuring the display part is the same as the structure of
the up-and-down sub-pixel pairs described in FIG 4 and
FIG 5 of the first exemplary embodiment, and the layout
of the display part 50 is also formed with the up-and-down
sub-pixel pairs as in the case of the first exemplary em-
bodiment.
[0219] The input data vertical-lateral conversion de-
vice 164 performs processing for converting the image
data M1 and M2 inputted from outside into a data form
of two input images as described in the first exemplary
embodiment, when the display panel is rotated by 90
degrees.
[0220] The image separation control device 190 con-
trols display/non-display of the barrier pattern shown in
FIG 47 on the second image separating device (not
shown) according to the control signal to be inputted.
[0221] The vertical-lateral conversion executed by the
input data vertical-lateral conversion device 164 will be
described by referring to the drawing.
[0222] FIG 49 shows charts for describing the process-
ing of a case where the barrier pattern is not displayed
when the display panel is rotated by 90 degrees, i.e., a
case of flat display. The display panel shown in FIG 47
is configured with 4 rows � 6 columns of a pixel unit
carrying color information. Thus, when the panel is rotat-
ed by 90 degrees clockwise, it turns out as a panel of 6
rows � 4 columns. FIG 49 shows an input image data
rM of 6 rows � 4 columns.
[0223] Since the display panel is rotated by 90 degrees
clockwise, the input data vertical-lateral conversion de-
vice 164 rotates the rows and columns of the input image
data rM by 90 degrees counterclockwise to convert the
data rM into a data form (illustrated in the drawings in 4
rows � 6 columns) of two input images as described in
the first exemplary embodiment.
[0224] FIG 49 shows the data "M1’ (i’, j’) RGB" and
"M2’ (i’, j’) RGB", which are converted from the input im-
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age data rM. The data rM is rearranged as follows.

M1’ (1, 1) RGB = rM (1, 4) RGB
M1’ (1, 2) RGB = rM (2, 4) RGB
M1’ (1, 3) RGB = rM (3, 4) RGB
---
M1’ (1, 6) RGB = rM (6, 4) RGB
M1’ (2, 1) RGB = rM (1, 3) RGB
---
M1’ (2, 6) RGB = rM (6, 3) RGB
---
M1’ (4, 6) RGB = rM (6, 1) RGB

"M2’ (i’, j’) RGB" is in the same data layout as that of "M1’
(i’, j’) RGB".
[0225] By transmitting the image data "M1’ (i, j’) RGB"
and "M2’ (i, j’) RGB" converted in this manner to the writ-
ing control device 110, the synthesized image data
shown in FIG 48 can be generated according to the dis-
play panel though the processing actions described in
the first exemplary embodiment. With the generated syn-
thesized image, the input image rM can be displayed on
the display panel shown in FIG. 47. The observer can
observe the input image rM in a state where the display
panel of FIG 47 is rotated by 90 degrees clockwise.
[0226] Next, described is processing of a case where
a barrier pattern is displayed while the display panel is
rotated by 90 degrees clockwise, i.e. processing of a case
where stereoscopic display is performed by using the
second image separating device. The display panel
shown in FIG 47 is configured with 4 rows � 6 columns
of pixel units which carries color information. With the
barrier display, the sub-pixels neighboring along the Y
direction function as a left-eye sub-pixel and a right-eye
sub-pixel alternately. Thus, the resolution in the Y direc-
tion becomes one half. That is, in the case of FIG 47, the
separated left-eye image or right-eye image is an image
of 6 rows � 2 columns.
[0227] FIG 50 shows the input image data for the dis-
play panel shown in FIG 47, i.e., the left-eye image data
rM1 and the right-eye image data rM2. As shown in FIG
50, in rM1 and rM2, the pixel data carrying the color in-
formation of R: red, G: green, and B: blue are arranged
in 6 rows � 2 columns. Since the display panel is rotated
by 90 degrees clockwise, the input data vertical-lateral
conversion device 164 rotates the rows and columns of
the input image data rM1 and rM2 by 90 degrees coun-
terclockwise. At this time, the left-eye image data and
the right-eye image data are arranged alternately in a
color unit to be synthesized. As shown in FIG 47, it is
because the sub-pixels of each color arranged in the Y
direction become the sub-pixel for the left eye and the
sub-pixel for the right eye alternately in this case. Spe-
cifically, as shown in FIG 47, regarding the pixel (1, 1) of
the M1 image, the sub-pixels on the tenth row of the first
and second columns become "rM1 (1, 1) R", the sub-
pixels on the eighth row of the first and second columns
become "rM1 (1, 1) G", and the sub-pixels on the twelfth

row of the first and second columns become "rM1 (1, 1)
B".
[0228] As described above, "rM1 rM2" synthesized im-
age data shown in FIG 50 is generated, and it is outputted
as "M1’ (i’, j’) RGB" and "M2’ (i’, j’) RGB", which suit the
data form of two input images described in the first ex-
emplary embodiment, to the writing control device 110.
[0229] The synthesized image data in accordance with
the display panel is generated in this manner through the
processing actions described in the first exemplary em-
bodiment, and the synthesized image of the input images
"Mr1Mr2" can be displayed on the display panel shown
in FIG 47. Thereby, when the input images "rM1rM2" are
parallax images, the observer can observe the stereo-
scopic display in a state where the display panel of FIG
47 is being rotated by 90 degrees clockwise.
[0230] In the above, the structures and actions of the
fourth exemplary embodiment have been described re-
garding the vertical-lateral conversion of the case where
the display panel is rotated by 90 degrees clockwise. The
exemplary embodiment is not limited only to the case of
the clockwise 90-degree rotation but also applicable to
the case of counterclockwise 90-degree rotation. In the
case of counterclockwise 90-degree rotation, the conver-
sion of the rows and columns of the input image data
executed in the case of the clockwise 90-degree rotation
may be changed from the clockwise 90-degree rotation
to counterclockwise 90-degree rotation.

(Effects)

[0231] In addition to the effects of the first exemplary
embodiment, it is possible with the fourth exemplary em-
bodiment to enjoy the stereoscopic display also when
the display panel is rotated by 90 degrees.

(FIFTH EXEMPLARY EMBODIMENT)

[0232] The structure of a display device according to
a fifth exemplary embodiment of the present invention
will be described. The display device according to the
fifth exemplary embodiment is structured in a form in
which the image memory provided to the display control-
ler according to the first exemplary embodiment is not
formed by a frame memory but by a plurality of line mem-
ories to reduce the memory region provided in the display
controller.
[0233] FIG. 51 shows a functional block diagram of the
fifth exemplary embodiment. As in the case of the first
exemplary embodiment, it is configured with: a display
controller 105 which generates synthesized image data
CM from image data for each viewpoint inputted from
outside; and a display panel 20 which is a display device
of the synthesized image data. The structure of the dis-
play panel 20 is the same as that of the first exemplary
embodiment, so that explanations thereof are omitted by
applying the same reference numerals. The display con-
troller 105 includes: a line memory 125; a writing control
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device 115 which has a function of writing input image
data to the line memory 125; a readout control device
135 which has a function of reading out the data from the
line memory 125; and a timing control device 155 which
generates each control signal by using an input synchro-
nous signal. Other structural elements of the display con-
troller 105 are the same as those of the first exemplary
embodiment, so that explanations thereof are omitted by
applying the same reference numerals.
[0234] As described, in the fifth exemplary embodi-
ment, the image memory is not the so-called frame mem-
ory with which all the input image data can be written and
saved. Thus, there is a restriction in the transfer form of
the input image data, and the timing between the input
data and the output data. Actions of the fifth exemplary
embodiment will be described by referring to a timing
chart shown in FIG 52.
[0235] FIG 52 is a chart showing timings when output-
ting the input image data (generating the synthesized
image data) shown in FIG 57 to the display part in the
layout pattern 1 shown in FIG 8 where the image sepa-
rating device shown in FIG 7 is disposed. In the case of
FIG 52, as the transfer form of the input image data, em-
ployed is the so-called side-by-side form with which the
image data for a plurality of viewpoints are transferred
by each row.
[0236] "T" shown in FIG 52 shows one horizontal pe-
riod of the display panel, input data M1 and M2 are pixel
data of 4 rows � 6 columns shown in FIG 57, and input
data M1(1) and M2(1) indicate the first row of the first
viewpoint image data M1 and the second row of the sec-
ond viewpoint image data M2. From L1 to L6 are line
memories which can store one-row of each inputted view-
point image data, and L1, L3, L5 store the first viewpoint
image data while L2, L4, L6 store the second viewpoint
image data. Outputs G1, G2, ---, G13 show the data out-
puts to the sub-pixels connected to each scanning line
by corresponding to the scanning line number of the dis-
play part shown in FIG 8. Three horizontal periods of the
display panel output and the total periods of the input
period for inputting one row of M1 and the input period
for inputting one row of M2 are set to be the same so as
to uniformanize updates of input/output images by a
frame unit. Even though not shown in the timing chart,
the output horizontal period and the input periods de-
scribed above are cycles of synchronous signals, and
include the so-called blanking periods where there is no
valid data.
[0237] Details of the actions will be described by refer-
ring to FIG 52. In the period of T1 - T3, the input data M1
(1) is stored to L1 and the input data M2(1) is stored to
L2. In T4, M1(2) is stored to L3 and, at the same time,
processing is executed for reading out data of the sub-
pixel to which the scanning line G1 is connected from L1
in which M1(1) is stored, as described in the first exem-
plary embodiment. Information regarding the image sep-
arating device of FIG 7 and the layout pattern 1 of FIG.
8 stored in the parameter storage device 140 and the

data M1(1)R which is determined based on the regularity
and to be supplied to the scanning line G1 are readout
from L1, processing is executed thereon, and it is out-
putted to the display panel. Similarly, in T5, the data M2
(1) R, G to be supplied to the scanning line G2 is read
out from L2, processing is executed thereon, and it is
outputted to the display panel. Further, in the middle of
T5, a storing action of the input image data M2(2) to L4
is started. In T6, the data M1(1) G, B to be supplied to
the scanning line G3 is read out from L1, processing is
executed thereon, and it is outputted to the display panel.
In T7, M1(3) is stored to L5 and, at the same time, M2
(1) B is read out from L2 and M2(2) R is readout from L4
as the data to be supplied to the scanning line G4,
processing is executed thereon, and the data are output-
ted to the display panel. In T8, the data M2(1) R, G to be
supplied to the scanning line G5 is read out from L3,
processing is executed thereon, and it is outputted to the
display panel. Further, in the middle of T8, a storing action
of the input image data M2(3) to L6 is started. In T9, the
data M2(2) G, B to be supplied to the scanning line G6
is read out from L4, processing is executed thereon, and
it is outputted to the display panel. In T10, M1(4) is stored
to L1. The reason that M1(4) can be stored to L1 is that
M1(1) stored in L1 is already read out in T6, so that it is
not necessary to keep M1(1) any longer. At the same
time, in T10, M1(2) B is read out from L3 and M1(3) R is
readout from L5 as the data to be supplied to the scanning
line G7, processing is executed thereon, and the data
are outputted to the display panel. As shown in FIG 52,
the same processing is repeated for each scanning line,
and output to the display panel is repeated in the manner
described above.
[0238] As in the above, the fifth exemplary embodi-
ment uses the line memories from L1 to L6 for the image
memory. Thereby, as in the case of the first exemplary
embodiment, synthesized image data can be generated
from the information saved in the parameter storage de-
vice and the regularity. As has been described earlier,
readout action of M1(1) stored in L1 is completed in T6,
so that it is possible to store M1(3) that is inputted in T7
to L1. However, unlike this storing relation between stor-
ing action of M1(1) to L1 and following storing action of
M1(3), it is not possible to store M1(4) to L3 following M1
(2). This is because in T10 where M1(4) is inputted, re-
adout action of M1(2) B stored in L3 is executed simul-
taneously, as shown in FIG. 52. Thus, L5 for storing M1
(3) is provided, and M1(4) is designed to be stored to L1
following M1(1).
[0239] The line memories from L1 to L6 are the line
memories which can store one row of inputted image
data for each viewpoint, as described above. The regions
of those line memories are expressed with the number
of sub-pixels which configure the display part. A single
piece of inputted pixel data carries information of RGB,
so that it is formed to be for three sub-pixels. Thus, in the
case of FIG 52 using the input image data which is con-
figured with six-column pixel data on one row, the data
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saving regions of six line memories in a sub-pixel unit
are for one hundred and eight sub-pixels (6 � 3 � 6 =
108). Further, regarding the case of FIG 52, a corre-
sponding relation between three rows of input image data
M1 shown in FIG 52 and the display panel is shown in
FIG 60. As shown in FIG 60, 3 rows � 6 columns of M1
correspond to the sub-pixels on the nine rows of the even-
numbered columns, and 3 rows � 6 columns of M2 (not
shown) correspond to the sub-pixels of the odd-num-
bered columns. Therefore, the data saving regions for
six line memories mentioned above can be expressed
as the number of sub-pixels on the 9 rows � 12 columns
of the display part (9 � 12 = 108). Further, the regions
of the line memories required for the display panel which
has the display part where the sub-pixels are arranged
in m-rows and n-columns can be expressed as the re-
gions for 9 rows � n-columns of the sub-pixels.
[0240] While the actions of the fifth exemplary embod-
iment has been described by referring to the case of the
display panel in the layout pattern 1 of FIG 8 including
the image separating device shown in FIG 7, the exem-
plary embodiment is not limited only to that. As in the
case of the first exemplary embodiment, the fifth exem-
plary embodiment can be applied to various layout pat-
terns by setting the parameters in accordance with the
timings shown in FIG 52.
[0241] Further, while the so-called side-by-side form
with which the image data for a plurality of viewpoints are
transferred by each row is used as the transfer form of
the input image data in the case of FIG. 52, the so-called
dot-by-dot form with which the image data for a plurality
of viewpoints are transferred by each pixel may also be
used. As shown in FIG. 53, with the dot-by-dot form, the
input image data M1 and M2 shown in FIG 57 are trans-
ferred alternately in a pixel data unit as in "M1 (1, 1) RGB",
"M2 (1, 1) RGB", "M1 (1, 2) RGB", "M2 (1, 2) RGB", ---.
Data transfer of a row unit with the dot-by-dot form is
expressed with M1 (row number) M2 (row number) as in
M1(1) M2(2) shown in FIG. 53, and FIG 54 shows a timing
chart for describing the actions. As in the case of FIG.
52, FIG. 54 is a chart showing timings when outputting
the input image data shown in FIG 57 to the display part
in the layout pattern 1 shown in FIG 8 where the image
separating device shown in FIG. 7 is disposed. As shown
in FIG. 54, when the dot-by-dot form is used, actions
other than the storage timings of M2 to the line memories
shown in FIG 52 are the same as the case of using the
side-by-side form (FIG. 52). Thus, the synthesized image
data can be generated by using the line memories from
L1 to L6. Even in a case where the transfer form of input
images is the so-called line-by-line form with which the
viewpoint image data for a plurality of viewpoints are
transferred by each column, the exemplary embodiment
can also be applied in the same manner as it is evident
from the explanations of the actions shown in FIG 53 and
FIG. 54.
[0242] Further, the fifth exemplary embodiment can be
applied to the N-viewpoint panel as described in the sec-

ond exemplary embodiment. In the N-viewpoint panel, 3
� N pieces of line memories for one row of each viewpoint
image are prepared and applied under a condition where
the periods obtained by adding N-numbers of data input
periods for one row of each viewpoint image matches
with the driving period of three scanning lines of the dis-
play panel. Note here that "N" needs to be an even
number.

(Effects)

[0243] For the image memory, the fifth exemplary em-
bodiment uses not the frame memory but the line mem-
ories which store the data of sub-pixels on nine rows of
the display part. That is, the image memory provided to
the display panel having the display part in which the
sub-pixels are arranged in m-rows and n-columns may
only need to have the storage regions for at least 9 rows
� n-columns of sub-pixels. Therefore, compared to the
display controller having a frame memory, the circuit
scale can be reduced greatly, thereby resulting in cutting
the cost. Further, the size can also be reduced. For ex-
ample, the number of alternatives regarding the places
to have the display controller loaded can be increased,
e.g., the display controller can be built-in to the data-line
driving circuit.

(SIXTH EXEMPLARY EMBODIMENT)

[0244] The structure of a display device according to
a sixth exemplary embodiment of the present invention
will be described. In the display device according to the
sixth exemplary embodiment, the region of the line mem-
ories provided to the display controller as the image mem-
ory in the fifth exemplary embodiment is reduced further.
[0245] FIG 55 shows a functional block diagram of the
sixth exemplary embodiment. As in the case of the fifth
exemplary embodiment, it is configured with: a display
controller 106 which generates synthesized image data
CM from image data for each viewpoint inputted from
outside; and a display panel 20 which is a display device
of the synthesized image data. The structure of the dis-
play panel 20 is the same as that of the first exemplary
embodiment, so that explanations thereof are omitted by
applying the same reference numerals. The display con-
troller 106 includes: as the image memory, a line memory
126 in a smaller number than the case of the fifth exem-
plary embodiment; a writing control device 116 which has
a function of writing input image data to the line memory
126; a readout control device 136 which has a function
of reading out the data from the line memory 126; and a
timing control device 156 which generates each control
signal by using an input synchronous signal. Other struc-
tural elements of the display controller 106 are the same
as those of the fifth exemplary embodiment, so that ex-
planations thereof are omitted by applying the same ref-
erence numerals.
[0246] As in the case of the fifth exemplary embodi-
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ment, the sixth exemplary embodiment uses the line
memories for the image memory and uses, as the trans-
form form of the input image data, the so-called side-by-
side form with which the image data for a plurality of view-
points are transferred by each row.
[0247] The display part of the sixth exemplary embod-
iment is the same structure as that of the first exemplary
embodiment, as in the case of the fifth exemplary em-
bodiment. For example, it is formed with the layout pat-
tern 1 of FIG 8 where the image separating device shown
in FIG 7 is disposed. Therefore, as described in the first
exemplary embodiment, regarding the relation between
the rows of the input image and the scanning lines, there
is a periodicity in a unit of six scanning lines and there
exists the regularity shown in FIG 25. Thus, for transfer
of the input image data with the side-by-side form, the
line memories provided as the image memory only need
to have the regions for saving the data supplied to the
sub-pixels of six scanning lines as the minimum.
[0248] When the data saving regions required for con-
necting the six up-and-down sub-pixel pairs to a single
scanning line is calculated specifically by using the case
of FIG 8, it can be expressed with the number of sub-
pixels configuring the display part 50 as "6 � 6 � 2 = 72".
[0249] An example of the actions of the sixth exempla-
ry embodiment using the line memories having such data
saving regions will be described by referring to a timing
chart shown in FIG 56.
[0250] FIG. 56 is a chart showing timings when out-
putting the input image data (generating the synthesized
image data) shown in FIG 57 to the display part of the
layout pattern 1 shown in FIG. 8 where the image sepa-
rating device shown in FIG 7 is disposed, as in the case
of the fifth exemplary embodiment. "T" shows one hori-
zontal period of the display panel, input data M1 and M2
are pixel data of 4 rows � 6 columns shown in FIG 57.
From L1 to L4 are line memories which can store each
inputted viewpoint image data for one row. Since the in-
putted pixel data carries information RGB, it corresponds
to three sub-pixels. Thus, the data saving regions of four
line memories for storing one-row of input image data
can be expressed as "4 � 3 � 6 = 72" in a sub-pixel unit,
which matches with the saving regions mentioned above.
[0251] Compared to the case of the fifth exemplary em-
bodiment, the actions of the sixth exemplary embodiment
are different in respect that the sixth exemplary embod-
iment does not have each line memory corresponded to
each viewpoint image, and stores the input image re-
gardless of its viewpoint to the line memory from which
data has been already read out. Further, in accordance
with this, designation of the line memory to be read out
becomes different. Hereinafter, the actions of the sixth
exemplary embodiment will be described by referring to
FIG 56.
[0252] Actions of the period from T1 to T6 shown in
FIG 56 are the same as the case of the fifth exemplary
embodiment. After readout processing of T6 is complet-
ed, the data of M1(1) stored in L1 becomes unnecessary.

Thus, in a next period T7, data of M1(3) is stored to L1.
In T7, simultaneously with the storing action of the data
of M1(3) to L1, M2(1) B to be supplied to the scanning
line G4 is read out from L2 and M2(2) R is read out from
L4, processing is executed thereon, and the data are
outputted to the display panel. In T8, M1(2) R, G is read
out from L3 as the data to be supplied to the scanning
line G5, processing is executed thereon, and it is output-
ted to the display panel. Further, since readout action of
M2(1) stored in L2 is completed in T7 and the data of M2
(1) stored in L2 is unnecessary, storing action of the input
image data M2(3) to L2 is started in the middle of T8. In
T9, as in the case of the fifth exemplary embodiment, M2
(2) G, B to be supplied to the scanning line G6 is read
out from L4, processing is executed thereon, and it is
outputted to the display panel. After the readout process-
ing in T9 is completed, the data of M2(2) stored in L4
becomes unnecessary. Thus, in T10, the data of M1(4)
is stored to L4. Further, in T10, M1(2) B to be supplied
to the scanning line G7 is read out from L3 and M1(3) R
is read out from L1, processing is executed thereon, and
the data are outputted to the display panel. In T11, M2
(3) R, G to be supplied to the scanning line G8 is read
out from L2, processing is executed thereon, and it is
outputted to the display panel. Further, since readout ac-
tion of M1(2) stored in L3 is completed in T10 and the
data of M1(2) stored in L3 is unnecessary, storing action
of the input image data M2(4) to L3 is started in the middle
of T11. As shown in FIG 56, the same processing is re-
peated for each scanning line, and output to the display
panel is repeated in the manner described above. The
input data of this case are M1 and M2 configured with
pixel data of 4 rows � 6 columns shown in FIG 57, so
that there is no input data after T13 of FIG. 56. However,
as an example of the actions of a case where there area
larger number of rows than the case of this exemplary
embodiment, data storing and readout actions are shown
with broken lines.
[0253] As described above, in the sixth exemplary em-
bodiment, input data regardless of its viewpoint is stored
to the line memory from which data has already been
read out. As a specific example, as he data stored in L3
and L4, M1 and M2 are stored alternately. With this, com-
pared to the case of the fifth exemplary embodiment,
designation of the line memory for storing the input data
and designation of the line memory for reading out data
become slightly complicated. However, it is possible with
the sixth exemplary embodiment to operate with still
smaller number of line memories.
[0254] While the actions of the sixth exemplary em-
bodiment has been described by referring to the case of
the display panel in the layout pattern of FIG. 8 including
the image separating device shown in FIG 7, the exem-
plary embodiment is not limited only to that. As in the
case of the first exemplary embodiment, the sixth exem-
plary embodiment can be applied to various layout pat-
terns by setting the parameters in accordance with the
timings shown in FIG 56. The regions of the line memo-
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ries required for the display panel which has the display
part where the sub-pixels are arranged in m-rows and n-
columns are the regions for 6 rows � n-columns of the
sub-pixels. Further, as in the case of the fifth exemplary
embodiment, for the panel of N-viewpoints as the one
shown in the second exemplary embodiment, 2 � N piec-
es of line memories for one row of each viewpoint image
are prepared and applied under a condition where the
data input period for one row of each viewpoint image
matches with the driving period of three scanning lines
of the display panel. Note here that "N" needs to be an
even number.

(Effects)

[0255] For the image memory, the sixth exemplary em-
bodiment uses not the frame memory but the line mem-
ories which store the data of sub-pixels for six scanning
lines. That is, the image memory provided to the display
panel having the display part in which the sub-pixels are
arranged in m-rows and n-columns may need to have
the storage regions for at least 6 rows � n-columns of
sub-pixels. Therefore, in addition to the effects of the fifth
exemplary embodiment, the circuit scale of the line mem-
ories can be reduced further, thereby making it possible
to cut the cost and reduce the size.

(SEVENTH EXEMPLARY EMBODIMENT)

[0256] The structure of a display device according to
a seventh exemplary embodiment of the present inven-
tion will be described. The display device according to
the seventh exemplary embodiment is the same as those
of the fifth and sixth exemplary embodiments in respect
that it uses not a frame memory but a plurality of line
memories for the image memory. However, the transfer
method of the input image data and the driving method
of the display panel are different. With the seventh ex-
emplary embodiment, the required line memory regions
can be reduced further compared to the case of the sixth
exemplary embodiment.
[0257] FIG 58 shows a functional block diagram of the
seventh exemplary embodiment. As in the case of the
first exemplary embodiment, it is configured with: a dis-
play controller 107 which generates synthesized image
data CM from image data for each viewpoint inputted
from outside; and a display panel 21 which is a display
device of the synthesized image data. For the structure
of the display panel 21, the display part 50 and the data-
line driving circuit 80 are the same as those of the first
exemplary embodiment while the scanning-line driving
circuit is different. The scanning-line driving circuit con-
figuring the seventh exemplary embodiment includes
scanning circuits which are capable of performing scan-
ning on even-numbered columns and on odd-numbered
columns of the display part which is configured with sub-
pixels of m-rows � n-columns. As an example of the
scanning-line driving circuit of the seventh exemplary

embodiment, a scanning-line driving circuit A (60A) which
sequentially drives the odd-numbered scanning lines G1,
G3, G5, --- and a scanning-line driving circuit B (60B)
which sequentially drives the eve-numbered scanning
lines G2, G4, G6, --- are shown in FIG 58. The display
controller 107 includes: a line memory 127; a control de-
vice 117 which has a function of writing input image data
to the line memory 127; and a readout control device 137
which has a function of reading out the data from the line
memory 127. Further, the display controller 107 includes:
a timing control device 157 which generates a vertical
control signal 62 and a horizontal driving signal 82 for
driving the display panel 21 by synchronizing with the
input synchronous signal, and outputs those control sig-
nals to the readout control device 137, the scanning-line
driving circuits 60A, 60B, and the data-line driving circuit
80; and a parameter storage device 140 which has a
function of storing parameters required for rearranging
the data in accordance with the layout of the display part
50 as in the case of the first exemplary embodiment.
[0258] As described, the seventh exemplary embodi-
ment does not use a frame memory as the image memory
as in the case of the fifth exemplary embodiment. Thus,
there is a restriction in the transfer form of the input image
data, and the timing between the input data and the out-
put data. As an example of the actions of the seventh
exemplary embodiment, FIG 59 shows a timing chart
when driving the display panel in the layout pattern 1 of
FIG. 8 which includes the image separating device shown
in FIG 7.
[0259] "T" shown in FIG 59 shows one horizontal pe-
riod of the display panel, and input data M1 and M2 are
pixel data of 4 rows � 6 columns shown in FIG 57. Input
data M1(1) and M2(1) shown in FIG 59 indicate the first
row of the first viewpoint image data M1 and the second
row of the second viewpoint image data. The transfer
form of the first viewpoint image shown in the seventh
exemplary embodiment is the so-called frame sequential
method with which the input data for one viewpoint is
transferred and the other input image data is transferred
thereafter, as shown in FIG 59. The seventh exemplary
embodiment does not use a frame memory, so that out-
puts to the display panel are executed for each sub-pixel
corresponding to the viewpoint of the input image data.
As described in the first exemplary embodiment, the
viewpoint images to which the sub-pixels of the display
part correspond are determined depending on the layout
of the image separating device as in the cases of FIG 7
and FIG. 24, and the sub-pixels corresponding to each
viewpoint can be selected with even/odd of the scanning
lines to be connected as in the cases of FIG 8 and FIG
18. Thus, with the seventh exemplary embodiment, the
scanning lines are classified into odd and even numbered
lines, and odd-numbered lines and even-numbered lines
are scanned sequentially. Outputs G1, G3, ---, G13
shown in FIG 59 show the data outputs to the sub-pixels
connected to the odd-numbered scanning lines of the
display part shown in FIG 8, and outputs G2, G4, ---, G12
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show the data outputs to the sub-pixels connected to the
even-numbered scanning lines of the display part shown
in FIG 8. Further, in order to minimize the storage regions
of the line memories used instead of the frame memory,
the input period for two rows of input image data for each
viewpoint and three horizontal periods of the display pan-
el output are set to be the same.
[0260] From L1 to L3 shown in FIG. 59 are line mem-
ories used as the image memory in the seventh exem-
plary embodiment, which can store each inputted view-
point image data for one row. Since the inputted pixel
data carries information RGB, one row of each inputted
viewpoint pixel data corresponds to sub-pixels of 3 rows
� n/2-columns. FIG 60 shows a corresponding relation
regarding input data M1(1), input data M1(2), input data
M1(3), and the sub-pixels of the display part shown in
FIG 8. As can be seen from FIG 60, the data saving re-
gions of four line memories for storing one-row of input
image data can be expressed as "3 � 3 � 6 = 54" in a
sub-pixel unit.
[0261] Details of the actions of the seventh exemplary
embodiment will be described by referring to FIG 59. In
the period of T1 - T3, the input data M1(1) is stored to L1
and the input data M2(1) is stored to L2. Further, in the
period of T3, in parallel to the storing action of M1(1) to
L2, the data for the scanning line G1 is read out from L1
where M1(1) is stored, and the same data as the synthe-
sized image data described in the first exemplary em-
bodiment is outputted by executing the rearranging
processing based on the information of the display panel
and the regularity described in the first exemplary em-
bodiment. Specifically, data of R is read out from M1(1)
to G1, rearranging processing is executed thereon, and
it is outputted to the display panel. Then, in T4, storing
action of M1(3) to L3 is started and, at the same time,
data M1(1) G, R to be supplied to the scanning line G3
is read out from L1, the rearranging processing is exe-
cuted thereon, and it is outputted to the display panel. In
T5, data M1(2) G, R to be supplied to the scanning line
G5 is read out from L2, the rearranging processing is
executed thereon, and it is outputted to the display panel.
Further, when T4 ends, all the data M1(1) stored in L1
are readout and become unnecessary. Thus, storing ac-
tion of M1(4) to L1 is started in the middle of T5. In T6,
in parallel to storing action of M1(4) to L1, data M1(2) B
to be supplied to the scanning line G7 is read out from
L2 and M1(3) R is read out from L3, the rearranging
processing is executed thereon, and the data are output-
ted to the display panel. In T7, data M1(3) G, B to be
supplied to the scanning line G9 is read out from L3, the
rearranging processing is executed thereon, and the data
are outputted to the display panel. Data input of M1 is
completed in T6, so that the period of T7 regarding input
data is a blanking period. In T8, data M1(4) R, G to be
supplied to the scanning line G11 is read out from L1,
the rearranging processing is executed thereon, and it is
outputted to the display panel. Further, storing action of
input data M2(1) to L2 is started in the middle of T8. In

T9, in parallel to the storing action of M2(1) to L2, data
M1(4) B to be supplied to the scanning line G13 is read
out from L1, the rearranging processing is executed ther-
eon, and it is outputted to the display panel. Storing action
of input data M2(2) to L3 is started in T10. The data output
to the odd-numbered scanning lines is completed in T9,
so that the period of T10 regarding output is a blanking
period. In T11, data M2(1) R, G to be supplied to the
scanning line G2 is read out from L2, the rearranging
processing is executed thereon, and it is outputted to the
display panel. Storing action of input data M2(3) to L1 is
started in the middle of T11. In T12, in parallel to the
storing action of M2(3) to L1, M2(1) B to be supplied to
the scanning line G4 is read out from L2 and M2(2) R is
read out from L3, the rearranging processing is executed
thereon, and the data are outputted to the display panel.
When the readout processing in T12 is ended, the data
of M2(1) stored in L2 becomes unnecessary. Thus, in a
next period T13, M2(4) is stored to L2. In T13, in parallel
to storing action of M2(4) to L2, M2(2) G, B to be supplied
to the scanning line 6 is read out from L3, the rearranging
processing is executed thereon, and it is outputted to the
display panel. In T14, in parallel to the storing action of
M2(4), data M2(3) R, G to be supplied to the scanning
line G8 is read out from L1, the rearranging processing
is executed thereon, and it is outputted to the display
panel. The storing action of M2(4) to L2 is ended in the
middle of T14, so that the periods thereafter regarding
input data become blanking periods. In T15, M2(3) B to
be supplied to the scanning line G10 is read out from L1
and M2(4) R is read out from L2, the rearranging process-
ing is executed thereon, and the data are outputted to
the display panel. In T16, M2(4) G, B to be supplied to
the scanning line G12 is read out from L2, the rearranging
processing is executed thereon, and it is outputted to the
display panel.
[0262] While the actions of the seventh exemplary em-
bodiment has been described by referring to the case of
the display panel in the layout pattern 1 of FIG. 8 including
the image separating device shown in FIG 7, the exem-
plary embodiment is not limited only to that. As in the
case of the first exemplary embodiment, the seventh ex-
emplary embodiment can be applied to various layout
patterns by using the regularity of the sub-pixel layout
described in the first exemplary embodiment and by pa-
rameter setting. Further, while the scanning circuits used
in the seventh exemplary embodiment are expressed as
the scanning-line driving circuit A which scans the odd-
numbered scanning lines and the scanning-line circuit B
which scans the even-numbered scanning lines, it is also
possible to achieve the driving actions shown in FIG 59
by connecting the outputs of a single scanning-line driv-
ing circuit first to the odd-numbered scanning lines and
then to the even-numbered scanning lines sequentially.
Further, it is also possible to employ a structure which
uses a single scanning-line drive IC which can scan the
odd-numbered outputs and the even-numbered outputs,
respectively.
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(Effects)

[0263] With the seventh exemplary embodiment, the
image memory provided to the display panel having the
display part in which the sub-pixels are arranged in m-
rows and n-columns may only need to have the storage
regions for at least 9 rows � (n/2) columns of sub-pixels.
Therefore, compared to the display controller having a
frame memory, the circuit scale can be reduced greatly,
thereby resulting in cutting the cost. Further, the size can
also be reduced. For example, the number of alternatives
regarding the places to have the display controller loaded
can be increased, e.g., the display controller can be built-
in to the data-line driving circuit.

(EIGHTH EXEMPLARY EMBODIMENT)

[0264] The structure of a display device according to
an eighth exemplary embodiment of the present inven-
tion will be described. The display device according to
the eighth exemplary embodiment is the same as that of
the seventh exemplary embodiment in respect that it us-
es not a frame memory but a plurality of line memories
for the image memory and that the transfer form of input
image data is the so-called frame sequential method.
However, the driving method of the display panel is dif-
ferent. The eighth exemplary embodiment includes a
scanning circuit which can scan all the scanning lines of
the display panel twice in a transfer period of two inputted
viewpoint images for the left and right, so that it is unnec-
essary to use the scanning-line driving circuit which
scans the scanning lines separately for the odd-num-
bered lines and the even-numbered lines as in the case
of the seventh exemplary embodiment.
[0265] FIG. 61 shows a functional block diagram of the
eighth exemplary embodiment. As in the case of the sixth
exemplary embodiment, it is configured with: a display
controller 108 which generates synthesized image data
CM from image data for each viewpoint inputted from
outside; and a display panel 22 which is a display device
of the synthesized image data. For the structure of the
display panel 22, the display part 50 and the data-line
driving circuit 80 are the same as those of the seventh
exemplary embodiment but the scanning-line driving cir-
cuit is different. The scanning-line driving circuit 67 con-
figuring the eighth exemplary embodiment includes a
function which can perform scanning twice on all the
scanning lines of the display part within a transfer period
of two viewpoint images for the left and right inputted by
the frame sequential method. The display controller 108
includes a line memory 127 and a control device 117
which has a function of writing input image data to the
line memory 127, as in the case of the seventh exemplary
embodiment. Further, the eighth exemplary embodiment
includes a readout control device 138 which has: a func-
tion of reading out and rearranging the data from the line
memory 127 at a double speed compared to the case of
the seventh exemplary embodiment under a condition

that the transfer rate of input data is the same; and a
function which supplies data with which a viewpoint dis-
play image with no input data becomes black. Further,
the display controller 108 includes: a timing control de-
vice 158 which generates a vertical control signal 63 and
a horizontal driving signal 83 for driving the display panel
22 by synchronizing with the input synchronous signal
and outputs those control signals to the readout control
device 138, the scanning-line driving circuit 67, and the
data-line driving circuit 80; and a parameter storage de-
vice 140 which has a function of storing parameters re-
quired for rearranging the data in accordance with the
layout of the display part 50 as in the case of the first
exemplary embodiment.
[0266] The eighth exemplary embodiment does not
use a frame memory as the image memory as in the case
of the fifth - seventh exemplary embodiments. Thus,
there is a restriction in the transfer form of the input image
data, and the timing between the input data and the out-
put data. As an example of the actions of the eighth ex-
emplary embodiment, FIG. 62 shows a timing chart when
driving the display panel in the layout pattern 1 of FIG. 8
which includes the image separating device shown in
FIG 7.
[0267] As in the cases of the fifth - seventh exemplary
embodiments, "T" shown in FIG. 62 shows one horizontal
period of the display panel, and input data M1 and M2
are pixel data of 4 rows � 6 columns shown in FIG 57.
Further, input data M1(1) and M2(1) shown in FIG 62
indicate the first row of the first viewpoint image data M1
and the second row of the second viewpoint image data.
As in the cases of the fifth - seventh exemplary embod-
iments, the transfer form of the first viewpoint image
shown of the eighth exemplary embodiment is the so-
called frame sequential method with which the input data
for one viewpoint is transferred and the other input image
data is transferred thereafter, as shown in FIG 62. Out-
puts G1, G2, G3, ---, G12, G13 shown in FIG 62 show
the data outputs to the sub-pixels connected to the odd-
numbered scanning lines of the display part shown in
FIG 8. In the eighth exemplary embodiment, as shown
in FIG 62, all the scanning lines of the display part are
scanned by corresponding to the transfer period of the
input data M1, and all the scanning lines of the display
part are scanned by corresponding to the transfer period
of the input data M2. That is, all the scanning lines of the
display part are scanned twice within the transfer period
of the two viewpoint images for the left and right. In the
eighth exemplary embodiment, regarding the data out-
putted in accordance with the scanning, as in the case
of the seventh exemplary embodiment, the data read out
from the line memory and on which rearranging process-
ing is executed is supplied to the pixel which displays the
viewpoint image to which the input data corresponds,
and data for displaying black is supplied to the pixel which
displays the viewpoint image to which the input data does
not correspond. In the case of FIG 62, the first viewpoint
image data M1 is inputted in a period of T1 - T2, and
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stored to the line memory. FIG 62 is a driving example
of the display panel shown in FIG 7 and FIG 8, so that
the odd-numbered scanning lines (G1, G3, ---, G13) are
connected to the pixels for displaying M1. Therefore, re-
garding the output to the display panel in T5 - T17, as in
the case of the fifth exemplary embodiment, the data read
out from the line memories and to which the rearranging
processing is executed is supplied to the outputs to which
the odd-numbered scanning lines (G1. G3, ---, G13) cor-
respond, and the data for providing black display is sup-
plied to the output corresponding the even-numbered
scanning lines (G2, G4, ---, G12). Further, in the case of
FIG. 62, the second viewpoint image data M2 is inputted
in a period of T16 - T17, and stored to the line memory.
As described earlier, in this case, the even-numbered
scanning lines (G2, G4, ---, G12) are connected to the
pixels for displaying M2. Therefore, regarding the output
to the display panel in T21 - T33, the data for providing
black display is supplied to the outputs to which the odd-
numbered scanning lines (G1. G3, ---, G13) correspond,
and the data read out from the line memories and to which
the rearranging processing is executed is supplied to the
output corresponding the even-numbered scanning lines
(G2, G4, ---, G12), as in the case of the fifth exemplary
embodiment.
[0268] As shown in FIG 62, in order to minimize the
storage regions of the line memories used instead of the
frame memory, the input period for one row of input image
data for each viewpoint and three horizontal periods of
the display panel output are set to be the same. The line
memories from L1 to L3 store one row of each viewpoint
pixel data inputted respectively, as in the case of the sev-
enth exemplary embodiment. Further, the saving regions
required for the line memories from L1 to L3 can be ex-
pressed as "3 � 3 � 6 = 54" in a sub-pixel unit as in the
case of the seventh exemplary embodiment.

(Effects)

[0269] With the eighth exemplary embodiment, as in
the case of the seventh exemplary embodiment, the im-
age memory provided to the display panel having the
display part in which the sub-pixels are arranged in m-
rows and n-columns may only need to have the storage
regions for at least 9 rows � (n/2) columns of sub-pixels.
Therefore, the same effects as those of the sixth exem-
plary embodiment can be achieved. Further, since it is
unnecessary to scan the odd-numbered and even-num-
bered scanning lines separately, the structure of the dis-
play panel can become simpler and easier to be designed
compared to the case of the seventh exemplary embod-
iment.
[0270] The present invention can also be structured
as follows.
[0271] The present invention is a display controller for
outputting synthesized image data to a display module
which includes: a display part in which sub-pixels con-
nected to data lines via switching devices controlled by

scanning lines are arranged in m-rows and n-columns,
which is driven by (m+1) pieces of the scanning lines and
at least n piece of the data line; and a first image sepa-
rating device which directs light emitted from the sub-
pixels towards at least two spaces viewpoints in a sub-
pixel unit. The display controller includes: an image mem-
ory which stores at least two pieces of viewpoint image
data; a writing control device which writes at least the
two pieces of viewpoint image data inputted from outside
to the image memory; a parameter storage device which
stores a positional relation between the first image sep-
arating device and the display part; and a readout control
device which reads out the viewpoint image data from
the image memory according to a readout order that is
obtained by applying the parameters to a repeating reg-
ulation that is determined based on layout of the sub-
pixels, number of colors, and layout of the colors, and
outputs the readout data to the display module as the
synthesized image data.
[0272] Further, the present invention is an image
processing method for generating synthesized image da-
ta to be outputted to a display module which includes: a
display part having sub-pixels connected to data lines
via switching devices controlled by scanning lines are
arranged in m-rows in the vertical direction and in n-col-
umns in the horizontal direction, which is driven by (m+1)
pieces of scanning lines and (n+1) pieces of data lines;
and an image separating device which directs light emit-
ted from a plurality of sub-pixels of the display towards
at least two spaces in a unit of the sub-pixel. The image
processing method includes: a parameter reading step
which reads parameters showing a positional relation be-
tween the image separating device and the display part
of the display module; a writing step which writes at least
two viewpoint images inputted from outside into the im-
age memory; and a readout step which reads out the
viewpoint image from the image memory and outputs the
read out data as the synthesized image data to the dis-
play module in accordance with an readout order ob-
tained by applying the parameters to a prescribed repeat-
ing rule that is determined depending on layout and
number of colors of the sub-pixels.
[0273] The present invention makes it possible to ar-
range the wirings and TFTs efficiently for each pixel hav-
ing substantially a trapezoid aperture of the display de-
vice to which the image distributing optical device such
as a lenticular lens or a parallax barrier is provided. Thus,
it is possible to achieve high numerical aperture and high
image quality. In achieving the high image quality, the
connecting pattern regarding the scanning lines as well
as the data lines with respect to the rows and columns
of the sub-pixels becomes different from the case of a
typical panel. However, because the regularity has been
found, the scanning lines and the data lines connected
to the sub-pixels arranged in arbitrary number of rows
and columns can be found without actual designing. Fur-
ther, it is possible to generate synthesized image data
from the found regularity, layout of the image separating
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device, coloring orders of the color filter, and the layout
pattern of the up-and-down sub-pixel pair as the mini-
mum unit. Through providing the video signal processing
device which generates the synthesized image data, the
device for creating the synthesized image data and the
method for creating the synthesized image data can be
provided. This makes it possible to use the input image
data of a same transfer form as that of a typical flat display
device, so that there is no load )rearrangement of the
output image data, for example) imposed upon the de-
vices to which the display device is employed. Further-
more, since the conditions for generating the synthesized
image data are put into parameters and the device for
storing the parameters is provided, it only needs to
change the parameters when there is a change in the
display module and does not need to change the video
signal processing device. Therefore, the number of de-
signing steps and the cost thereof can be reduced.
[0274] Next, ninth to thirteenth exemplary embodi-
ments of the present invention will be described. It is not-
ed that the structures of the up-and-down sub-pixel pairs,
the layout pattern, LUT, and the synthesized image data
of the ninth to thirteenth exemplary embodiments are dif-
ferent from those of the up-and-down sub-pixel pairs, the
layout pattern, LUT, and the synthesized image data of
the first to eighth exemplary embodiments; however, the
same reference numerals are applied for convenience’s
sake.
[0275] The display module of the display device which
uses the display controller of the present invention is the
display module which includes an image separating de-
vice which directs light emitted from sub-pixels towards
a plurality of viewpoints in an extending direction of the
data lines. The display module achieves the high numer-
ical aperture and high image quality by the characteristic
connecting relation regarding the scanning lines as well
as the data lines with respect to the switching devise of
each sub-pixel. The inventors of the present invention
have found the regularity in the characteristic connecting
relation regarding the sub-pixels and the scanning lines
as well as the data lines of the display module. Further,
the inventors of the present invention have invented the
display controller which creates the synthesized image
data from the found regularity, the placement condition
of the image separating device, coloring order of the sub-
pixels, and the layout pattern of the up-and-down sub-
pixel pairs.
[0276] Hereinafter, the exemplary embodiments of the
present invention will be described. In the explanations
of the ninth exemplary embodiment to the thirteenth ex-
emplary embodiment hereinafter, the array of the pixel
electrodes along the horizontal direction of the display
panel is called "row" and the array of the pixel electrodes
along the vertical direction is called "column". Further, in
the display panel of the present invention, the scanning
lines are arranged along the horizontal direction, the data
lines are arranged along the vertical direction, and the
image distributing direction by the image separating de-

vice is the horizontal direction.

(NINTH EXEMPLARY EMBODIMENT)

[0277] First, the outline of a ninth exemplary embodi-
ment will be described. A display module (400) includes
a display part (250) and an image separating device
(230). In the display part (250), sub-pixels (240) connect-
ed to data lines (D1, ---) via switching devices (246) con-
trolled by scanning lines (G1, ---) are arranged in m-rows
and n-columns (m and n are natural numbers), and the
sub-pixels (240) are driven by m+1 pieces of scanning
lines (G1, ---) and at least n+1 pieces of data lines (D1,
---). The image separating device (230) directs the light
emitted from the sub-pixels (240) to a plurality of view-
points in the extending direction of the data lines (D1, ---)
by a unit of the sub-pixel (240).
[0278] Further, the display controller (300) includes an
image memory (320), a writing control device (310), and
a readout control device (330), and outputs synthesized
image data (CM) to the display module (400). The image
memory (320) stores viewpoint image data for a plurality
of viewpoints. The writing control device (310) writes
viewpoint image data inputted from outside into the im-
age memory (320). The readout control device (330)
reads out the viewpoint image data from the image mem-
ory (320) in accordance with the readout order corre-
sponding to the display module (400), and outputs it to
the display module (400) as the synthesized image data
(CM).
[0279] The readout order corresponding to the display
module (400) may be the readout order that is obtained
based on the positional relation between the image sep-
arating device (230) and the display part (250), the layout
of the sub-pixels (240), the number of colors, and the
layout of the colors.
[0280] The display controller (300) may further include
a parameter storage device (340) which stores parame-
ters showing the positional relation between the image
separating device (230) and the display part (250), the
layout of the sub-pixels (240), the number of colors, and
the layout of the colors.
[0281] The display part (250) may be formed by having
an up-and-down sub-pixel pair (P2R, P2L) configured
with two sub-pixels (240) arranged by sandwiching a sin-
gle data line (D1, ---) as a basic unit. In this case, the
switching devices (246) provided to each of the two sub-
pixels (240) is connected in common to the data line (D1,
---) sandwiched by the two sub-pixels (240), and control-
led in common by different scanning lines (G1, ---). The
up-and-down sub-pixel pairs (P2R, P2L) neighboring to
each other in the extending direction of the data lines
(D1, ---) are so arranged to be connected to different data
lines (D1. ---).
[0282] As for the number of colors of the sub-pixels
(240), there are three colors such as a first color, a second
color, and a third color. The first color, the second color,
and the third color are one of the colors R (red), G (green),
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and B (blue), for example, and are different from each
other. In this case, the display part (250) may be formed
as follows. Provided that "y" is a natural number, regard-
ing the two sub-pixels (240) of the up-and-down sub-pixel
pair (P2R, P2L) connected to the y-th data line (Dy), the
color of one of the two sub-pixels is the first color while
the other is the second color, and forms either an even
column or an odd column of the display part (250). Re-
garding the two sub-pixels (240) of the up-and-down sub-
pixel pair (P2R, P2L) connected to the (y+1)-th data line
(Dy+1), the color of one of the two sub-pixels is the sec-
ond color while the other is the third color, and forms the
other one of the even column or the odd column of the
display part (250). Regarding the two sub-pixels (240) of
the up-and-down sub-pixel pair (P2R, P2L) connected to
the (y+2)-th data line (Dy+2), the color of one of the two
sub-pixels is the third color while the other is the first
color, and forms one of the even column or the odd col-
umn of the display part (250). Regarding the two sub-
pixels (240) of the up-and-down sub-pixel pair (P2R, P2L)
connected to the (y+3)-th data line (Dy+3), the color of
one of the two sub-pixels is the first color while the other
is the second color, and forms the other one of the even
column or the odd column of the display part (250). Re-
garding the two sub-pixels (240) of the up-and-down sub-
pixel pair (P2R, P2L) connected to the (y+4)-th data line
(Dy+4), the color of one of the two sub-pixels is the sec-
ond color while the other is the third color, and forms one
of the even column or the odd column of the display part
(250). Regarding the two sub-pixels (240) of the up-and-
down sub-pixel pair (P2R, P2L) connected to the (y+5)-th
data line (Dy+5), the color of one of the two sub-pixels is
the third color while the other is the first color, and forms
the other one of the even column or the odd column of
the display part (250).
[0283] At this time, the readout control device (330)
may read out the viewpoint image data from the image
memory (320) according to the readout order as follows.
That is, the colors read out by corresponding to the y-th
data line (Dy) are the first color and the second color,
and the readout viewpoint image is the image which cor-
responds to either an even column or an odd column of
the display part (250). The colors read out by correspond-
ing to the (y+1)-th data line (Dy+1) are the second color
and the third color, and the viewpoint image is the image
which corresponds to the other one of the even column
or the odd column of the display part (250). The colors
read out by corresponding to the (y+2)-th data line (Dy+2)
are the third color and the first color, the viewpoint image
is the image which corresponds to either the even column
or the odd column of the display part (250). The colors
read out by corresponding to the (y+3)-th data line (Dy+3)
are the first color and the second color, and the viewpoint
image is the image which corresponds to the other one
of the even column or the odd column of the display part
(250). The colors read out by corresponding to the
(y+4)-th data line (Dy+4) are the second color and the
third color, and the viewpoint image is the image which

corresponds to either the even column or the odd column
of the display part (250). The colors read out by corre-
sponding to the (y+5)-th data line (Dy+5) are the third
color and the first color, and the viewpoint image is the
image which corresponds to the other one of the even
column or the odd column of the display part (250).
[0284] An image processing method according to the
exemplary embodiment is achieved by actions of the dis-
play controller (300) of the exemplary embodiment. That
is, the image processing method of the exemplary em-
bodiment is a method for generating the synthesized im-
age data CM to be outputted the display module (400),
which includes the following steps of 1 - 3. 1: A step which
writes viewpoint image data for a plurality of viewpoints
inputted from outside into the image memory (320). 2: A
step which reads out the viewpoint image data from the
image memory (320) according to the readout order cor-
responding to the display module (400). 3: A step which
outputs the read out viewpoint image data to the display
module (400) as the synthesized image data (CM). De-
tails of the image processing method according to the
exemplary embodiment conform to the actions of the dis-
play controller (300) according to the exemplary embod-
iment. Image processing methods according to other ex-
emplary embodiments are achieved by the actions of the
display controllers of the other exemplary embodiments
as in the case of the first exemplary embodiment, so that
explanations thereof are omitted.
[0285] An image processing program according to the
exemplary embodiment is for causing a computer to ex-
ecute the actions of the display controller (300) of the
exemplary embodiment. When the display controller
(300) includes a computer formed with a memory, a CPU,
and the like, the image processing program of the exem-
plary embodiment is stored in the memory, and the CPU
reads out, interprets, and executes the image processing
program of the exemplary embodiment. That is, the im-
age processing program of the exemplary embodiment
is a program for generating the synthesized image data
(CM) to be outputted to the display module (400), which
causes the computer to execute following procedures 1
- 3. 1: A procedure which writes viewpoint image data for
a plurality of viewpoints inputted from outside into the
image memory (320). 2: A procedure which reads out
the viewpoint image data from the image memory (320)
according to the readout order corresponding to the dis-
play module (400). 3: A procedure which outputs the read
out viewpoint image data to the display module (400) as
the synthesized image data (CM). Details of the image
processing program according to the exemplary embod-
iment conform to the actions of the display controller
(300) according to the exemplary embodiment. Image
processing programs according to other exemplary em-
bodiments are causing the computer to execute the ac-
tions of the display controllers of the other exemplary
embodiments as in the case of the first exemplary em-
bodiment, so that explanations thereof are omitted.
[0286] The use of the exemplary embodiment makes
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it possible to use input image data in the same transfer
form as that of a typical flat display device for the display
module which includes the image separating device that
directs the light emitted from the sub-pixels to a plurality
of viewpoints in the extending direction of the data lines.
Thus, it is unnecessary to execute the image data rear-
ranging processing and any special processing for trans-
fer, so that there is no load imposed upon an arithmetic
operation device, for example, which outputs the image
data to the display device of the present invention which
includes the display controller. Furthermore, the condi-
tion for generating the synthesized image data CM is put
into parameters, and the parameter storage device for
storing the parameter is provided. Thus, when there is a
change in the display module, it simply needs to change
the parameters. This makes it possible to decrease the
number of designing steps and to reduce the cost. Here-
inafter, the ninth exemplary embodiment will be de-
scribed in more details.

(Explanation of Structures)

[0287] Structures of the display device according to
the ninth exemplary embodiment of the present invention
will be described.
[0288] FIG 64 is a schematic block diagram of a ster-
eoscopic display device of the exemplary embodiment,
which shows an optical model viewed above the head of
an observer. The outline of the exemplary embodiment
will be described by referring to FIG 64. The display de-
vice according to the exemplary embodiment is formed
with the display controller 300 and the display module
400. The display controller 300 has a function which gen-
erates synthesized image data CM from a first viewpoint
image data (left-eye image data) M1 and a second view-
point image data (right-eye image data) inputted from
outside. The display module 400 includes a lenticular
lens 230 as an optical image separating device of dis-
played synthesized image and a backlight 215 provided
to the display panel 220 which is the display device of
the synthesized image data CM.
[0289] Referring to FIG 64, the optical system of the
exemplary embodiment will be described. The display
panel 220 is a liquid crystal panel, and it includes the
lenticular lens 230 and the backlight 215. The liquid crys-
tal panel is in a structure in which a glass substrate 225
on which a plurality of sub-pixels 241 and 242 as the
minimum display unit are formed and a counter substrate
227 having color filters (not shown) and counter elec-
trodes (not shown) are disposed by sandwiching a liquid
crystal layer 226. On the faces of the glass substrate 225
and the counter substrate 227 on the opposite sides of
the liquid crystal layer 226, polarization plate (not shown)
is provided, respectively. Each of the sub-pixels 241 and
242 is provided with a transparent pixel electrode (not
shown). The polarization state of the transmitted light is
controlled by applying voltages to the liquid crystal layer
226 between the respective pixel electrodes and the

counter electrodes of the counter substrate 227. Light
rays 216 emitted from the backlight 215 pass through the
polarization plate of the glass substrate 225, the liquid
crystal layer 226, the color filters of the counter substrate
227, and the polarization plate, thereby intensity modu-
lation and coloring can be done.
[0290] The lenticular lens 230 is formed with cylindrical
lenses 230a exhibiting the lens effect to one direction
arranged on a plurality of columns along the horizontal
direction. The lenticular lens 230 is arranged in such a
manner that projected images from all the sub-pixels 241
overlap with each other and the projected images from
all the sub-pixels 242 overlap with each other at an ob-
serving plane 217 that is away from the lens by a distance
OD, by alternately using the plurality of sub-pixels on the
glass substrate 225 as the first viewpoint (left-eye) sub-
pixel 241 and the second viewpoint (right-eye) sub-pixel
242. With the above-described structure, a left-eye image
formed with the sub-pixels 241 is provided to the left eye
of the observer at the distance OD and the right-eye im-
age formed with the sub-pixels 242 is provided to the
right eye.
[0291] Next, details of the display controller 300 and
the display panel 220 shown in FIG. 64 will be described.
FIG. 63 is a block diagram of this exemplary embodiment
showing the functional structures from image input to im-
age display.
[0292] The input image data inputted from outside has
viewpoint images M1, M2, and each of the viewpoint
mages M1, M2 is configured with i-rows and j-columns
of pixel data. Each pixel data carries three-color lumi-
nance information regarding R(red) luminance, G(green)
luminance, and B(blue) luminance. The image data is
inputted along with a plurality of synchronous signals,
the position of each pixel data within the image (i.e., the
row number and the column number) is specified based
on the synchronous signals. Hereinafter, a pixel config-
uring an arbitrary row and an arbitrary column of input
image data is expressed as Mk (row, column) RGB (k
shows the viewpoint number (left/right). That is, M1 is an
aggregate of the pixel data from M1 (1, 1) RGB, M1 (1,
2) RGB, to M1 (i, j) RGB. M2 is an aggregate of the pixel
data from M2 (1, 1) RGB, M2 (1, 2) RGB, to M2 (i, j) RGB.
For example, "R" corresponds to the first color, "G" cor-
responds to the second color, and "B" corresponds to
the third color.
[0293] The display controller 300 includes the writing
control device 310, the image memory 320, the readout
control device 330, the parameter storage device 340,
and the timing control device 350.
[0294] The writing control device 310 has a function
which generates a writing address given to the inputted
image data {Mk (row, column) RGB} in accordance with
the synchronous signal inputted along the image data.
Further, the writing control device 310 has a function
which gives the writing address to an address bus 295,
and writes the input image data formed with the pixel
data to the image memory 320 via a data bus 290. While
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the synchronous signal inputted from outside is illustrated
with a single thick-line arrow in FIG. 63 for convenience’s
sake, the synchronous signals are formed with a plurality
of signals such as vertical/horizontal synchronous signal,
data clock, data enable, and the like.
[0295] The readout control device 330 includes: a func-
tion which generates a readout address according to a
prescribed pattern in accordance with parameter infor-
mation 251 of the display part 250 supplied from the pa-
rameter storage device 340, and a control signal 261 of
a scanning-line driving circuit 260 as well as a control
signal 281 of a data-line driving circuit 280 from the timing
control device 350; a function which gives the readout
address to the address bus 295, and reads out pixel data
via the data bus 290; and a function which outputs the
read out data to the data-line driving circuit 280 as the
synthesized image data CM.
[0296] The parameter storage device 340 includes a
function which stores the parameters required for rear-
ranging data in accordance with the layout of the display
part 250 to be described later in more details.
[0297] The timing control device 350 includes a func-
tion which generates the control signals 261, 281 to be
given to the scanning-line driving circuit 260 and the data-
line driving circuit 280 of the display panel 220, and out-
puts those to the readout control device 330, the scan-
ning-line driving circuit 260, and the data-line driving cir-
cuit 280. While each of the control signals 261 and 281
is illustrated by a single thick-line arrow in FIG 63 for the
convenience’ sake, the signals include a plurality of sig-
nals such as a start signal, a clock signal an enable signal,
and the like.
[0298] The display panel 220 includes: a plurality of
scanning lines G1, G2, ---, Gm, Gm+1 and the scanning-
line drive circuit 260; a plurality of data lines D1, D2, ---,
Dn, Dn+1 and the data-line driving circuit 280; and the
display part 250 which is formed with a plurality of sub-
pixels 240 arranged in n-rows � m-columns.
[0299] FIG 63 is a schematic illustration of the func-
tional structures, and the shapes and the connecting re-
lations of the scanning lines G1, ---, the data lines D1,
---, and the sub-pixels 240 will be described later. Al-
though not shown, the sub-pixel 240 includes a TFT as
a switching device and a pixel electrode. The gate elec-
trode of the TFT is connected to the scanning line G1,
---, the source electrode is connected to the pixel elec-
trode, and the drain electrode is connected to the data
line D1, ---. The TFT turns ON/OFF according to the volt-
ages that are supplied to the arbitrary connected scan-
ning lines Gx sequentially from the scanning-line driving
circuit 260. When the TFT turns ON, the voltage is written
to the pixel electrode from the data line D1, ---. The data-
line driving circuit 280 and the scanning-line driving circuit
260 may be formed on the glass substrate where the
TFTs are formed or may be loaded on the glass substrate
or separately from the glass substrate by using driving
ICs.
[0300] In the display part 250 of the display panel 220

of this exemplary embodiment, the data lines D1, --- are
disposed by having the extending direction thereof along
the horizontal direction and the scanning lines G1, --- are
disposed by having the extending direction thereof along
the vertical direction. This layout relation has an effect of
reducing the region other than the display part 250 which
contributes to image display (the region so-called
"frame"), in a case where the display part 250 is a land-
scape type (for example, when it is in a laterally long
shape of 16 : 9). Further, there are also effects of increas-
ing the number of sub-pixels of the display part 250 for
enabling high resolution and of cutting the cost when the
high resolution is achieved. Hereinafter, the reasons
thereof will be described by referring to FIG. 66.
[0301] FIG 66 is an example of the display panel having
the landscape (laterally long shape) display part 250,
which includes driving ICs 280a, 280b as the data-line
driving circuit 280 (FIG. 63) and scanning circuits 260a,
260b as the scanning-line driving circuit 260 (FIG 63)
formed on the glass substrate (not shown) of the display
panel. The scanning circuits 260a and 260b are formed
by using TFTs that are formed by the same process as
that of the TFTs used for the switching devices.
[0302] FIG 66A shows an example where the data
lines are arranged in the horizontal direction (X direction)
as in the case of this exemplary embodiment. FIG 66B
shows an example where the data lines are arranged in
the vertical direction (Y direction). In both cases of FIG
66A and FIG 66B, the lenticular lenses 230 as the image
separating devices are so disposed that the image sep-
arating direction becomes the horizontal direction (X di-
rection). Further, the sub-pixels (not shown) are disposed
in the regions surrounded by the scanning lines and the
data lines. The light emitted from the sub-pixels are color-
ed in R(red), G(green), or B(blue) by the color filters (not
shown).
[0303] In the display device of the ninth exemplary em-
bodiment, the display unit of the first viewpoint image (for
the left eye) is formed with sub-pixels of R(red), G(green),
and B(blue) and, similarly, the display unit of the second
viewpoint image (for the right eye) is formed with sub-
pixels of R(red), G(green), and B(blue). Thus, as shown
in FIG 66, a stereoscopic display unit 235 is configured
with a total of six sub-pixels, and the pitches of the ster-
eoscopic display unit in the horizontal direction (X direc-
tion) and in the vertical direction (Y direction) are the
same.
[0304] Output pins of the driving ICs 280a and 280b
are connected to the data lines of the display part 250,
respectively. In general, the pitch of the output pins of
the driving ICs used as the data-line driving circuits are
narrower than the pitch of the data lines. Thus, the wirings
from the output pins of the driving ICs to each data line
exhibits expansions, so that there requires distance LDa,
LDb from the display part 250 to the driving ICs 280a,
280b for the wirings. The distance from the display part
to the driving IC can be shortened as the number of the
data lines to be connected becomes less, provided that
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the pitch of the output pins of the driving IC is the same.
In a case where the display part is a landscape (laterally
long shape) type, there are smaller number of data lines
in the case of FIG. 66A where the data liens are arranged
in the horizontal direction than the case of FIG 66B where
the data lines are arranged in the vertical direction. Thus,
regarding the distance from the display part to the driving
IC, the distance LDa is shorter than the distance LDb.
That is, the frame can be made smaller by arranging the
data lines in the horizontal direction.
[0305] Regarding the pitch of the scanning lines, pitch
PGa of the scanning lines shown in FIG 66A is larger
than pitch PGb of the scanning line shown in FIG 66B,
since the stereoscopic display unit 235 shown in FIG 66
is substantially a square shape as described above.
When the circuits for driving a single scanning line are
configured with the same number of TFTs for the scan-
ning-line driving circuits 260a and 260b formed by using
the TFTs on the glass substrate, the TFTs need to be
disposed in the horizontal direction in the case of FIG
66B where the pitch of the scanning lines is narrower.
Further, the number of sub-pixels connected to a single
scanning line is larger in the case of FIG 66B than the
case of FIG 66A, so that the driving power needs to be
increased in the case of FIG 66B. Due to the reasons
described above, the short side of the rectangle showing
the scanning-line driving circuit 260a becomes shorter
than the shot side of the scanning-line driving circuit 260b
when the scanning-line driving circuits 260a and 260b
are schematically expressed with rectangles as in FIG
66. That is, through arranging the data lines along the
horizontal direction, the size of the frame can be reduced.
[0306] Further, with the landscape (laterally long
shape) display part, the scanning lines can be in shorter
lengths compared to the case of FIG. 66B when the scan-
ning lines are arranged in the vertical direction (Y direc-
tion) as in the case of FIG 66A. Thus, when the scanning
lines are formed with a metal film of a same width for the
cases of FIG 66A and FIG 66B, delay time of signal trans-
mission from the scanning-line driving circuit 260a, 260b
generated due to wiring resistance is smaller in the case
of FIG 66A than the case of FIG 66B. Therefore, the width
of the scanning lines can be made narrower in the case
of FIG 66A, thereby making it possible to increase the
number of scanning lines per unit area, i.e., making it
possible to achieve high resolution.
[0307] Furthermore, in a case where the ratio of the
horizontal direction and the vertical direction of the ster-
eoscopic display unit 235 forming the display part 250 is
3 : 2 or more (e.g., laterally long shape of 16 : 9), the
number of sub-pixels driven by the scanning lines be-
comes les in the case of FIG 66A than in the case of FIG
66B. Therefore, with the case of FIG 66A, the capaci-
tance load becomes smaller than that of FIG 66B, so that
the higher resolution can be achieved. Further, in this
case, the number of data lines becomes less in the case
of FIG 66A where the data lines are arranged in parallel.
Therefore, when the display part is formed with 1920 �

1080 of stereoscopic display units, for example, 3,241 (=
1080 � 3 + 1) data lines are required for the case of FIG
66A where the data lines are arranged horizontally, while
3,841 (= 1920 � 2 + 1) data lines are required for the
case of FIG 66B where the data lines are arranged ver-
tically.
[0308] When the driving IC of 720 outputs is used for
the data-line driving circuit 280, six driving ICs are re-
quired with the case of FIG 66B while only five driving
ICs are required for the case of FIG. 66A. That is, the
number of driving ICs can be reduced with the case of
FIG 66A where the data lines are arranged horizontally,
so that there is an effect of reducing the cost.
[0309] Next, the structure of the sub-pixel 240 which
configures the display part 250 will be described by re-
ferring to the drawing. FIG 65 is a top view taken from
the observer for describing the structure of the sub-pixel
240 of the exemplary embodiment. The sizes and re-
duced scales of each structural element are altered as
appropriate for securing the visibility in the drawing. In
FIG 65, the sub-pixels 240 are illustrated in two types of
sub-pixels 240a and 240b depending on the facing di-
rection of its shape.
[0310] Further, FIG 65 shows an example in which four
sub-pixels forms 2 rows � 2 columns of the display part
250 shown in FIG 63. Regarding the XY axes in FIG 65,
X shows the horizontal direction, and Y shows the vertical
direction. Furthermore, in order to describe the image
separating direction, the cylindrical lens 230a configuring
the lenticular lens is illustrated in FIG 65. The cylindrical
lens 230a is a one-dimensional lens having a semicylin-
drical convex part, which does not exhibit the lens effect
for the longitudinal direction but exhibits the lens effect
for the lateral direction. In this exemplary embodiment,
the longitudinal direction of the cylindrical lens 230a is
arranged along the Y-axis direction to achieve the lens
effect for the X-axis direction. That is, the image sepa-
rating direction is the horizontal direction X.
[0311] The aperture part of a total of four sub-pixels
240a and 240B shown in FIG 65 are substantially in a
trapezoid form surrounded by three data lines Dy-1, Dy,
Dy+1 arranged in parallel in the horizontal direction X
and three scanning lines Gx, Gx+1, Gx+2 which are re-
peatedly bent to the horizontal direction that is the image
separating direction. Hereinafter, the substantially trap-
ezoid form is considered a trapezoid, and the short side
out of the parallel two sides along the data lines Dy-1 ,
---, Dy+1 is called the top side E while the long side is
called a bottom side F. That is, regarding the sub-pixel
240a and the sub-pixel 240b, the trapezoids thereof face
towards the opposite directions form each other with re-
spect to the vertical direction Y, i.e., the directions from
the respective top sides E to the respective bottom sides
F are in an opposite relation.
[0312] Each of the sub-pixels 240a and 240b has a
pixel electrode 245, a TFT 246, and a storage capaci-
tance 247. The TFT 246 is formed at the intersection
between a semiconductor layer 243 whose shape is

83 84 



EP 2 242 280 A2

44

5

10

15

20

25

30

35

40

45

50

55

shown with a thick line in FIG 65 and the scanning lines
Gx, ---, Gx+2, and includes a drain electrode, a gate elec-
trode, and a source electrode, not shown. The gate elec-
trode of the TFT 246 is formed at the intersection between
the scanning lines Gx, ---, Gx+2 and the semiconductor
layer 243, and connected to the data lines Dy-1, ---, Dy+1
via a contact hole 47. The source electrode is connected
to the pixel electrode 245 whose shape is shown with a
dotted line in FIG 65 via a contact hole 249.
[0313] For the source electrode side of the semicon-
ductor layer 243, a storage capacitance is formed by dis-
posing a metal film of the same layer as that of the scan-
ning lines via an insulating film. That is, one of the elec-
trodes forming the storage capacitance 244 is the sem-
iconductor layer 243, and the other electrode is the metal
film of the same layer as that of the scanning lines. The
other electrode of the storage capacitance 244 is con-
nected to the storage capacitance line CS formed by a
metal film of the same layer as that of the data line via
the contact hole 248. The storage capacitance lines CS
are arranged along the scanning lines and connected to
the respective storage capacitances 244 of each of the
sub-pixels neighboring along the horizontal direction (X
direction) via the contact holes 248.
[0314] Further, in a first structural example of the sub-
pixels 240 shown in FIG 65, FIG. 67, and FIG 68, the
other electrodes of the storage capacitances 244 of the
sub-pixels neighboring to each other along the vertical
direction (Y direction) and connected to the common data
line are connected. Therefore, in the first structural ex-
ample of the sub-pixels 240, the storage capacitance
lines CS are electrically connected to the storage capac-
itances 244 of the sub-pixels lined in both the horizontal
and vertical directions as shown in the equivalent circuits
of FIG 67 and FIG. 68.
[0315] As shown in FIG 65, regarding the sub-pixel
240a and the sub-pixel 240b, the shapes, layouts, and
connecting relations of the respective pixel electrodes
245, TFTs 246, contact holes 247, 248, 249, and storage
capacitances 244 are in a point-symmetrical relations
with each other. That is, on an XY plane, when the sub-
pixel 240a including each structural element is rotated
by 180 degrees, the structural shape thereof matches
with that of the sub-pixel 240b.
[0316] Further, regarding the aperture parts of the sub-
pixels 240a and 240b arranged in the manner described
above, it is desirable for the proportions of the aperture
parts and the light-shield parts in the Y-axis direction or-
thogonal to the image separating direction to be substan-
tially constant for the X-axis direction that is the image
separating direction. The aperture part is an area con-
tributing to display, which is surrounded by the scanning
line, the data line, the storage capacitance line CS, and
the semiconductor layer 243. The area other than the
aperture part is the light-shield part. Thus, the proportion
of the aperture part and the light-shield part in the Y di-
rection is the one-dimensional numerical aperture which
is obtained by dividing the length of the aperture part

when the sub-pixel 240a or the sub-pixel 240b is cut in
the Y-axis direction by the pixel pitch in the Y-axis direc-
tion. Hereinafter, the one-dimensional numerical aper-
ture in the direction orthogonal to the image separating
direction is called a longitudinal numerical aperture.
[0317] Therefore, "the proportions of the aperture parts
and the light-shield parts in the Y-axis direction are sub-
stantially constant for the X direction" specifically means
that it is so designed that the longitudinal numerical ap-
erture along the line B - B’ shown in FIG. 65 becomes
almost equivalent to the longitudinal numerical aperture
along the line A - A’. The longitudinal numerical aperture
along the line B - B’ is the value obtained by dividing the
length of the aperture of the sub-pixel 240a along the line
B - B’ by the distance between the data line Dy-1 and
Dy, and the longitudinal numerical aperture along the line
A - A’ is the value obtained by dividing the sum of the
length of the aperture part of the sub-pixel 240b and the
length of the aperture part of the sub-pixel 40a along the
line A - A’ by the distance between the data lines Dy-1
and Dy.
[0318] The display part of the present invention is con-
figured with the sub-pixels 240a and 240b having the
above-described structure and the features. In the
present invention, two sub-pixels 240a and 240b facing
towards the different directions are treated as one struc-
tural unit, and the sub-pixels 240a and 240b which are
connected to the common data line and lined in the ver-
tical direction are called "up-and-down sub-pixel pair".
Specifically, the sub-pixel 240a connected to the scan-
ning line Gx+1 and the sub-pixel 240b connected to the
scanning line Gx, which are connected to the data line
Dy shown in FIG 65 and arranged along the vertical di-
rection are defined as the "up-and-down sub-pixel pair"
and treated as the structural unit of the display part.
[0319] FIG 67A is a plan view showing the up-and-
down sub-pixel pair, which is a block diagram of the up-
and-down sub-pixel pair taken from FIG 65. FIG 67B is
an equivalent circuit of the up-and-down sub-pixel pair
shown in FIG 67A, in which the scanning lines Gy, ---,
the data lines Dx, the pixel electrodes 245, and the TFTs
246 are shown in same reference numerals. The up-and-
down sub-pixel pair shown in FIG 67 is named as the up-
and-down sub-pixel pair P2R. FIG 67C is an illustration
which shows FIG 65 with an equivalent circuit of the up-
and-down sub-pixel pair P2R, and the four sub-pixels
surrounded by a dotted line correspond to FIG 65. As
shown in FIG 67C, the four sub-pixels neighboring to
each other in FIG 65 are configured with three up-and-
down sub-pixel pairs. This is because the up-and-down
sub-pixel pairs neighboring to each other along the ex-
tending direction of the data lines Dy, --- are connected
to different data lines Dy, --- with respect to each other.
[0320] The reasons why the exemplary embodiment
employing the display part configured with the up-and-
down sub-pixel pairs can achieve the high numerical ap-
erture and high image quality in the stereoscopic display
device will be described. In order to achieve the high
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numerical aperture and the high image quality, it is nec-
essary to increase the longitudinal numerical aperture
while keeping the constant longitudinal numerical aper-
ture of the pixels regardless of the positions in the image
separating direction.
[0321] First, it is preferable for the scanning lines and
the data lines to be disposed in the periphery of each
pixel electrode. This is because there may be dead space
that does not contribute to display generated between
the wirings, thereby decreasing the numerical aperture,
if there is no pixel electrode between scanning lines or
the data lines. In this exemplary embodiment, as shown
in FIG 65, the scanning lines Gy, --- and the data lines
Dx. --- are disposed in the periphery of each pixel elec-
trode 245.
[0322] Further, each of the TFTs 246 of the up-and-
down sub-pixel pairs is connected to the respective scan-
ning lines Gx, --- which are different from each other.
Furthermore, regarding the layout of the up-and-down
sub-pixel pairs in the horizontal direction, i.e., the layout
in the extending direction of the data lines Dy, ---, the
pairs are arranged neighboring to each other while being
shifted from each other by one sub-pixel in the vertical
direction. Thus, the up-and-down sub-pixel pairs neigh-
boring to each other in the extending direction of the data
lines Dy, --- are connected to the respective data lines
Dy, --- which are different from each other.
[0323] With the layout and the connecting relations de-
scribed above, it becomes possible to suppress the
number of necessary wirings and to improve the numer-
ical aperture. Further, the scanning lines are bent to-
wards the image separating direction in order to have the
constant longitudinal numerical aperture regardless of
the positions along the image separating direction.
[0324] As described, the layout of the sub-pixels ac-
cording to this exemplary embodiment shown in FIG 65
takes the up-and-down sub-pixel pair shown in FIG. 67
as the structural unit. The display part of this exemplary
embodiment configured with a plurality of up-and-down
sub-pixel pairs is capable of achieving the high numerical
aperture and the high image quality in the stereoscopic
display device.
[0325] While the structure of the display part according
to the exemplary embodiment has been described here-
tofore by referring to the structure shown in FIG. 63 and
FIG 67, it is also possible to employ the structure of the
display part which uses the up-and-down sub-pixel pair
P2L that is mirror symmetrical with the up-and-down sub-
pixel pair P2R shown in FIG 67. FIG. 68A shows a plan
view of the structure of the up-and-down sub-pixel pair
P2L, and FIG. 68B shows an equivalent circuit of the up-
and-down sub-pixel pair P2L. As shown in FIG 68A, sub-
pixels 240a’ and 240b’ configuring the up-and-down sub-
pixel pair P2L are line-symmetrical with the sub-pixels
240a and 240b shown in FIG 67A with respect to the Y-
axis in terms of the shapes, layouts, and connecting re-
lations of the pixel electrodes 245, the TFTs 246, the
contact holes 247, 248, 249, the semiconductor layer

243, and the storage capacitances 244 as the structural
elements. That is, the up-and-down sub-pixel pair P2R
and the up-and-down sub-pixel pair P2L are line-sym-
metrical with respect to the Y-axis, line-symmetrical with
respect to the X-axis, and in a relation of the mirror sym-
metrical with respect to each other. Therefore, when the
up-and-down sub-pixel pairs P2L shown in FIG 68 con-
figure the display part, it is possible to achieve the same
high numerical aperture and high image quality as in the
case of the display part configured with the up-and-down
sub-pixel pairs P2R.
[0326] Note here that the sub-pixels configuring the
up-and-down sub-pixel pair connected to a common
scanning line are called as "upward sub-pixel" and as
"downward sub-pixel" according to the facing direction
of the bottom side F of the trapezoid, and the terms are
used in the following explanations. That is, within the up-
and-down sub-pixel pair P2R shown in FIG 67, the sub-
pixel 240a is the "upward sub-pixel", and the sub-pixel
240b is the "downward sub-pixel". Similarly, within the
up-and-down sub-pixel pair P2L shown in FIG 68, the
sub-pixel 240a’ is the "upward sub-pixel", and the sub-
pixel 240b’ is the "downward sub-pixel". As described
above, the optical effects obtained due to the structures
thereof are the same for the up-and-down sub-pixel pairs
P2R and P2L. However, the scanning lines Gx, Gx+1 to
which the upward sub-pixel pair and the downward sub-
pixel pair are connected are inverted. That is, while the
sub-pixel 240a is connected to the scanning line Gx+1
and the sub-pixel 240b is connected to the scanning line
Gx, the sub-pixel 240a’ is connected to the scanning line
Gx and the sub-pixel 240b’ is connected to the scanning
line Gx+1.
[0327] The display part of the exemplary embodiment
may be configured with the up-and-down sub-pixel pairs
P2R or with the up-and-down sub-pixel pairs P2L. Fur-
ther, the display part may be configured by combining
the up-and-down sub-pixel pairs P2R and the up-and-
down sub-pixel pairs P2L. Hereinafter, a structural ex-
ample of the display part 250 of the exemplary embodi-
ment shown in FIG 63 will be described by referring to a
case which displays a first viewpoint image (left-eye im-
age) and a second viewpoint image (right-eye image)
configured with 4 rows � 6 column of pixels. First, input
image data will be described by referring to FIG. 69, and
the color arranging relation and the image separating de-
vice of the display part according to the exemplary em-
bodiment will be described by referring to FIG 70. A spe-
cific example of the display part will be provided after the
explanations of FIG 69 and FIG 70.
[0328] FIG 69 shows charts of image data of the first
viewpoint image (left-eye image) and the second view-
point image (right-eye image) configured with 4 rows �
6 columns of pixels. As described above, M1 is an ag-
gregate of the pixel data from M1 (1, 1) RGB, M1 (1, 2)
RGB, to M1 (i, j) RGB. M2 is an aggregate of the pixel
data from M2 (1, 1) RGB, M2 (1, 2) RGB, to M2 (i, j) RGB.
"1 - i" are the row numbers within the image, and "1 - j"
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are the column numbers within the image. In the case of
FIG 69, i = 4 and j = 6. "RGB" means that it carries the
color information of R: red, G: green, and B: blue.
[0329] FIG 70 is an example of the display part 250
which displays two images shown in FIG 69, showing the
layout of the image separating device and the colors of
the sub-pixels. Regarding the XY axes in the drawing, X
shows the horizontal direction and Y shows the vertical
direction.
[0330] In FIG 70, the sub-pixel is illustrated with a trap-
ezoid, and shows examples of colors by applying shad-
ings. Specifically, a red (R) color filter is arranged on a
counter substrate of the sub-pixel lined on the first row
in the horizontal direction, and the first row functions as
the sub-pixels which display red. A green (G) color filter
is arranged on a counter substrate of the sub-pixel lined
on the second row in the horizontal direction, and the
second row functions as the sub-pixels which display
green. A blue (B) color filter is arranged on a counter
substrate of the sub-pixel lined on the third row in the
horizontal direction, and the third row functions as the
sub-pixels which display blue. In the same manner, the
sub-pixels on the fourth row and thereafter function in
order of red, green, and blue with a row unit. The exem-
plary embodiment can be adapted to arbitrary color or-
ders. For example, the colors may be arranged in order
of blue, green, and red from the first row to the third row,
and those may be repeated on the rows thereafter.
[0331] For the image separating device, the cylindrical
lens 230a configuring the lenticular lens 230 corresponds
to the sub-pixels of two-column unit, and it is arranged
in such a manner that the longitudinal direction thereof
exhibiting no lens effect is in parallel to the vertical direc-
tion, i.e., in parallel to the columns. Thus, due to the lens
effect of the cylindrical lenses 230a in the X direction,
light rays emitted from the sub-pixels on the even-num-
bered columns and the odd-numbered columns are sep-
arated to different directions from each other. That is, as
described by referring to FIG 64, at a position away from
the lens plane, the light rays are separated into an image
configured with the pixels of the even-numbered columns
and an image configured with the pixels of odd-numbered
columns. As an example, with this exemplary embodi-
ment in the layouts of FIG 70 and FIG 64, the sub-pixels
on the even-numbered columns function as the image
for the left eye (first viewpoint) and the sub-pixels on the
odd-numbered columns function as the image for the
right eye.
[0332] The color filters and the image separating de-
vice are disposed in the above-described manner, so that
one pixel of the input image shown in FIG 69 is displayed
with three sub-pixels of red, green, and blue lined on one
column shown in FIG 70. Specifically, the three sub-pix-
els on the first, second, and third rows of the second
column display the upper-left corner pixel data: M1 (1, 1)
RGB of the left-eye (first viewpoint) image, and the three
sub-pixels on the tenth, eleventh, and twelfth rows of the
eleventh column display the lower-right corner pixel data:

M2 (4, 6) RGB of the right-eye (second viewpoint) image.
Further, it is desirable for the sub-pixel pitch of every two
columns and the sub-pixel pitch of every three rows to
be equal. It is because there is no degradation in the
image quality due to the changes in the resolution under
such pitch condition, since the resolution at the time of
stereoscopic display that has inputted left and right im-
ages as parallax images and the resolution at the time
of flat display that has the inputted left and right images
as the same images are equal. Further, the same colors
are arranged in the direction of the lens effect (i.e., in the
image separating direction), so that there is no color sep-
aration generated by the image separating device. This
makes it possible to provide the high image quality.
[0333] The connecting relations regarding a plurality
of sub-pixels arranged in the matrix shown in FIG 70 and
the scanning lines as well as the data lines, i.e., a specific
example for configuring the display part from the up-and-
down sub-pixel pairs shown in FIG. 67 and FIG 68, are
shown in FIG 71 - FIG. 73 and will be described herein-
after.
[0334] FIG 71 shows a layout pattern 1 of the display
part which is formed with the up-and-down sub-pixel pairs
P2R shown in FIG 67. By having the position where the
upward sub-pixel of the up-and-down sub-pixel pair P2R
comes on the first row of the first column as the start
point, the up-and-down sub-pixel pairs P2R are disposed
in the layout pattern 1. At this time, the downward sub-
pixels of the up-and-down sub-pixel pairs P2R are dis-
posed on the first row of the even-numbered columns,
and the upward sub-pixels of the up-and-down sub-pixel
pairs P2R do not configure the display part. Similarly, the
upward sub-pixels of the up-and-down sub-pixel pairs
are disposed on the twelfth row of the even-numbered
columns, and the downward sub-pixels of the up-and-
down sub-pixel pairs P2R do not configure the display
part. "NP" shown in FIG. 71 shows that sub-pixels that
do not configure the display part are not disposed. Fur-
ther, FIG 71 corresponds to FIG. 70, shading in each
pixel shows the display color, and the sub-pixels on the
even-numbered columns function as the left-eye (first
viewpoint) sub-pixels while the sub-pixels on the odd-
numbered columns function as the right-eye (second
viewpoint) sub-pixels by the lenticular lens 230 as optical
separating device.
[0335] FIG. 72 shows a layout pattern 2 of the display
part which is formed with the up-and-down sub-pixel pairs
P2L shown in FIG 68. The layout pattern 2 shown in FIG
FIG. 72 is the same as the layout pattern 1 of FIG 71
except that the up-and-down sub-pixel pairs P2R are
changed to the up-and-down sub-pixel pairs P2L, so that
explanations thereof are omitted.
[0336] FIG 73 shows an example of layout pattern 3
which configures the display part with a combination of
the up-and-down sub-pixel pairs P2R shown in FIG 67
and the up-and-down sub-pixel pairs P2L shown in FIG
68. As shown in FIG 73, on the first column, by having
the position where the upward sub-pixel of the up-and-
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down sub-pixel pair P2L comes on the first row of the
first column as the start point, the up-and-down sub-pixel
pair P2L and the up-and-down sub-pixel pair P2R are
repeatedly disposed in the Y-axis direction that is the
vertical direction. On the second column, by having the
position where the downward sub-pixel of the up-and-
down sub-pixel pair P2R comes on the first row of the
second column as the start point, the up-and-down sub-
pixel pair P2R and the up-and-down sub-pixel pair P2L
are repeatedly disposed in the Y-axis direction that is the
vertical direction. On the third column, by having the po-
sition where the upward sub-pixel of the up-and-down
sub-pixel pair P2R comes on the first row of the third
column as the start point, the up-and-down sub-pixel pair
P2R and the up-and-down sub-pixel pair P2L are repeat-
edly disposed in the Y-axis direction that is the vertical
direction. On the fourth column, by having the position
where the downward sub-pixel of the up-and-down sub-
pixel pair P2L comes on the first row of the fourth column
as the start point, the up-and-down sub-pixel pair P2L
and the up-and-down sub-pixel pair P2R are repeatedly
disposed in the Y-axis direction that is the vertical direc-
tion. On the fifth column and thereafter, the layout pattern
from the first column to the fourth column is repeated.
This layout pattern 3 has an effect of achieving the high
image quality in a case where the dot inversion driving
method is applied to the polarity inversion driving method.
Details thereof will be described later.
[0337] As shown in FIG 71 - FIG 73, the display part
configured with 12 rows � 12 columns of sub-pixels takes
the up-and-down sub-pixel pair as the structural unit, so
that it is necessary to have thirteen data lines from D1 to
D 13 and thirteen scanning lines from G1 to G 13. That
is, the display part of the exemplary embodiment config-
ured with n-rows � m-columns of sub-pixels is charac-
terized to be driven by (n+1) pieces of data lines and
(m+1) pieces of scanning lines. Further, the display part
of the exemplary embodiment is formed by having the
up-and-down sub-pixel pairs shown in FIG 67 and FIG.
68 as the structural unit, and it is possible to be structured
with various layout patterns other than those shown in
FIG 71 - FIG 73.
[0338] However, the difference in the layout pattern
influences the polarity distribution of the display part
when the liquid crystal panel is driven with the polarity
inversion drive. Thus, it is possible to improve the image
quality (e.g., suppression of flickers) due to the polarity
distribution by selecting the layout patterns. However, as
can be seen from FIG 71 - FIG 73, in the display part of
the present invention, the sub-pixels lined on one row in
the horizontal direction are connected to two data lines
alternately, and the sub-pixels lined on one column in the
vertical direction are connected to two scanning lines with
a regularity according to the layout pattern. Thus, the
polarity distribution thereof obtained according to the po-
larity inversion driving method is different from that of a
typical liquid crystal panel in which the sub-pixels on one
row are connected to one scanning line and the sub-

pixels on one column are connected to one data line, so
that the effect obtained thereby is different as well. Here-
inafter, details of the effects obtained for each of the lay-
out patterns of the exemplary embodiment when the po-
larity inversion driving method of the typical liquid crystal
panel is employed will be described.
[0339] FIG 74 shows the polarity distribution of the dis-
play part when a gate line inversion drive (1H inversion
drive) is employed to the layout pattern 2 shown in FIG.
72, and shows the data line polarity for each scanning
line of the gate-line inversion drive. In the illustration, "+"
and "- " show the positive/negative polarities of the pixel
electrodes and the data lines in an arbitrary frame (a pe-
riod where scanning of all the scanning lines is done),
and negative and positive polarities are inverted in a next
frame. The gate line inversion drive is a driving method
which inverts the polarity of the data line by each period
of selecting one scanning line, which can reduce the re-
sisting pressure of a data-line driving circuit (driver IC for
driving data line) by being combined with the so-called
common inversion drive which AC-drives the common
electrodes on the counter substrate side. Thus, it only
requires a small amount of power consumption.
[0340] In the polarity distribution when the gate line
inversion drive (1H inversion drive) is employed to the
layout pattern 2 of the exemplary embodiment, as shown
in FIG 74, the polarities of the sub-pixels forming an ar-
bitrary row are the same and the polarities of the rows
before and after thereof are inverted therefrom. That is,
it is the same polarity distribution as the case where a
typical display panel is driven by the gate line inversion
drive (1H inversion drive). Therefore, it is possible to pro-
vide the same flicker suppressing effect as the case
where the typical panel is drive by the gate line inversion
drive for the so-called flickers with which the displayed
image is seen with flickering due to the luminance differ-
ence generated according to the polarities.
[0341] FIG. 75 shows the polarity distribution when the
dot inversion drive is employed to the layout pattern 2
shown in FIG 72, and shows the data line polarity for
each scanning line of the dot inversion drive. "+" and "-"
in the drawing show the polarity as in the case of FIG.
74. As shown in FIG 75, the dot inversion drive is a driving
method which inverts the polarity by each data line and,
further, inverts the polarity of the data line by every se-
lecting period of one scanning line. It is known as a meth-
od which suppresses flickers and achieve the high image
quality in a typical liquid crystal panel.
[0342] When the dot inversion drive is employed to the
layout pattern 2 of the exemplary embodiment, the po-
larities of the odd-numbered columns are the same in a
row unit (i.e., the polarities on all the odd-numbered col-
umns on one row are the same) as shown in FIG 75. This
is the same for the even-numbered columns. However,
the polarities of the odd-numbered rows and the even-
numbered rows on a same row are inverted. Therefore,
for each of the separated left-eye image and right-eye
image, it is possible to achieve the same flicker suppress-

91 92 



EP 2 242 280 A2

48

5

10

15

20

25

30

35

40

45

50

55

ing effect as the case of employing the gate line inversion
drive (1H inversion drive) to a typical panel. Furthermore,
for observation from a region where the left-eye image
and the right-eye image projected by the image separat-
ing device are not separated but superimposed with each
other, the same flicker suppressing effect as the case of
employing the dot inversion drive to the typical panel can
be achieved.
[0343] FIG. 76 shows the polarity distribution when the
dot inversion drive is employed to the layout pattern 3
shown in FIG 73, and shows the data line polarity for
each scanning line of the dot inversion drive. "+" and "-"
in the drawing show the polarity as in the case of FIG 74.
[0344] When the dot inversion drive is employed to the
layout pattern 3 of the exemplary embodiment, polarity
inversion considering the odd-numbered columns is re-
peated in an odd-numbered column unit such as on the
first row and the third row, the third row and the fifth row,
--- as shown in FIG 76. Considering the even-numbered
columns, the polarity inversion is repeated in an even-
numbered column unit on each row. Further, regarding
the polarity distribution within an arbitrary column, the
polarities of the pixel electrodes of the up-and-down sub-
pixel pairs P2L and the up-and-down sub-pixel pairs P2R
neighboring to each other in the vertical direction are the
same, and the polarity is inverted by every two rows.
Thus, the long sides of the pixel electrodes each in a
trapezoid form, i.e., the bottom sides of the sub-pixels,
come to be in the same polarities. Therefore, it is possible
to suppress abnormal alignment of the liquid crystal mol-
ecules in the vicinity of the long sides, so that the high
image quality can be achieved. Further, for each of the
separated left-eye image and right-eye image, the col-
umns where the polarities are inverted for every two rows
of sub-pixels in the vertical direction are inverted by a
column unit. That is, it is possible to achieve the same
flicker suppressing effect as the case of employing the
vertical 2-dot inversion drive to a typical panel.
[0345] As described above, the combination of the lay-
out pattern of the display part and the polarity driving
method may be selected as appropriate according to the
target display quality, the power consumption, and the
like. Further, with the display part of the exemplary em-
bodiment, it is also possible to employ layout patterns
and polarity inversion driving methods other than those
described above as examples. For example, it is possible
to employ the layout pattern 4 shown in FIG 77. With the
layout pattern 4, the display part is configured with the
up-and-down sub-pixel pairs P2R shown in FIG. 67 by
having the position where the upward sub-pixel comes
at the first row on the second column as the start point.
The layout pattern 4 shown in FIG 77 and the layout pat-
tern 1 shown in FIG 71 configured with the same up-and-
down sub-pixel pairs P2R are in a relation which is being
translated in the horizontal direction by one column.
[0346] However, the synthesized image data CM out-
putted to the data-line driving circuit 280 shown in FIG
63 needs to be changed in accordance with the changes

in the layout pattern. The synthesized image data CM is
the image data synthesized from input images M1 and
M2, which is the data inputted to the data-line driving
circuit 280 for writing the voltage to each pixel electrode
of the display part 250 which is configured with the sub-
pixels of n-rows � m-columns. That is, the synthesized
image data CM is the data obtained by rearranging each
of the pixel data configuring the input image data M1 and
M2 to correspond to the data lines from D1 to Dn+1 by
each of the scanning lines from G1 to Gm+1, and it is
expressed with a data structure of (Dn+1) rows and
(Gm+1) columns.
[0347] Therefore, as can be seen from the layout pat-
terns 1 to 4 shown in FIG 71 - FIG 73 and FIG 77, the
synthesized image data CM becomes different even with
the sub-pixel designated on a same row and same col-
umn since the connected data lines or the scanning lines
vary depending on the layout patterns.
[0348] As specific examples, FIG. 78 - FIG 81 show
the synthesized image data when the input image data
configured with a plurality of pixel data shown in FIG. 69
is displayed on the display parts of the layout patterns 1
- 4 while the lenticular lens 230 as the image separating
device is arranged. FIG. 78 - FIG 81 show the viewpoint,
the positions, and colors of the input image data to be
supplied to an arbitrary data line Dy when an arbitrary
scanning line Gx is selected. M1 and M2 are viewpoint
images, (row number, column number) shows the posi-
tion within the image, and R/GB shows the color. Further,
"x" mark indicates that there is no pixel electrode. Natu-
rally, there is no input data M1, M2 corresponding to "x"
mark and no pixel electrode to which the supplied data
to be reflected, so that the data to be supplied to "x" mark
is optional.
[0349] The synthesized image data CM can be gener-
ated based on the parameters determined by designing,
such as color layout of the color filters shown in FIG. 70,
the layout patterns shown in FIG 71- FIG 73 and FIG 77,
and setting of the image separating device to be de-
scribed later, and based on the connection regularity of
the up-and-down sub-pixel pairs in a unit of data line as
well as the regularity in a unit of scanning line.
[0350] The regularity in a unit of data line will be de-
scribed. In the exemplary embodiment, viewpoint images
M1/M2 that the even/odd of the scanning lines are to
display are designated. This is because of the reason as
follows. That is, in the layout of the up-and-down sub-
pixel pairs configuring the display part, the up-and-down
sub-pixel pairs sharing the same data line cannot be lined
side by side on two columns but necessarily arranged on
every other column. That is, even/odd of the data lines
correspond to even/odd of the columns where the sub-
pixels are arranged in the Y direction. Further, designa-
tion of the viewpoint images M1/M2 is determined by a
column unit of the sub-pixels according to the layout of
the image separating device whose image separating
direction is the X direction.
[0351] That is, the factors for determining the even/odd
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of the scanning lines and the viewpoint images M1/M2
are the layout pattern and the layout of the image sepa-
rating device. For example, in the layout pattern 1 (FIG
71) and the layout pattern 4 (FIG 77) where the image
separating devices are disposed in the same manner with
respect to the column numbers of the sub-pixels, the cor-
responding relations regarding even/odd of the data lines
and the viewpoint images M1/M2 are inverted from each
other as it can also be seen from the synthesized image
data 1, 4 (FIG. 78 and FIG 81). Further, the image sep-
arating device is not limited to be placed in the manner
shown in FIG 70 but may also be placed in the manner
as shown in FIG 82, for example. In FIG 70, as described
above, the first column is M2 and the second column is
M1, i.e., the sub-pixels on the odd-numbered column are
M2 and the sub-pixels on the even-numbered columns
are M1. Inversely, in the case of FIG 82, the first column
is M1 and the second column is M2, i.e., the sub-pixels
on the odd-numbered column are M1 and the sub-pixels
on the even-numbered columns are M2. As described,
even/odd of the columns where the viewpoint images
M1/M2 are displayed is determined depending on the
layout of the image separating device.
[0352] The relation between the even/odd of the data
lines and the viewpoint images M1/M2 determined in the
manner described above is summarized in FIG 83. In
FIG 83, a viewpoint of an input image to which the odd-
numbered data line corresponds is shown with "v1", and
a viewpoint of an input image to which the even-num-
bered data line corresponds is shown with "v2". The cor-
responding relations regarding even/odd of the data lines
and the viewpoints images M1/M2 described by referring
to the cases of the layout pattern 1 (FIG 71) and the layout
pattern 4 (FIG 77) is determined whether the sub-pixel
located on the first row of the first column on the display
part is the upward sub-pixel or the downward sub-pixel.
It is assumed here that the facing directions (upward or
downward) of the sub-pixel to be placed on the first row
of the first column is a variable "u", and the sub-pixel on
the first row of the first column is the upward sub-pixel
when u = 0 while the sub-pixel on the first row of the first
column is the downward sub-pixel when u = 1. For ex-
ample, FIG 83 shows that, when the image separating
device is so disposed that the odd-numbered columns
of the display part are M1 and the even-numbered col-
umns are M2, and that the sub-pixel on the first row of
the first column in the display part is the upward sub-pixel
(u = 0), "v1 = 2 and v2 = 1" applies. That is, the viewpoint
images on the odd-numbered data lines are M2, and the
viewpoint images on the even-numbered data lines are
M1.
[0353] R/GB to be the color of the first row is deter-
mined by the color filter. One data line is connected to
the sub-pixels of two rows. Thus, the regularity of the
colors corresponding to an arbitrary data line is deter-
mined when the color on the first row determined by the
color filter and the order of colors are determined. For
example, as shown in the layout patterns 1 - 3 (FIG 71-

FIG 73) and the layout pattern 4 (FIG 77) described
above, in the coloring order of R(red), G(green), and B
(blue) continued from the first row, the sub-pixels con-
nected to the data line D3 are G and B, and the sub-
pixels connected to the data line D4 are B and R. That
is, when the coloring order is determined, the two colors
corresponding to arbitrary data line are determined. Con-
sidering the repetition of three colors of RGB formed by
the color filters in addition to the repetition of the corre-
spondence of the viewpoint images based on even/odd
of data lines described above, there is a periodicity of six
data line unit in the regularity of designating the input
image data.
[0354] Further, an arbitrary data line Dy is connected
to sub-pixels on the (y-1)-th row and y-th row of the dis-
play part (note that there is no 0-th row and (n+1)-th row
in the display part configured with sub-pixels of n-rows
and m-columns). For the connections between the data
lines and the sub-pixels, the upward pixel of the up-and-
down sub-pixel pair connected to Dy is on the (y-1)-th
row and the downward pixel is on the y-th row. Therefore,
as described above, the row number is also designated
in addition to designation of the viewpoint number "k" and
the colors (R/GB) in the input image data "Mk (row, col-
umn) RGB" shown in FIG. 69. Hereinafter, the row
number of arbitrary pixel data of input image data is ex-
pressed as "Iy", and the column number thereof is ex-
pressed as "Ix".
[0355] The relation between the arbitrary data line Dy
and the input image data described above are summa-
rized in FIG 84. When the data line number is expressed
by using an arbitrary natural number "p", the row number
Iy of the input image data corresponding to the data line
Dy(p) is determined according to "p" as shown in FIG 84.
Further, the viewpoint numbers of the input image data
corresponding to the data line Dy(p) are shown by using
"v1" and "v2" which are determined by FIG 83. Further-
more, the colors of the input image data corresponding
to the data line Dy(p) are put into parameters and shown
as C1 for the color on the first row of the display part, C2
for the color on the second row, C3 for the color on the
third row, C1 for the color on the fourth row, ---. When
the colors are in order of RGB from the first row, the colors
are C1 = R, C2 = G, and C3 = B.
[0356] Next, the regularity in a unit of scanning line will
be described. As can be seen from the layout patterns 1
- 4 shown in FIG 71- FIG 73 and FIG. 77, an arbitrary
scanning line Gx is connected to sub-pixels on two col-
umns of (x-1)-th column and x-th column (note that there
is no 0-th column and (m+1)-th column in the display part
configured with sub-pixels of n-rows and m-columns).
With the image separating device, the sub-pixels on each
column correspond to the viewpoint images M1 and M2.
Thus, the viewpoint image on the (x-1)-th column and
the viewpoint image on the x-th column to which the scan-
ning line Gx is connected are determined based on the
layout of the image separating device and even/odd of
the scanning lines. For example, in the cases of FIG 71-
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FIG 73 and FIG. 77 where the image separating devices
are arranged as in FIG 70, the (x-1)-th column corre-
sponds to the viewpoint image M1, and the x-th column
corresponds to the viewpoint image M2 when the scan-
ning line Gx is the odd-numbered scanning line. When
the scanning line Gx is the even-numbered scanning line,
the (x-1)-th column corresponds to the viewpoint image
M2, and the x-th column corresponds to the viewpoint
image M1. Further, when the image separating device is
placed as in FIG 82, for example, the (x-1)-th column
corresponds to the viewpoint image M2, and the x-th col-
umn corresponds to the viewpoint image M1 when the
scanning line Gx is the odd-numbered scanning line.
When the scanning line Gx is the even-numbered scan-
ning line, the (x-1)-th column corresponds to the view-
point image M1, and the x-th column corresponds to the
viewpoint image M2.
[0357] As described above, an arbitrary scanning line
Gx designates the viewpoint number "k" as well as the
column number of the input image data "Mk (row, column)
RGB" shown in FIG 69. FIG. 85 shows the scanning lines,
the viewpoint images, and the column numbers of the
layout patterns 1 - 4 shown in FIG 71- FIG 73 and FIG.
77. Note here that the viewpoint images M1 and M2
shown in FIG 85 are determined by the layout of the im-
age separating device and even/odd of the data lines.
That is, when even/odd of the data line can be known,
the viewpoint image can be determined from FIG. 83.
Therefore, the relation regarding the column number of
the input image data on even/odd data line with respect
to the arbitrary scanning line Gx may be derived. From
FIG 85, it can be seen that there is a periodicity of every
two scanning lines between the column number of the
input image data corresponding to the (x-1)-th column of
the display part and the column number of the input image
data corresponding to the x-th column of the display part.
Thus, the scanning line number is expressed by using
an arbitrary natural number "q", and the column number
"Ix" of the input image data corresponding to the scanning
line Gx(q) is expressed with "q".
[0358] FIG 86 shows the summary of the relation re-
garding the scanning lines and the column numbers of
the input image data by using the natural number "q"
mentioned above. Note here that the (x-1)-th column and
the x-th column of the display part to which the arbitrary
scanning line Gx is connected can be expressed with
even/odd of the scanning line, the variable "u" showing
the "upward" or "downward" of the sub-pixels disposed
on the first row of the first column, and even/odd of the
data line by using the relation with respect to the view-
point images. For example, in the layout patterns 1 - 3
shown in FIG 71- FIG 73, "u = 0". The sub-pixel on the
(x-1)-th column to which the even-numbered scanning
line Gx is connected is connected to the even-numbered
data line, and the sub-pixel on the x-th column to which
the even-numbered scanning line Gx is connected is con-
nected to the odd-numbered data line. Further, in the
layout patterns 1 - 3 shown in FIG 71- FIG 73 where "u

= 0", the sub-pixel on the (x-1)-th column to which the
odd-numbered scanning line Gx is connected is connect-
ed to the odd-numbered data line, and the sub-pixel on
the x-th column to which the odd-numbered scanning line
Gx is connected is connected to the even-numbered data
line. Furthermore, in the layout pattern 4 shown in FIG.
77, for example, "u = 1". The sub-pixel on the (x-1)-th
column to which the even-numbered scanning line Gx is
connected is connected to the odd-numbered data line,
and the sub-pixel on the x-th column to which the even-
numbered scanning line Gx is connected is connected
to the even-numbered data line. Further, in the case of
FIG 77 where "u = 1", the sub-pixel on the (x-1)-th column
to which the odd-numbered scanning line Gx is connect-
ed is connected to the even-numbered data line, and the
sub-pixel on the x-th column to which the odd-numbered
scanning line Gx is connected is connected to the odd-
numbered data line. When the arbitrary natural number
"q" is used and the above-described relations are em-
ployed to FIG 85, the column numbers of the input image
data corresponding to the scanning line Gx(q) can be
determined by "q" as shown in FIG 86.
[0359] Heretofore, the relations regarding the view-
points of input image data corresponding to the upward/
downward sub-pixels connected to arbitrary data lines,
the column numbers, and the colors are shown in FIG
83 and FIG. 84, and the relation regarding arbitrary scan-
ning lines and the column numbers of the input image
data is shown in FIG. 86. Therefore, when the sub-pixel
connected to an arbitrary data line Dy and scanning line
Gx can be identified whether it is the upward sub-pixel
or the downward sub-pixel, it is possible to generate syn-
thesized image data CM. That is, it is necessary to have
information regarding the layout pattern.
[0360] As has been described earlier, the display part
of the exemplary embodiment uses the up-and-down
sub-pixel pair as the structural unit, and is formed with
the up-and-down sub-pixel pairs P2R shown in FIG 67,
the up-and-down sub-pixel pairs P2L shown in FIG 68,
or a combination of the up-and-down sub-pixel pairs P2R
and the up-and-down sub-pixel pairs P2L. Therefore, as
the information regarding the layout patterns, it simply
needs to store whether the up-and-down pixel connected
to an arbitrary data line Dy and an arbitrary scanning line
Gx is the up-and-down sub-pixel pair P2R or P2L.
[0361] FIG 87 shows the up-and-down sub-pixel pairs
P2R and P2L connected to the data line Dy and the scan-
ning line Gx in the case of the layout pattern 3 shown in
FIG 73. In FIG 87, the up-and-down sub-pixel pair P2R
is shown as "0", the up-and-down sub-pixel pair P2L is
shown as "1", and "x" mark means that there is no con-
nected up-and-down sub-pixel pair. Thus, the vale of a
section shown with "x", e.g., the value of (D1, G1), may
be "0" or "1". With this, in the case of FIG. 87, there is a
repeated pattern with a unit of four data lines and a unit
of four gate lines.
[0362] FIG 88 shows a pattern of the up-and-down
sub-pixel pairs P2R and P2L with the layout pattern 3

97 98 



EP 2 242 280 A2

51

5

10

15

20

25

30

35

40

45

50

55

while paying attention to the repetitions described above.
In FIG 88, the pattern is shown with lower bits by ex-
pressing Dy and Gx with binary numbers. Also, FIG 88
shows patterns of the up-and-down sub-pixel pairs P2R
and P2L with the layout patterns 1, 4, and 2 by using the
lower 2 bits. The connecting relations of the data lines
Dy, the scanning lines Gx, and the up-and-down sub-
pixel pairs in accordance with the layout patterns shown
in FIG. 88 are stored as lookup tables LUT which take
Dy and Gx as variables, and return values of "0" and "1".
With this, it is possible to identify whether the up-and-
down sub-pixel pair connected to an arbitrary data line
Dy and an arbitrary scanning line Gx is P2R or P2L from
LUT (Dy, Gx).
[0363] By combining LUT (Dy, Gx) shown in FIG. 88
with even/odd of the scanning lines and the data liens,
the facing directions (upward/downward) of the sub-pix-
els to be connected to an arbitrary scanning line and data
line can be determined as shown in FIG 89. When the
upward pixels and downward pixels shown in FIG 84 are
replaced with LUT (Dy, Gx) and even/odd of the scanning
lines, the relation shown in FIG 90 can be obtained.
[0364] As described above, the synthesized image da-
ta CM can be generated from the information shown in
FIG 83, FIG 88 and the regularities shown in FIG 86, FIG.
89.
[0365] FIG. 91 summarizes the parameter variables
required for generating the synthesized image data and
specific example of the variable contents (layout pattern
3). At least one set of parameter sets shown in FIG 91
is saved in the parameter storage device 340 shown in
FIG 63 to be used for generating the synthesized image
data. As described, through saving the parameters re-
quired for generating the synthesized image data, it is
possible to correspond to changes in the design of the
display part by changing the parameters. It is also pos-
sible to switch the parameters according to the changes
in the display module to be driven by saving a plurality
of parameters. This makes it possible to reduce the
number of steps for changing the parameters.

(Explanations of Actions)

[0366] Actions of the exemplary embodiment will be
described by referring to the drawings. FIG 92 - FIG. 100
are flowcharts showing an example of display action of
the display device according to the exemplary embodi-
ment.

(Step S1000)

[0367] As shown in FIG 92, when the action of the dis-
play device according to the exemplary embodiment is
started, various kinds of parameters required for gener-
ating the synthesized image are read from the parameter
storage device 340 shown in FIG 63. The viewpoint "v1"
of the input image to which the odd-numbered data line
corresponds, the viewpoint "v2" of the input image to

which the even-numbered data line corresponds, colors
CL1, CL2, CL3 which show the color order by the color
filters in a row unit, the row number "n" and the column
number "m" having a sub-pixel of the display part 250 as
a unit, "u" which shows the facing direction of the sub-
pixel t positioned on the first row of the first column of the
display part 250, and LUT showing the layout pattern of
the up-and-down sub-pixel pairs configuring the display
part 250 are set to the readout control device 330

(Step S2000)

[0368] The input image data having the image data
M1, M2 configured with image data of i-rows and j-col-
umns and the synchronous signals are inputted to the
writing control device 310 from outside. The writing con-
trol device 310 sequentially generates addressees of the
inputted pixel data from M1 (1, 1) RGB to M1 (i, j) RGB
and from M2 (1, 1) RGB to M2 (i, j) RGB by utilizing the
synchronous signals, and stores the addresses in the
image memory 320. Therefore, it is possible to select
arbitrary viewpoint images M1/M2, positions (row Iy, col-
umn Ix), each color (R/G/B) luminance data from the input
image data stored in the image memory 320 by desig-
nation of the address. That is, data readout can be done
via the addresses given by the writing control device 310.
Explanations regarding a specific address map inside
the memory are omitted, since it only needs to be able
to identify the viewpoint images of the input image data,
position, and each color luminance data. The image
memory 320 has regions at least for two screens of the
synthesized image data to be outputted, and alternately
uses the readout screen region and the write screen re-
gion.

(Step S3000)

[0369] The input image data (viewpoint images M1,
M2) stored in the image memory 320 shown in FIG. 63
are read out by the readout control device 330 according
to a prescribed pattern, rearranging processing is per-
formed, and the synthesized image data CM is outputted
to the data-line driving circuit 280 of the display panel
220. The actions of synthesized image output processing
will be described separately by referring to a flowchart
shown in FIG. 93.

(Step S8000)

[0370] When the readout and rearranging processing
is completed, one-frame display action is completed. The
procedure is returned to step S2000, and the above-de-
scribed actions are repeated.
[0371] In FIG 92, the input image writing processing
(step S2000) and the readout and rearranging process-
ing (step S3000) are illustrated in order for convenience’
sake. However, as has been described in step S1100,
the image memory 320 has the regions for two screens.
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Therefore, actually, the writing processing in a given
frame Fn and readout and rearranging processing of a
frame Fn - 1 already written to the image memory are
executed in parallel.
[0372] Next, actions of the synthesized image output
processing will be described by referring to FIG 93. FIG
93 is a flowchart showing the processing contents of step
S3000 shown in FIG 92. FIG 93 mainly shows the count
processing for one frame having a scanning line as a unit.

(Step S3100)

[0373] "1" is given to the variables "Gx", "q", and "t" as
an initial value. "Gx" is the variable for counting the
number of scanning lines, and the count value corre-
sponds to the scanning line selected in the display panel.
Further, "t" is the variable for counting even/odd of the
scanning lines, i.e., the cycle of two scanning lines, and
"q" is the variable used for designating the column
number Ix of the input image data as shown in FIG 86,
which is incremented by 1 every time "t" counts "2".

(Step S4000)

[0374] The synthesized image data for one line corre-
sponding to the scanning line Gx of the display panel is
outputted. The actions of line data output processing will
be described separately by referring to a flowchart shown
in FIG 94.

(Step S7100)

[0375] It is judged whether or not the count value of
Gx has reached the last scanning line Gm+1 of the dis-
play part. For the judgment, the column number "m" of
the display part set in step S 1000 shown in FIG. 92 is
used. When it has not reached to "m+1", it is judged as
Yes and the procedure is advanced to step S7200. When
it is "m+1", the judgment is No and the procedure of FIG
93 is ended. Then, the procedure is advanced to step
S8000 of FIG 92.

(Step S7200)

[0376] "1" is added to each of the count values of "t"
and "Gx" in accordance with the horizontal synchronous
signals from the timing control device 350 shown in FIG.
63.

(Step S7300)

[0377] Judgment by the count value of "t" is executed.
When "t is larger than 2, it is judged as Yes and the pro-
cedure is advanced to step S7400. When "t" is 2 or less,
the judgment is No and the procedure is advanced to
step S4000.

(Step S7400)

[0378] The count value of "t" is returned to 1, the count
value of "q" is incremented by 1, and the procedure is
advanced to step S4000.
[0379] Next, actions of line data output processing will
be described by referring to FIG. 94. FIG 94 is a flowchart
showing the processing contents of step S4000 shown
in FIG 93. FIG 93 mainly shows the count processing for
one line having a data line as a unit.

(Step S4100)

[0380] "1" is given to the variables "Dy", "p", and "s"
as an initial value. "Dy" is the variable for counting the
number of data line. Further, "s" is the variable when
counting the cycle of six data lines, and "s" is the variable
used for designating the row number Iy of the input image
data as shown in FIG 90, which is incremented by 1 every
time "s" counts "6".

(Step S5000)

[0381] The input image data corresponding to the
scanning line Gx and the data line Dy is read out from
the image memory 320, the input image data is rear-
ranged in the data order according to the display panel,
and the rearranged data is stored in a line memory L in
the count value order of Dy. The actions of the readout
and rearranging processing will be described separately
by referring to a flowchart shown in FIG 95.

(Step S6000)

[0382] It is judged whether or not the count value of
Dy has reached the entire data line number Dn+1 of the
display part. For the judgment, the row number "n" of the
display part set in step S1000 shown in FIG 92 is used.
When it has not reached to "n+1", it is judged as Yes and
the procedure is advanced to step S6100. When the
count value of Dy is "n+1", the judgment is No and the
procedure is advanced to step S7000.

(Step S6100)

[0383] "1" is added to each of the count values of "s"
and "Dy" in accordance with the signals from the timing
control device 350 shown in FIG 63.

(Step S6200)

[0384] Judgment by the count value of "s" is executed.
When "s" is larger than 6, it is judged as Yes and the
procedure is advanced to step S6300. When "t" is 6 or
less, the judgment is No and the procedure is advanced
to step S5000.
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(Step S6300)

[0385] The count value of "s" is returned to 1, the count
value of "p" is incremented by 1, and the procedure is
advanced to step S5000.

(Step S7000)

[0386] The synthesized image data CM (Gx) for one
line of the scanning line Gx stored in the line memory L
is outputted to the data-line driving circuit 280 shown in
FIG 63 by synchronizing with the control signal 281 for
data-line driving circuit generated by the timing control
device 350. The line data output processing is ended by
completing step S7000, and the procedure is advanced
to step 7100 shown in FIG. 93. The actions of the proce-
dure are so described that the procedure is advanced to
step S7100 of FIG 93 after completing the processing
step S7000. However, it is so described for convenience’
sake, and the output processing of the synthesized image
data (Gx) by step S7000 and the processing of step
S7100 and thereafter shown in FIG. 93 may be executed
in parallel.
[0387] Next, actions of the readout and rearranging
processing will be described by referring to FIG 95. FIG
95 is a flowchart showing the processing contents of step
S5000 shown in FIG. 94. FIG 93 mainly shows branching
processing for the count values "s" of the cycle of six data
lines.

(Steps S5010-S5050)

[0388] This is the branching processing executed ac-
cording to the count value "s". The procedure is advanced
to step S5100 when "s = 1", advanced to step S5200
when "s = 2", advanced to step S5300 when "s = 3",
advanced to step S5400 when "s = 4", advanced to step
S5500 when "s = 5", and advanced to step S5600 when
"s" takes other values (s = 6).

(Steps S5100-S5600)

[0389] The pixel data corresponding to the sub-pixels
connected to the display panel (Dy, Gx) is designated
from the input image data within the image memory in
accordance with the count value "s". Actions of the input
data designation processing are shown in each of draw-
ings FIG 96 - FIG 101. With the input data designation
processing, the viewpoint number k of the input image
data corresponding to the data line Dy and the scanning
line Gx, the row number Iy, the column number Ix, and
the colors CL are determined.

(Step S5700)

[0390] It is judged whether or not the row number Iy
and the column number Ix of the designated input image
data are the sub-pixels that do not exist on the display

part. For the judgment, the row number "n" and the col-
umn number "m" of the display part set in step S1000
shown in FIG 92 are used. Under each of the conditions
"Ix = 0", "Ix = m/2+1", "Iy = 0" or "Iy = n/3+1", there is no
corresponding sub-pixel on the display part. Therefore,
under any of the above conditions, it is judged as Yes
and the procedure is advanced to step S5710. Under a
state that does not meet any of those conditions, it is
judged as No and the procedure is advanced to step
S5720.

(Step S5710)

[0391] This is the processing executed in a case where
there is no corresponding sub-pixel on the display part
on the Iy row and Ix column of the designated input image
data. Thus, even though it is not reflected upon display,
"z" is outputted as data PD of the data line Dy on the
scanning line Gx. As an example, "z" is set as "0".

(Step S5720)

[0392] The corresponding address in the image mem-
ory is designated based on the viewpoint number "k" of
the designated input image data, the row number Iy, the
column number Ix, and the colors CL. By designation of
the address, the data PD = M(k) (Iy, Ix) (CL) of the data
line Dy on the scanning line Gx is read out from the image
memory.

(Step S5800)

[0393] The data PD of the data line Dy on the scanning
line Gx is stored in the line buffer L which stores data of
one scanning line. When the data PD is stored to the line
buffer, the readout and rearranging processing is ended.
Then, the procedure is advanced to step S6000 shown
in FIG 94 where it is judged whether or not the data stor-
age processing to the line buffer L is completed for all
the data lines (n+1) connected to the scanning line Gx.
[0394] Next, actions of input data designation process-
ing will be described by referring to FIG 96 - FIG 101.
FIG 96 shows the processing for designating the view-
point number "k" of the input image data, the row number
Iy, the column number Ix, and the color CL when the
count value "s" showing the count processing of FIG. 94
is 1. For the designation, used are the parameters "v1",
"v2", "C1", "C2", "C3", "u", "LUT" read in step S1000
shown in FIG 92, variables "Gx", "q", "t", showing the
count processing of FIG 93, and the variables "Dy", "p"
showing the count processing of FIG 94.

(Step S5110)

[0395] It is judged whether the up-and-down sub-pixel
pair connected to the scanning line Gy and the data line
Dy is P2L or P2R. As the judgment condition, "LUT (Dy,
Gx) = 0" is used as an example. When judged as Yes
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(the up-and-down sub-pixel pair is P2R), the procedure
is advanced to step S5111. When judged as No (the up-
and-down sub-pixel pair is P2L), the procedure is ad-
vanced to step S5112.

(Steps S5111, S5112)

[0396] Even/odd of the scanning line Gx is judged. As
the judgment condition, "t = 1" with which the scanning
line Gx becomes an odd-numbered line is used as an
example. The odd number and even number of the scan-
ning line is related to designation of the column number
Ix as shown in FIG 86 and related to designation of the
row number Iy as well as the color CL as shown in FIG
90. When judged as Yes (the scanning line is an odd-
numbered scanning line), the procedure is advanced
from step S5111 to step S5121, and advanced from step
S5112 to step S5122 to perform judgment processing of
"u" for designating the column number Ix. In the mean-
time, when the judgment is No, the scanning line is an
even-numbered scanning line. In that case, as shown in
FIG 86, the column number Ix does not depend on "u".
Therefore, when judged as No, the procedure is ad-
vanced from step S5111 to step S5133, and advanced
from step S5112 to step S5132 to perform designation
processing of the column number Ix. Note here that, as
shown in FIG 92, designation of the row number Iy and
the color CL according to the value of LUT becomes
switched depending on even/odd of the scanning line.
Thus, as shown in FIG. 96, the processing flow becomes
crossed.

(Steps S5121, S5122)

[0397] In order to designate the column number Ix ac-
cording to FIG 86, it is judged whether the sub-pixel on
the first row of the first column is the upward pixel or the
downward pixel. As the judgment condition, "u = 0" is
sued. When the judgment is Yes (the upward pixel), the
procedure is advanced from step S5121 to step S5131
and advanced from step S5122 to step S5133. In the
meantime, when the judgment is No, the procedure is
advanced from step S5121 to step S5132 and advanced
from step S5122 to step S5134.

(Steps S5131, S5134)

[0398] The column number Iy of the input image data
is designated by using "q", respectively. Since "s = 1",
the data line is an odd-numbered data line. Thus, the
column number is determined by the conditional branch-
ing and FIG 86. The procedure is advanced from steps
S5131, S5132 to step S5141, and advanced from step
S5133, S5134 to step S5142.

(Steps S5141, S5142)

[0399] Based on the relation shown in FIG 90, the view-

point number "k" of the input image data, the row number
Ix, and the color CL are designated. Note that "s = 1"
correspond to data line 6p-5 in FIG 90. The row number
Ix is designated by using "p". The viewpoint number "k"
and the color CL are designated by the parameters se-
lected as in steps S5141, S5142 from the parameters
read in step S1000 of FIG 92. In the manner described
above, the viewpoint number "k" of the input image data,
the row number Ix, and the color CL are designated, and
the input data designation processing is ended. Then,
the procedure is advanced to step S5770 shown in FIG
95.
[0400] FIG 97 shows the processing for designating
the viewpoint number "k" of the input image data, the row
number Ix, and the color CL when the count value "s"
showing the count processing of FIG 94 is 2. As shown
in FIG 97, designation of the parameters selected as the
viewpoint number "k" and the color CL, and the row
number Ix are different from the case of FIG 96, the
processing flow is the same as the case when "s = 1".
However, when "s" is 2, the data lien is an even-num-
bered data line. This, designation of the column number
Iy as in FIG 86 is different from the case of FIG 96. There-
fore, for the judgment condition regarding whether the
sub-pixel on the first row of the first column of the display
part is the upward pixel or the downward pixel, " u = 1"
is used unlike the case of FIG. 96.
[0401] Similarly, FIG 98 is a flowchart showing the
processing for designating the viewpoint number "k" of
the input image data, the row number Ix, and the color
CL when the count value "s" is 3, FIG 99 is a flowchart
when the count value "s" is 4, FIG 100 is a flowchart when
the count value "s" is 5, and FIG 101 is a flowchart when
the count value "s" is 6. The processing flows thereof are
the same as the case of "s = 1", so that explanations
thereof are omitted.
[0402] As described above, the processing described
by using FIG 92 - FIG. 100 makes it possible to execute
the actions for generating and displaying the synthesized
image data in accordance with the display module from
the input image data inputted from outside on the display
device of the exemplary embodiment. The processing
described above is merely an example of the exemplary
embodiment, and the exemplary embodiment is not lim-
ited only to such processing. For example, the order of
the branching processing executed for designating the
viewpoint number "k" of the input image data written in
the image memory, the row number Iy, the column
number Ix, and the color CL may not have to be in the
order shown in FIG 96 - FIG 101 as longs as the desig-
nation result of the input data designation processing
matches with FIG 86 and FIG 90. Further, in FIG 95, for
example, the sub-pixel which does not exist on the dis-
play part is judged, and "z = 0" is supplied as the data
PD. However, the data supplied as "z" does not contribute
to the display and is invalid since the sub-pixel does not
exist on the display part. Therefore, when there is enough
capacitance in the image memory, the judgment process-
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ing itself may be omitted, address of the invalid data may
be set, and memory readout processing may be execut-
ed. In that case, steps S5700, S5710 of FIG 95 can be
omitted, and step S5720 can be executed as the memory
readout processing. Thus, the processing amount can
be suppressed, even though the image memory be-
comes increased.
[0403] The structures and operations of the ninth ex-
emplary embodiment of the present invention have been
described heretofore.
[0404] FIG 102A is a block diagram showing a terminal
device that is an example to which the display device of
the exemplary embodiment is applied. The terminal de-
vice 500A shown in FIG. 102A is configured, including
an input device 501, a storage device 502, an arithmetic
calculator 503, an external interface 504, a display device
505A of the exemplary embodiment, and the like. As de-
scribed above, the display device 505A includes a display
controller 300, so that data for two images may be trans-
mitted as in a case where the image data is transmitted
from the arithmetic calculator 503 to a typical display de-
vice. The two pieces of image data may be the image
data which are displayed two dimensionally on a typical
display panel. That is, the display device 505A of the
exemplary embodiment includes the display controller
300, so that the arithmetic calculator 503 does not need
to execute any special processing on the two pieces of
images data to be outputted. Thus, there is no load im-
posed upon the arithmetic calculator 503 in this respect.
Further, the display controller 300 of the exemplary em-
bodiment includes an image memory 320 (FIG 63). Thus,
the two pieces of image data outputted by the arithmetic
calculator 503 are not limited to be in a form where the
image data are lined in the horizontal direction whose
image is shown in FIG 102 (the so-called side-by-side
form), but may be in a form where the image data are
lined in the vertical direction or in a frame time-division
form.
[0405] With the terminal device to which the present
invention is applied, the display controller is not limited
to the structure to be loaded on the display device as in
the case of FIG 102A. For example, the display controller
may be loaded not on the display device but on a circuit
substrate where the arithmetic calculator 503 is loaded.
[0406] Further, as in the case of a terminal device 500B
shown in FIG 120B, the processing procedure of the dis-
play controller may be put into a program and the display
controller 300 may be provided to the arithmetic calcu-
lator 503.
[0407] The terminal devices shown in FIG. 102A and
FIG 102B can deal with a case where a display module
A is changed to a display module B (not shown) without
changing the display controller 300. For example, the
display module 400B (not shown) is different from the
display module 400A in terms of the layout of the image
separating device, the order of the color filters, the layout
patterns of the up-and-down sub-pixel pairs, and the like.
Specifications of the display modules are determined de-

pending on the various factors required to the display
devices from the terminal devices to be loaded, such as
the image quality, cost, size, and resolution. The display
controller 300 according to the present invention includes
the parameter storage device 340 (FIG 63). Thus, it is
possible to deal with the changes in the display module
by rewriting or selecting the parameters, and the same
display controller 300 can be used. This makes it possible
to decrease the number of designing steps for the display
device and the terminal device, and to decrease the cost
therefore.
[0408] While the exemplary embodiment has been de-
scribed by referring to the case of the stereoscopic dis-
play device which provides different images to both eyes
of the observer. The present invention may also be ap-
plied to a 2-viewpoint display device which provides dif-
ferent images depending on the observing positions.
[0409] Further, while the exemplary embodiment has
been described by referring to the case where the len-
ticular lens is used for the optical image separating device
and the lenticular lens is disposed on the observer side
of the display panel, the lenticular lens may be disposed
on the opposite side from the observer. Furthermore, as
the optical image separating device, it is also possible to
employ a parallax barrier. Moreover, it is also possible
to provide, on a display panel, a substrate where polar-
ization elements corresponding to each sub-pixel for dis-
playing the viewpoint images M1, M2 are arranged in
such a manner that the light emitted from the sub-pixels
comes under different polarization state for each view-
point image, and such display panel may be applied to
an eye-glass type stereoscopic image display device.
[0410] Further, the structure of the sub-pixel 40 (FIG
63) is not limited to the first example (referred to as "first
sub-pixel" and "first up-and-down sub-pixel pair" herein-
after) shown in FIG 65 - FIG 68, but a second example
(referred to as "second sub-pixel" and "second up-and-
down sub-pixel pair" hereinafter) shown in FIG 103 and
FIG. 104 can also be applied. FIG 103 shows the struc-
ture of the second up-and-down sub-pixel pair P2R and
equivalent circuits, and FIG 104 shows the structure of
the second up-and-down sub-pixel pair P2L and equiv-
alent circuits. In those drawings, the sizes and reduced
scales of each structural element are altered as appro-
priate for securing the visibility in the drawing.
[0411] The difference between the first sub-pixel and
the second sub-pixel that is shown in FIG 103 and FIG
104 is the layout of the storage capacitance lines. In the
second sub-pixel, the storage capacitance line CSx is
formed on a metal film that is on the same layer as that
of the scanning lines. Thus, among the electrodes that
form a storage capacitance 444, the electrode on the
opposite side of a semiconductor layer 443 and the stor-
age capacitance CSx can be formed with the same-layer
metal film. Further, by disposing the storage capacitance
CSx between the scanning lines perpendicularly with re-
spect to the data line, the contact hole 448 (FIG 67 and
the like) which is necessary in the first sub-pixel can be
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omitted. The contact hole can be omitted with the second
sub-pixel, so that micronization of the sub-pixels can be
achieved. This makes it possible to achieve high resolu-
tion of the display part.
[0412] In the first sub-pixel, as shown in FIG 67 and
the like, the storage capacitances 44 of the sub-pixels
lined in the horizontal direction are connected via the
storage capacitance lines CS. In the meantime, in the
second sub-pixel, the storage capacitances 444 of the
sub-pixels lined in the vertical direction are connected
via the storage capacitance lines CSx. Thus, with the
second sub-pixels, it is necessary to be cautious about
the storage capacitance lines connected in a column unit
and the polarity of the voltage written to the sub-pixels,
when applying the polarity inversion drive to a liquid crys-
tal panel.
[0413] For example, in a case where a dot inversion
drive is employed to the layout pattern 3 shown in FIG
76, when an arbitrary scanning line (e.g., Gx+1 (FIG.
103C, FIG 104C) is selected, the polarities written to the
sub-pixels become the same by a column unit i.e., by a
storage capacitance line unit (e.g., by CSx, CSx+1).
When the polarities written to the sub-pixels connected
to the storage capacitance line becomes the same at the
gate selection timing, potential fluctuations in the storage
capacitance lines generated by the written voltages be-
come uniform as well. This generates crosstalk in the
extending direction of the storage capacitance lines,
thereby deteriorating the displayed image quality.
[0414] Therefore, when the second sub-pixels shown
in FIG. 103 and FIG 104 are used, it is preferable to em-
ploy a 2-dot inversion drive for the polarity inversion drive
method. FIG. 105 shows the polarity distribution of the
display part when the 2-dot inversion drive is employed
to the layout pattern 2 shown in FIG. 82, and the data
line polarity for each scanning line of the 2-dot inversion
drive. "+" and "-" in the drawing show the polarity as in
the case of FIG. 74. As shown in FIG 105, the 2-dot in-
version drive is a driving method which inverts the polarity
by every two data lines and, further, inverts the polarity
of the data line every selecting period of single scanning
line. In this case, when an arbitrary scanning line Gx+1
is selected, the polarities of the sub-pixels to which the
voltage is written become different in a unit of x column
or a unit of (x+1) columns. That is, there are both positive
and negative polarities for the polarities written to the
sub-pixels connected to the storage capacitance lines at
the gate selecting timing. Thus, the potential fluctuations
in the storage capacitance lines generated due to the
written voltages can be set off and uniformanized, which
provides an effect of suppressing crosstalk generated in
the extending direction of the storage capacitance line.
[0415] In the polarity distribution shown in FIG 105, the
polarities are the same in a row unit. Thus, it is possible
to achieve the same flicker suppressing effect as that of
the case where a gate line inversion drive (1H inversion
drive) is employed to a typical panel. Further, in a case
where the structure of the second sub-pixel shown in

FIG. 103 and FIG 104 is used, it is possible to achieve
the same flicker suppressing effect as that of the case
where a dot inversion drive is employed to a typical panel
through employing the 2-dot inversion drive by using a
layout pattern 6 shown in FIG 106. FIG 107 shows the
polarity distribution of the display part when the 2-dot
inversion drive is employed to the layout pattern 6 shown
in FIG 106.
[0416] The polarity inversion drive method for the case
using the second sub-pixels shown in FIG 103 and FIG
104 is not limited to the 2-dot inversion drive. It is also
possible to employ a 3-dot inversion drive (pixel inversion
drive) and the like.
[0417] Further, the display panel of the exemplary em-
bodiment has been described as the liquid crystal display
panel using liquid crystal molecules. However, as the liq-
uid crystal display panel, not only a transmissive liquid
crystal display panel but also a reflective liquid crystal
display panel, a transflective liquid crystal display panel,
a slight-reflective liquid crystal display panel in which the
ratio of the transmissive region is larger than that of the
reflective region, a slight-transmissive liquid crystal panel
in which the ratio of the reflective region is larger than
the transmissive region, and the like can be applied. Fur-
ther, the driving method of the display panel can be ap-
plied to the TFT method in a preferable manner.
[0418] For the TFTs of the TFT method, not only those
using amorphous silicon, low-temperature polysilicon,
high-temperature polysilicon, single crystal silicon, but
also those using an organic matter, oxide metal such as
zinc oxide, and carbon nanotube can also be employed.
Further, the present invention does not depend on the
structures of the TFTs. A bottom gate type, a top gate
type, a stagger type, an inverted stagger type, and the
like can also be employed in a preferable manner.
[0419] Further, the exemplary embodiment has been
described by referring to the case where the sub-pixel of
the up-and-down sub-pixel pairs is in a substantially trap-
ezoid shape. However, the shape of the sub-pixel is not
limited to the trapezoid, as long as it is a shape which
can maintain the optical property of the up-and-down
sub-pixel pairs, and the connecting relation thereof with
respect to the scanning lines and the data lines. Other
polygonal shapes may also be employed. For example,
when the top side of the trapezoid described in the ex-
emplary embodiment is shortened, the shape turns out
as a triangle. Further, when the upward sub-pixel and
the downward sub-pixel are rotationally symmetric by
180 degrees, a hexagonal shape, an octagonal shape,
and the like with the bent scanning lines may also be
employed.
[0420] Further, for the display panel, it is possible to
employ those other than the liquid crystal type. For ex-
ample, it is possible to employ an organic electrolumi-
nescence display panel, an inorganic electrolumines-
cence display panel, a plasma display panel, a field emis-
sion display panel, or PALC (Plasma Address Liquid
Crystal).
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(TENTH EXEMPLARY EMBODIMENT)

[0421] The structure of a display device according to
a tenth exemplary embodiment of the present invention
will be described. It is a display device which provides
different images to a plurality of N-viewpoints, and it is a
feature of this display device that N is 3 or larger while
N is 2 with the display device of the ninth exemplary em-
bodiment. Hereinafter, the tenth exemplary embodiment
will be described by referring to a case of stereoscopic
display device which provides different images to four
viewpoints (N = 4).
[0422] First, the outline of the tenth exemplary embod-
iment will be described by referring to FIG 108. A display
controller 301 of this exemplary embodiment further in-
cludes an input data rearranging device 360 which rear-
ranges viewpoint image data for three viewpoints or more
inputted from outside into two pieces of image data. Here-
inafter, the two pieces of image data rearranged by the
input data rearranging device 360 are referred to as two
pieces of input synthesized data.
[0423] The writing control device 310 has a function of
writing the two pieces of input synthesized data rear-
ranged by the input rearranging device 360 to the image
memory 320 instead of the viewpoint images inputted
from outside. The two pieces of input synthesized data
correspond to the viewpoint images M1, M2 of the input
image data of the ninth exemplary embodiment. Herein-
after, the tenth exemplary embodiment will be described
in details.
[0424] The display part of the tenth exemplary embod-
iment is configured with up-and-down sub-pixel pairs
whose structure and equivalent circuits are shown in FIG.
67 and FIG 68. Explanations of the up-and-down sub-
pixel pairs are omitted, since those are the same as the
case of the ninth exemplary embodiment.
[0425] FIG 109 is an example showing the relation be-
tween an image separating device and the display part
according to the tenth exemplary embodiment. Regard-
ing the XY axes in the drawing, X shows the horizontal
direction and Y shows the vertical direction. Trapezoids
arranged in twelve rows in the vertical direction and in
twelve columns in the horizontal direction are the sub-
pixels, and shadings are the colors in a pattern in which
R, G, and B are repeated in this order by each row from
the first row. In the image separating device, a cylindrical
lens 230a configuring a lenticular lens 230 corresponds
to a unit of four columns of sub-pixels, and it is so ar-
ranged that the longitudinal direction thereof becomes in
parallel to the vertical direction so as to exhibit the lens
effect for the horizontal direction. Light rays emitted from
the sub-pixels are separated to different directions of
four-column cycles in a column unit, and form four view-
point images at positions distant from the lens plane due
to the lens effect of the cylindrical lenses 230a. The pixel
as the structural unit of each of the four viewpoint images
is configured with three sub-pixels of RGB lined in the
vertical direction in a column unit. As each example, FIG

109 shows the pixel of the first viewpoint image as M1P,
the pixel of the second viewpoint image as M2P, the pixel
of the third viewpoint image as M3P, and the pixel of the
fourth viewpoint image as M4P.
[0426] FIG 110 shows an optical model of each view-
point image formed by the light rays emitted from the
pixels M1P - M4P for each viewpoint. As shown in FIG.
110, the lenticular lens 230 is disposed on the observer
side of the display panel, and also disposed in such a
manner that the projected images from all M1P of the
display part are superimposed at a plane away from the
lens plane by a distance OD, and also projected images
from M2P, M3P, and M4P are superimposed and the
width of the superimposed projected images in the X di-
rection becomes the maximum. With this layout, the re-
gions of the first viewpoint image, the second viewpoint
image, the third viewpoint image, and the fourth viewpoint
image are formed in the horizontal direction in order from
the left viewed from the observer.
[0427] Next, the connecting relation regarding the sub-
pixels shown in FIG 109 and scanning line as well as
data lines will be described. FIG. 111 is an example of
the display part of the tenth exemplary embodiment
shown in FIG 109 which is configured with up-and-down
sub-pixel pairs P2R and P2L, and it is a layout pattern 5.
As shown in FIG 111, the combination of the up-and-
down sub-pixel pairs P2L and P2R of the layout pattern
5 is the same as that of the layout pattern 3 shown in
FIG. 73 from the first column to the fourth column of the
display part, while the up-and-down sub-pixel pairs P2R
and the up-and-down sub-pixel pairs P2L are switched
with respect to the case of the layout pattern 3 from the
fifth column to the eight column of the display part. Fur-
ther, it is the same with the layout pattern 3 from the ninth
column to the twelfth column of the display part. That is,
the layout pattern 5 is a pattern in which the layout pattern
3 and the pattern where the up-and-down sub-pixels P2R
and the up-and-down sub-pixel pairs P2L are switched
with respect to the case of the layout pattern 3 are re-
peated by every four columns. The layout pattern 5 ex-
hibits a flicker suppressing effect and an effect of sup-
pressing abnormal alignment of the liquid crystal mole-
cules, when the dot inversion driving method is employed
for the polarity inversion drive method.
[0428] FIG 112 shows the polarity distribution of the
display part when the dot inversion drive is applied to the
layout pattern 5 shown in FIG 111, and shows the data
line polarity for each scanning line of the dot inversion
drive. As described in FIG. 109, with the tenth exemplary
embodiment, each viewpoint image is provided in a four-
column cycle. As shown in FIG 111, the up-and-down
sub-pixel pairs P2R and P2L in the layout pattern 3 (FIG.
73) are switched in a four-column cycle by corresponding
to the periodicity of the viewpoint images, and the dot
inversion drive is employed. With this, in each of the sep-
arated viewpoint images from the first viewpoint image
to the fourth viewpoint image, the polarities of the later-
ally-neighboring sub-pixels are inverted, and the polari-
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ties are inverted by every two rows of the sub-pixels in
the vertical direction. That is, the same flicker suppress-
ing effect as the case of employing the vertical 2-dot in-
version drive for a typical panel can be achieved. Further,
regarding the polarity distribution of the layout pattern 5,
the long sides of the pixel electrodes in trapezoids come
to be in a same polarity. Thus, it is possible to suppress
abnormal alignment of the liquid crystal molecules in the
vicinity of the long sides neighboring to each other, there-
by making it possible to provide a high image quality.
[0429] Next, described is synthesized image data that
is supplied to the display part of the tenth exemplary em-
bodiment by referring to a case where the display part is
in the layout pattern 5 (FIG 111). FIG 113 shows image
data for four viewpoints inputted to the display controller
301 from outside. Each of the first viewpoint image data
to the fourth viewpoint image data as the input image
data is configured with pixel data lined in i-rows and j-
columns (i = 4, j = 3). Regarding each of reference codes
in "Mk (Iy, Ix) RGB", "k" indicates the viewpoint number,
"Iy" is the row number within an image, "Ix" is the column
number within the image, and "RGB" means that it carries
luminance information of each of the colors R: red, G:
green, and B: blue.
[0430] FIG 114 shows synthesized image data 5 to be
supplied to the display module, when the input image
data shown in FIG 113 is displayed on the layout pattern
5 shown in FIG 111. The synthesized image data 5 can
be generated in the manner described hereinafter by us-
ing the input data rearranging device 360 shown in FIG
108 from the regularities of the data line unit and the
scanning line unit based on the setting parameters of the
image separating device and the color layout of the color
filters, the setting parameter of the layout pattern, and
the layout of the up-and-down sub-pixel layout (LUT) as
in the case of the ninth exemplary embodiment. FIG 115
shows LUT (Dy, Gx) which is the pattern of the up-and-
down sub-pixel pairs P2R and P2L connected to an ar-
bitrary data line Dy and an arbitrary scanning line Gx of
the layout pattern 5.
[0431] The input data rearranging device 360 rear-
ranges the image data for N-viewpoints inputted from
outside into two pieces of input synthesized data M1’ and
M2’ which correspond to the odd-numbered columns and
the even-numbered columns of the display part in a col-
umn unit. In the layout of the image separating device
disposed on the display part shown in FIG 109 and FIG
110, synthesized input data M1’, M2’ generated from the
input data for four viewpoints (N = 4) shown in FIG. 113
are illustrated in FIG. 116. As show in FIG 116, rear-
rangement in a column unit is executed, so that an arbi-
trary row number Iy of the input image data and the row
number of the generated input synthesized data corre-
spond with each other (same row number Iy). However,
the column number of the input synthesized data is dif-
ferent from the arbitrary column number Ix of the input
image data. Thus, the column number of the input syn-
thesized image data is expressed as Ix’.

[0432] In the ninth exemplary embodiment, the two
viewpoint images M1 and M2 of the input image data are
displayed by being separated for the even-numbered col-
umns and the odd-numbered columns of the display part.
Therefore, as described above, it is possible to generate
the synthesized image data with the same processing as
the processing described in the ninth exemplary embod-
iment through sending the input synthesized data M1’
and M2’ generated by the rearranging processing that is
executed according to the even-numbered columns and
the odd-numbered columns of the display part to the writ-
ing control device 310. However, in order to generate the
input synthesized data by having the image data for N-
viewpoints inputted from outside corresponded to the
even-numbered columns and the odd-numbered col-
umns of the display part, information regarding the col-
umn numbers of the display part and the viewpoint num-
bers of the inputted image data is required.
[0433] FIG 117 is an example of a relation regarding
the column number "x", the viewpoint images M1 - M2
of the input image data, and the input synthesized data
M1’, M2’ under the relation of the display part and the
image separating device shown in FIG 109. The column
number and the viewpoint image Mk are related to the
layout of the image separating device and the number of
viewpoints, and determined by design of the display mod-
ule. For example, the image separating device disposed
on the observer side of the display panel as in FIG. 110
may be disposed to be in the relation with respect to the
display part shown in FIG 118. In that case, in order to
form the regions of the first viewpoint image, the second
viewpoint image, the third viewpoint image, and the fourth
viewpoint image along the horizontal direction in order
from the left side viewed from the observer as in the case
of FIG 110, the sub-pixel on the first column (x = 1) of
the display part corresponds to M2, the sub-pixel of x =
2 corresponds to M1, the sub-pixel of x = 3 corresponds
to M4, the sub-pixel of x = 4 corresponds to M3, the sub-
pixel of x = 5 corresponds to M2, ---, respectively, as
shown in FIG 118.
[0434] Further, when the image separating device is
disposed to the display panel on the opposite side from
the observer unlike the case of FIG. 110 even though the
positional relation between the image separating device
and the display part is the same as the case of FIG 117,
the sub-pixel of the column number x = 1 corresponds to
M1, the sub-pixel of x = 2 corresponds to M2, the sub-
pixel of x = 3 corresponds to M3, the sub-pixel of x = 4
corresponds to M4, ---, respectively. Further, when the
number of viewpoints of the display module changes, the
corresponding relation between the column number "x"
and the viewpoint number becomes different from that
of FIG. 117.
[0435] As described above, in order to execute the in-
put rearranging processing, the relation between the col-
umn number "x" of the display part and the viewpoint
number "k" needs to be stored in the display controller.
As an example, FIG 119 shows a table TM (N, op, x)
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which shows the value of the viewpoint number "k" ac-
cording to the column number "x" of the display part. The
table TM shown in FIG 119 uses parameters "N" and "op"
for corresponding to a plurality of display modules. "N"
shows the number of viewpoints, and "op" is correspond-
ed depending on the difference in the layout of the image
separating device as in FIG 117 and FIG 118. With the
table TM, it is not necessary to store the viewpoint "k" for
all the m-columns configuring the display part as shown
in FIG 119. It is possible to compress the information
amount by storing the viewpoint according to the repeat-
ed pattern of the viewpoint numbers corresponding to
the column number. Further, the parameters "N" and "op"
may be defined as appropriate according to the design
of the display controller, and it is possible to compress
the information amount of the table TM through limiting
the types. The table TM may be stored in the parameter
storage device 341 shown in FIG. 108.
[0436] The viewpoint number "k" of the input image
data corresponding to an arbitrary column "x" of the dis-
play part can be obtained from the table TM. Thus, the
input synthesized data M1’ and M2’ can be generated
through rearranging the input image data by correspond-
ing those to the even/odd of the columns of the display
part. In the case of FIG 117, the input synthesized data
M1’ is corresponded to the even-numbered columns of
the display part, and the input synthesized data M2’ is
corresponded to the odd-numbered columns of the dis-
play part. However, inversely, the input synthesized data
M1’ may be corresponded to the odd-numbered columns
of the display part, and the input synthesized data M2’
may be corresponded to the even-numbered columns of
the display part. It is to be noted, however, that the cor-
responding relation between the input synthesized data
M1’, M2’ and the even/odd of the columns of the display
part is related to the viewpoint "v1" of the odd-numbered
data line and the viewpoint "v2" of the even-numbered
data line used in the readout control device 331. That is,
as described by referring to FIG. 83 of the ninth exem-
plary embodiment, the values of "v1" and "v2" are deter-
mined along with the facing direction "u" of the sub-pixel
on the first row of the first column of the display part. FIG.
120 summarizes the relation between the input synthe-
sized data M1’, M2’ and even/odd of the data lines.
[0437] In addition to the table TM, the tenth exemplary
embodiment also requires the parameter variables
shown in FIG 91 for generating the synthesized image
data as in the case of the ninth exemplary embodiment.
The table TM including the viewpoint number (N) and the
parameters shown in FIG 91 are saved in the parameter
storage device 341 to be used for generating the synthe-
sized image data.

(Explanations of Actions)

[0438] An example of the actions of the tenth exem-
plary embodiment will be described by referring to a flow-
chart. For the processing that is the same as the process-

ing of the ninth exemplary embodiment, the same draw-
ings and reference numerals are used for the explana-
tions. FIG. 121 is a flowchart showing the outline of the
actions of the tenth exemplary embodiment.

(Step S21000)

[0439] As shown in FIG 121, when the action of the
display device according to the exemplary embodiment
is started, the table TM required for generating the input
synthesized data and various kinds of parameters re-
quired for generating the synthesized image are read
from the parameter storage device 341 shown in FIG.
108. The viewpoint "v1" shows the input synthesized data
to which the odd-numbered data line corresponds, and
the viewpoint "v2" shows the input synthesized data to
which the even-numbered data line corresponds. Other
parameters are the sane as those of the ninth exemplary
embodiment, so that explanations thereof are omitted.

(Step S22000)

[0440] The input image data for N-viewpoints config-
ured each with image data of i-rows and j-columns and
the synchronous signals are inputted to the input data
rearranging device 360 shown in FIG 108 from outside.
The inputted image data for N-viewpoints is rearranged
to two pieces of input synthesized data M1’ and M2’ which
correspond to the odd-numbered columns and the even-
numbered columns of the display part in a column unit,
and outputted to the writing control device 310. Actions
of the input data rearranging processing will be described
separately by referring to a flowchart shown in FIG. 122.

(Steps S2000, S3000, S8000)

[0441] The image input writing processing and the syn-
thesized image output processing is the same as the
processing shown in the flowchart of the ninth exemplary
embodiment where the reference numerals are replaced
from the viewpoint images M1, M2 of the input image
data are replaced with the input synthesized data M1’,
M2’ and the column Ix of the input image data is replaced
with the column Ix’ of the input synthesized data. The
ninth exemplary embodiment is to be cited for the flow-
chart and the explanations of the actions.
[0442] Next, actions of the input data rearranging
processing will be described by referring to FIG. 122. The
rearranging processing reads out the corresponding pix-
el data from the input buffer through counting the column
number "x" of the display part, and executing processing
by using the table TM and by using the count value "x"
as the reference. When the rearranging processing for
one row of the input synthesized data is completed, the
count value "x" is returned to 1. The same processing is
executed over i-rows of input image data.
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(Step S22100)

[0443] The image data for N-viewpoints inputted from
outside is stored to the input buffer by using the synchro-
nous signals inputted from outside. Regarding the data
stored in the input buffer, an arbitrary viewpoint number
"k", position (row Iy, column Ix), and each color (R/G/B)
luminance data can be selected in a pixel data unit. The
input buffer does not depend on the transfer form of the
input image data for N-viewpoints, as long as it has the
data capacity capable of storing all the inputted image
data for N-viewpoints. In other words, the data capacity
of the input buffer can be compressed according to the
characteristics of the form (e.g., side-by-side format) with
which the input image data for N-viewpoints is inputted.

(Step S22200)

[0444] "1" is given to the variables "x", "Iy", "Ix"’, "Nk"
and "Nq" as an initial value. Further, "x" shows the column
number of the display part. "Iy" shows the row number
of the input image data and the row number of the input
synthesized data, and "Ix"’ shows the column number of
the input synthesized data to be generated. "Nk" is the
count value when counting the viewpoints number from
1 to N, and "Nq" is the variable used for designating the
column number of the input pixel data.

(Step S22300)

[0445] Even/odd of the count value "x" of the column
is judged. The judgment condition is whether "x" is an
odd-number or an even number. When judged as Yes,
the procedure is advanced to step S22400. When judged
as No, the procedure is advanced to step S22500.

(Step S22400)

[0446] The pixel data "M{TM(N, op, x)} (Iy, Nq) RGB"
is read out from the input buffer by using the table TM
and the count value "x", "Iy", and "Nq", and it is substituted
to the input synthesized data "M2’(Iy, Ix’) RGB". Note
here that the substitution processing to the input synthe-
sized data is executed assuming the case where the input
synthesized data M2’ is corresponded to the odd-num-
bered columns of the display part. When the input syn-
thesized data M1’ is corresponded to the odd-numbered
columns of the display part, the input synthesized image
data M2’ in this step may be replaced with the input syn-
thesized data M1’.

(Step S22500)

[0447] The pixel data "M{TM(N, op, x)} (Iy, Nq) RGB"
is read out from the input buffer by using the table TM
and the count value "x", "Iy", and "Nq", and it is substituted
to the input synthesized data "M1’(Iy, Ix’) RGB". Note
here that the substitution processing to the input synthe-

sized data is executed assuming the case where the input
synthesized data M1’ is corresponded to the even-num-
bered columns of the display part. When the input syn-
thesized data M2’ is corresponded to the even-numbered
columns of the display part, the input synthesized image
data M1’ in this step may be replaced with the input syn-
thesized data M2’.

(Step S22600)

[0448] "1" is added to the count value "Ix"’ which shows
the column number of the input synthesized data.

(Step S23000)

[0449] It is judged whether the count value "Nk" show-
ing the viewpoint number has reached to "N". The judg-
ment is conducted by comparing the number of view-
points (types) "N" of the input image data read as TM in
step S21000 shown in FIG 121 with the count value "Nk".
When the count value "Nk" has not reached to the view-
point number "N", it is judged as Yes and the procedure
is advanced to step S23100. When the count value "Nk"
has reached to the viewpoint number "N", it is judged as
No and the procedure is advanced to step S23200.

(Step S23100)

[0450] "1" is added to the count value "Nk", and the
procedure is advanced to step S23400.

(Step S23200)

[0451] The count value "Nk" is returned to 1, and 1 is
added to the count value "Nq" which designates the col-
umn number of the input pixel data.

(Step S23300)

[0452] It is judged whether the count value "x" of the
column of the display part has reached to the column
number "m" of one row. The judgment is conducted by
comparing the count value "x" with the column number
"m" of the display part read in step S21000 shown in FIG.
121. When the count value "x" has not reached to the
column number "m", it is judged as Yes and the procedure
is advanced to step S23400. When the count value "x"
has reached to the column number "m", it is judged as
No and the procedure is advanced to step S24000.

(Step S23400)

[0453] "1" is added to the count value "x", and the pro-
cedure is advanced to step S22300.

(Step S24000)

[0454] The rearranging processing for one row has

117 118 



EP 2 242 280 A2

61

5

10

15

20

25

30

35

40

45

50

55

been completed, so that the count values "x", "Ix"’, and
"Nq" are returned to 1.

(Step S24100)

[0455] It is judged whether the count value "Iy" has
reached to row number "n/3" of the input image data cal-
culated from the row number "n" of the sub-pixel of the
display part read in step S21000 shown in FIG 121. The
judgment is conducted by comparing the count number
"Iy" with "n/3". When the count value "Iy" has not reached
to "n/3", it is judged as Yes and the procedure is advanced
to step S24200. When the count value "Iy" has reached
to "n/3", it is judged as No and the procedure is advanced
to step S24300.

(Step S24200)

[0456] "1" is added to the count value "Iy", and the
procedure is advanced to step S22300.

(Step S24300)

[0457] The input synthesized data M1’ and M2’ rear-
ranged by the above-described steps are outputted to
the writing control device 310 shown in FIG 108. With
this step, the input data rearranging processing is com-
pleted, and the procedure is advanced to step S2000
shown in FIG 121.
[0458] While the actions of the tenth exemplary em-
bodiment have been described above, the explanations
provided above are merely presented as a way of exam-
ples, and the exemplary embodiment is not limited only
to that. For example, in the input data rearranging
processing shown in FIG 122, the count value "x" of the
column of the display part is used as the reference to
execute the processing, and the input pixel data is alter-
nately substituted to M2’ and M1’. However, it is possible
to change the flow to execute substitution processing of
the input pixel data to M1’ after completing all the sub-
stitution processing for M2’.
[0459] Further, regarding the structure of the tenth ex-
emplary embodiment, FIG 10 separately illustrates the
input data rearranging device 360 and the writing control
device 310. However, the structure of the exemplary em-
bodiment is not limited only to such case. For example,
the writing control device 310 may include the input data
rearranging function shown in FIG 116. By having the
writing control device 310 control the generated address-
es in a column unit of each viewpoint image, the same
processing as the input data rearranging processing
shown in FIG 116 can be executed.

(Effects)

[0460] As shown in FIG 110, the number of viewpoints
can be increased with the tenth exemplary embodiment.
Thus, the observer can enjoy stereoscopic images from

different angles by changing the observing positions. Fur-
ther, motion parallax is also provided at the same time,
which can give a higher stereoscopic effect to the images.

(ELEVENTH EXEMPLARY EMBODIMENT)

[0461] The structure of a display device according to
an eleventh exemplary embodiment of the present inven-
tion will be described. The eleventh exemplary embodi-
ment is the same as the display device of the ninth ex-
emplary embodiment, except that the region of the image
memory provided to the display controller is reduced.
[0462] FIG 123 shows a functional block diagram of
the eleventh exemplary embodiment. As in the case of
the ninth exemplary embodiment, it is configured with: a
display controller 302 which generates synthesized im-
age data CM from the image data for each viewpoint
inputted from outside; and a display panel 220 which is
a display device of the synthesized image data CM. The
display panel 220 includes a display part 250 as in the
case of the ninth exemplary embodiment. In the display
part 250, data lines are so arranged that the extending
direction thereof is set to be the horizontal direction (X
direction), and scanning lines are so arranged that the
extending direction thereof is set to be the vertical direc-
tion (Y direction).
[0463] The structure of the display controller 302 is dif-
ferent from that of the ninth exemplary embodiment in
respect that the region of the image memory is reduced
and that a line memory 322 is provided. The line memory
322 has a memory region for a plurality of columns of
sub-pixels 240 of the display part 250. The display con-
troller 302 includes: a writing control device 312 which
has a function of writing input image data to the line mem-
ory 322; and a readout control device 332 which has a
function of reading out the data from the line memory
322. Other structures of the display controller 302 are
the same as those of the ninth exemplary embodiment,
so that the same reference numerals are applied thereto
and explanations thereof are omitted.
[0464] The eleventh exemplary embodiment uses the
input image data transfer form shown in FIG. 124C. With
this, the image memory capable of writing and saving all
the input image data becomes unnecessary, thereby
making it possible to reduce the memory region. The
transfer form of the input image data according to the
eleventh exemplary embodiment will be described by re-
ferring to FIG 124.
[0465] FIG. 124A shows viewpoint images M1 and M2
as the images for the left eye and the right eye. Each of
the viewpoint images M1 and M2 is configured with pixel
data of i-rows and j-columns, and the pixel data carries
three-color luminance information of R(red) luminance,
G(green) luminance, and B(blue) luminance. FIG. 124B
shows a stereoscopic image observed from a proper ob-
serving position, when the viewpoint images M1 and M2
shown in FIG. 124A are displayed on the display part
250. FIG. 124C is a transfer image of the viewpoint im-
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ages M1 and M2 shown in FIG 124A of the eleventh
exemplary embodiment.
[0466] As shown in FIG 70, with the image separating
device (lenticular lens 230), the sub-pixels on the odd-
numbered columns of the display part 250 are M2 (for
the right eye) and the sub-pixels on the even-numbered
columns are M1 (for the left eye). In the eleventh exem-
plary embodiment, the viewpoint image data shown in
FIG 124A is transferred by each column for enabling the
processing by the line memory 322. Further, the transfer
order of the viewpoint images M1 and M2 is correspond-
ed to the start column of the display part 250. Thus, in
the case of the layout of the image separating device
shown in FIG 70, the data transfer is started from "M2
(1, 1) RGB". Subsequently, the data transfer is executed
as in" M2 (2, 1) RGB", "M2 (3, 1) RGB", ---. When it reach-
es to "M2 (i, 1) RGB", the transfer then starts in order of
"M1 (1, 1) RGB", "M1 (2, 1) RGB", "M1 (3, 1) RGB", ---,
"M1 (i, 1) RGB". When the data transfer of M2 and M1
on the first column is completed, the transfer is repeated
in the same manner on the second column, the third col-
umn, ---, until completing the data transfer of the j-th col-
umn.
[0467] Next, the transfer method described by refer-
ring to FIG 124 and the actions of the eleventh exemplary
embodiment using the line memory will be described by
referring to FIG 125. FIG 125 shows output timings in a
scanning line unit when the image data of viewpoint im-
ages M1, M2 configured with 4 rows � 6 columns of
pixels shown in FIG 69 are inputted according to the
above-described transfer method. "T" shows one scan-
ning period of the display panel, and input data shows
transfer of the viewpoint images M1 and M2 shown in
FIG 69 in a column unit. From L1 to L3 are line memories
which can store each of inputted viewpoint image data
for one column.
[0468] The data of M2 on the first column is stored in
L1 in a period of T = 1 (abbreviated as T1 hereinafter).
Subsequently, in T2, the line data output processing
(FIG. 94 - FIG 101) described in the ninth exemplary em-
bodiment is executed by using the data stored in L1, and
the synthesized image data of scanning line G1 is out-
putted. Further, in T2, the data of M1 on the first column
is stored to L2 in parallel. Then, in T3, the line data output
processing (FIG 94 - FIG 101) described in the ninth ex-
emplary embodiment is executed by using the data
stored in L1 and L2, and the synthesized image data of
scanning line G2 is outputted. Further, in T3, the data of
M2 on the second column is stored to L3 in parallel. Then,
in T4, the line data output processing as in T2 and T3 is
executed by using the data stored in L2 and L3, and the
synthesized image data of scanning line G3 is outputted.
Here, output of the data of M2 on the first column stored
in L1 is completed in T2 and T3. Thus, in T4, the data of
M1 on the second column is stored in L1. In next period
T5, the line data output processing is executed by using
the data stored in L3 and L1, and the synthesized data
of scanning line G5 is outputted. Through repeating the

processing described above, the synthesized data up to
the scanning line G13 is outputted as shown in FIG 125.
[0469] Therefore, the memory region for the image da-
ta required in the eleventh exemplary embodiment is
three columns of each viewpoint image data. With the
sub-pixel unit of the display part, it is necessary to have
a data storage region for the number of sub-pixels (except
for G1 and Gm+1) which are connected to three scanning
lines. That is, in a case when displaying the two pieces
of input viewpoint image data of 4 rows � 6 columns
shown in FIG 125, it is required to have a data region of
thirty-six sub-pixels (4 � 3 (color) � 3 (scanning line) =
36). In a case where the display part is configured with
sub-pixels of n-rows and m-columns, it is required to have
a data region of "n � 3" sub-pixels.
[0470] In the above, the eleventh exemplary embodi-
ment has been described by referring to the case where
the image separating device is so arranged that the sub-
pixels on the odd-numbered columns of the display part
250 are M2 (for the right eye) and the sub-pixels on the
even-numbered columns are M1 (for the left eye), as
show in FIG 70. However, the exemplary embodiment
can be applied even when the image separating device
is so arranged that the sub-pixels on the odd-numbered
columns of the display part 250 are M1 (for the left eye)
and the sub-pixels on the even-numbered columns are
M2 (for the right eye), as show in FIG 82. However, in
the case where the image separating device is arranged
as in FIG 82, it is necessary to change the transfer order
of the viewpoint images M1, M2 and to execute data
transfer from the first column of M1.
[0471] Further, in order to reduce the region of the im-
age memory, the eleventh exemplary embodiment uses
the transfer form of the input image data shown in FIG.
124. However, the transfer form of the input image data
is not limited only to that. For example, a transfer form
shown in FIG 126 may be used. The transfer form shown
in FIG 126 is a method which transfers the viewpoint
images M1 and M2 alternately in a pixel data unit. How-
ever, in the case of the transfer method shown in FIG
126, it is necessary to increase the memory capacity
compared to the case of the transfer form shown in FIG
124.
[0472] Furthermore, while the eleventh exemplary em-
bodiment has been described by referring to the display
device of N = 2 as in the case of the ninth exemplary
embodiment, it is also possible to apply the eleventh ex-
emplary embodiment to the display device of the tenth
exemplary embodiment having three or more viewpoints
(N = 3 or larger). In the case where N is 3 or more, the
viewpoint image may be transferred by each column in
accordance with the corresponding order of the viewpoint
images on the display part determined due to the layout
of the image separating device.

(Effects)

[0473] With the eleventh exemplary embodiment, the
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image memory can be reduced down to the line memory
which corresponds to the sub-pixel data for three scan-
ning lines. Thus, the circuit scale of the display controller
can be reduced greatly, thereby making it possible to cut
the cost. Furthermore, the size can be reduced as well.
For example, the number of alternatives regarding the
places to have the display controller loaded can be in-
creased, e.g., the display controller can be built-in to the
data-line driving circuit.

(TWELFTH EXEMPLARY EMBODIMENT)

[0474] The structure of a display device according to
a twelfth exemplary embodiment of the present invention
will be described. The structure of the twelfth exemplary
embodiment is the same as that of the eleventh exem-
plary embodiment shown in FIG 123 of the eleventh ex-
emplary embodiment which uses the line memory. How-
ever, the transfer method of the input image data, rear-
ranging processing of the image data, and the driving
method of the display panel are different with respect to
those of the eleventh exemplary embodiment.
[0475] The transfer form of the input image data used
in the twelfth exemplary embodiment will be described
by referring to FIG. 127. As in the case of FIG 124A, FIG.
127A shows viewpoint images M1 and M2 each config-
ured with pixel data of i-rows and j-columns, and the pixel
data carries three-color luminance information. As in the
case of FIG. 124B, FIG 127B shows a stereoscopic im-
age. FIG 127C is a transfer images of the viewpoint im-
ages M1 and M2 shown in FIG 127A.
[0476] As shown in FIG 127C, the transfer form of the
input image data according to the twelfth exemplary em-
bodiment is a method which transfers data by a viewpoint
image unit, which is the so-called a frame time-division
transfer form. FIG 127C shows a case where the pixel
data of the viewpoint image M1 is transferred following
the transfer of the viewpoint image M2. As described in
the eleventh exemplary embodiment, the viewpoint im-
age data is transferred by each column also in the twelfth
exemplary embodiment for enabling the processing by
the line memory. As shown in FIG 127C, when the data
transfer is started from "M2 (1, 1) RGB", the data transfer
is then executed as in "M2 (2, 1) RGB", "M2 (3, 1) RGB",
---. When it reaches to "M2 (i, 1) RGB", the data is trans-
ferred in order of "M2 (1, 2) RGB", "M2 (2, 2) RGB", "M2
(3, 2) RGB", ---, "M2 (i, 2) RGB". When the transfer is
repeated in the same manner and the data transfer of
viewpoint image on the j-th column, M2 (i, j) RGB, is com-
pleted, the data transfer of the viewpoint image M1 is
started from "M1 (1, 1) RGB". Then, the data transfer on
the first column is executed as in "M1 (2, 1) RGB", "M1
(3, 1) RGB", --- "M1 (i, 1) RGB". In the same manner,
data transfer is executed on the second column, the third
column, ---. Thereby, the data transfer of the viewpoint
image M1 up to the j-th column, "M1 (i, j) RGB", is com-
pleted.
[0477] Next, the image data rearranging processing

and driving method according to the twelfth exemplary
embodiment will be described by referring to FIG 128.
As an example of the actions of the twelfth exemplary
embodiment, used is a case where the image separating
device (230) is disposed to the display part (FIG 123) as
in the case of FIG 70, and the display panel 220 win the
layout pattern of FIG. 71 is driven. FIG 128 shows timings
for outputting synthesized image data to the display panel
in a scanning line unit when the image data of viewpoint
images M1, M2 configured with 4 rows � 6 columns of
pixels shown in FIG 69 is inputted according to the above-
described transfer method (FIG 127C). "T" in FIG 128
shows one scanning period of the display panel, and input
data shows transfer of the viewpoint images M1 and M2
shown in FIG 69 in a column unit. L1 and L2 are line
memories which can store each of inputted viewpoint im-
age data for one column.
[0478] The twelfth exemplary embodiment does not
use the image memory to which all the input image data
can be written and saved. Thus, as shown in FIG 128,
all the scanning lines of the display panel are scanned
in every transfer period of input image data for one view-
point. At the time of scanning, among the sub-pixels con-
nected to the selected scanning line, data is read out
from the line memory for the viewpoint sub-pixel whose
data is stored in the line memory. For the viewpoint sub-
pixels whose data is not stored in the line memory, data
with which the viewpoint image display thereof becomes
black display (minimum luminance display) is outputted.
"Black" in FIG 128 shows the data which provides black
display.
[0479] FIG 128 will be described in detail. The data of
M2 on the first column is stored in L1 in a period of T =
1 and a period of T = 2 (abbreviated as T1 and T2 here-
inafter). Subsequently, in T3 and T4, the line data output
processing (FIG 94 - FIG 101) described in the ninth ex-
emplary embodiment is executed by using the data
stored in L1. At this time, if "k" takes a value designating
M1 in step S5720 shown in FIG. 95, the black data men-
tioned earlier is supplied to PD. Further, in T3 and T4,
the data of M2 on the second column is stored to L2 in
parallel with the output action of the synthesized image
data of the scanning lines G1 and G2. Then, in T5 and
T6, the synthesized image data of the scanning lines G3
and G4 are outputted through the same processing de-
scribed above by using the data stored in L2. Further,
the readout action of the data of M2 on the first column
stored in L1 is completed in T4, so that the data of M2
on the third column is stored to L1 in T5 and T6. There-
after, the same processing described above is repeated,
and output of the synthesized image data up to the scan-
ning line G13 is completed in T15. The input data from
T13 to T15 is shown with oblique lines as invalid data,
which is the so-called blacking period. Then, the data of
M1 on the first column is stored to L1 in a period of T 16
and T17. Further, the line data output processing (FIG
94 - FIG 101) for the scanning line G1 is started from
T17. At this time, as described earlier, if "k" takes a value
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designating M2 in step S5720 shown in FIG 95, the black
data mentioned earlier is supplied to PD. Subsequently,
in T18 and T19, synthesized image data of the scanning
lines G2 and G3 are outputted by using the data stored
in L1. Further, the data of M1 on the second column is
stored to L2 in parallel to this output action. Thereafter,
the same processing described above is repeated, and
output of the synthesized image data up to the scanning
line G13 is completed in T29.
[0480] In the twelfth exemplary embodiment operated
in the manner described above, the required memory
region for the image data is the capacity of the line mem-
ories L1, L2 of FIG 128, i.e., for two columns of inputted
viewpoint image data. FIG. 129 shows the corresponding
relation between the first column, the second column of
the second viewpoint image data M2 shown in FIG. 69
and the sub-pixels of the display panel with the layout
pattern shown in FIG 71. From FIG 129, the memory
region for the image data required in the twelfth exem-
plary embodiment can be expressed as the number of
the sub-pixels that are connected to two scanning lines
(except for G1 and Gm+1). In other words, the required
memory region is "n�2" sub-pixels when the display part
is configured with sub-pixels of n-rows and m-columns.
[0481] In the above, the twelfth exemplary embodi-
ment has been described by referring to the case where
the image separating device is so arranged that the sub-
pixels on the odd-numbered columns of the display part
250 (FIG 123) are M2 (for the right eye) and the sub-
pixels on the even-numbered columns are M1 (for the
left eye), as shown in FIG. 70. However, the exemplary
embodiment can be applied even when the image sep-
arating device is so arranged that the sub-pixels on the
odd-numbered columns of the display part 250 (FIG 123)
are M1 (for the left eye) and the sub-pixels on the even-
numbered columns are M2 (for the right eye), as shown
in FIG 82. Further, while the twelfth exemplary embodi-
ment has been described by referring to the case of the
display part that is formed in the layout pattern of FIG.
71, the exemplary embodiment is not limited only to that.
As described in the ninth exemplary embodiment, the
twelfth exemplary embodiment can be applied to various
layout patterns based on the regularity of the sub-pixel
layout and settings of the parameters.

(Effects)

[0482] With the twelfth exemplary embodiment, the im-
age memory can be reduced down to the line memory
which corresponds to the sub-pixel data for two scanning
lines. Thus, the circuit scale of the display controller can
be reduced greatly, thereby making it possible to cut the
cost. Furthermore, the size can be reduced as well. For
example, the number of alternatives regarding the places
to have the display controller loaded can be increased,
e.g., the display controller can be built-in to the data-line
driving circuit.

(THIRTEENTH EXEMPLARY EMBODIMENT)

[0483] The structure of a display device according to
a thirteenth exemplary embodiment of the present inven-
tion will be described. The thirteenth exemplary embod-
iment uses the same input image data transfer form (the
so-called frame time-division transfer form) as that of the
twelfth exemplary embodiment, and uses the line mem-
ory corresponding to the sub-pixel data for two scanning
lines as the image memory as in the case of the twelfth
exemplary embodiment. The structure of the data-line
driving circuit for driving the data lines is different with
respect to the twelfth exemplary embodiment. The data-
line driving circuit used in the thirteenth exemplary em-
bodiment alternately drives the odd-numbered data lines
and the even-numbered data lines on the display part to
be in a high-impedance state.
[0484] The structure of the thirteenth exemplary em-
bodiment will be described by referring to FIG 130. FIG
130 shows a display panel 20 (FIG. 123) which uses a
data-line driving circuit 285 which is different from that of
the twelfth exemplary embodiment. Explanations of the
structural components that are the same as those of the
third and twelfth exemplary embodiments shown in FIG
124 are omitted by applying the same reference numer-
als thereto. An example of the data-line driving circuit
used in the thirteenth exemplary embodiment shown in
FIG 130 is structured by adding an selection circuit 287
on the output side of the data-line driving circuit 280 (sim-
ply referred to as "circuit 280" hereinafter) used in other
exemplary embodiments. The selection circuit 287 in-
cludes a switch function which changes over connection/
disconnection for odd-numbered outputs and even-num-
bered outputs in accordance with a signal SEL 288. FIG
130 shows a state where the odd-numbered outputs are
connected and the even-numbered outputs are discon-
nected. The data lines disconnected from the outputs of
the circuit 280 by the selection circuit 287 come under a
high-impedance state.
[0485] Next, actions of the thirteenth exemplary em-
bodiment will be described by referring to FIG 131. FIG
131 shows a timing chart for outputting the synthesized
image data to the display panel in a scanning line unit
when the image data of viewpoint images M1, M2 con-
figured with 4 rows � 6 columns of pixels shown in FIG
69 are inputted according to the transfer method of FIG.
127C, as in FIG 128 used for the twelfth exemplary em-
bodiment. The display part 250 is formed with the layout
pattern show in FIG 71, and it is assumed that the image
separating device is disposed as in FIG. 70.
[0486] "T", the input data, the line memories L1, L2,
and the outputs in FIG 131 are the same as those of FIG.
128 described in the twelfth exemplary embodiment, so
tat explanations thereof are omitted by applying the same
reference numerals thereto. SEL in FIG 131 is a signal
which controls the selection circuit 287 shown in FIG 130.
When SEL = H, the outputs of the circuit 280 and the
even-numbered data lines are connected, and the even-
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numbered data lines come to be in a high-impedance
state. When SEL = L, the relation of the odd-numbered
data lines and the even-numbered data lines is switched
over.
[0487] When SEL becomes H in T2, the odd-numbered
data lines come to be in a high-impedance sate. Then,
in T3 and T4, the synthesized image data of the scanning
lines G1 and G2 is outputted from the input data of M2
(first column) stored in the line memory L1. In this period,
there is no input image data of M1 for generating the
synthesized image data. However, in this example of the
actions, the M1-viewpoint sub-pixels are connected to
the odd-numbered data lines. In the sub-pixels connect-
ed to the odd-numbered data lines that are in the high-
impedance state due to the state of SEL = H, writing of
data is not executed even if the scanning line is selected.
Thus, PD when "k" designates M1 is invalid when gen-
erating the synthesized image data, and black data may
be supplied as in the case of the twelfth exemplary em-
bodiment, for example. That is, the processing actions
executed in the period from T2 to T6 are the same as the
actions of the twelfth exemplary embodiment. Thus, ex-
planations thereof are omitted.
[0488] When SEL becomes L in T16, the even-num-
bered data lines come to be in a high-impedance state.
In this example of the actions, the M2-viewpoint sub-pix-
els are connected to the even-numbered data lines. In
the sub-pixels connected to the high-impedance data
lines, writing of data is not executed even if the scanning
line is selected. Thus, the state where the data is written
in the period from T3 to T14 is kept. Further, as described
earlier, the processing actions regarding generation of
the synthesized image data are the same as the actions
of the twelfth exemplary embodiment. Thus, explana-
tions thereof are omitted.
[0489] As described above, with the thirteenth exem-
plary embodiment, the high-impedance state of the
even/odd-numbered data lines is repeated by every
scanning period of all the scanning lines by correspond-
ing to the viewpoint of the input image data. With this,
data writing and keeping of the written state are repeated
for every scanning period of all the scanning lines in a
unit of each viewpoint sub-pixel. The required memory
region for the image data is the capacity for the line mem-
ories L1, L2, i.e., for two columns of inputted viewpoint
image data, as in the case of the twelfth exemplary em-
bodiment. It can be expressed as the number of the sub-
pixels that are connected to two scanning lines (except
for G1 and Gm+1).
[0490] In the above, the data-line driving circuit con-
figuring the thirteenth exemplary embodiment has been
described by referring to FIG 130. However, the thir-
teenth exemplary embodiment is not limited only to such
case, as long as it has a function which can alternately
drive the odd-numbered data lines and the even-num-
bered data lines on the display part to be in a high-im-
pedance state. For example, it is possible to employ the
structure of a data-line driving circuit shown in FIG. 132.

FIG 132 shows a case where the structure of the selection
circuit 287 is changed into the structure of a selection
circuit 289. In this case, the number of outputs of the
circuit 280 shown in FIG 130 can be reduced to a half as
in the circuit 286 shown in FIG 132, so that the circuit
scale can be reduced. Furthermore, it is also possible to
employ the structure of a data-line driving circuit shown
in FIG 132, in which the structures of FIG. 130 and FIG
132 are combined.
[0491] Further, while the thirteenth exemplary embod-
iment has been described by referring to the example
shown in FIG. 130 which is configured with sub-pixels of
12 rows � 12 columns, the display part is not limited only
to such case. The display part is configured with sub-
pixels of n-rows and m-columns. Further, while the thir-
teenth exemplary embodiment has been described by
referring to the case where the image separating device
is disposed to the display part as shown in FIG 70, the
image separating device may be disposed in the manner
as shown in FIG 82. Further, while the thirteenth exem-
plary embodiment has been described by referring to the
case of the display part that is formed in the layout pattern
of FIG 71, the exemplary embodiment is not limited only
to that. As described in the ninth exemplary embodiment,
the thirteenth exemplary embodiment can be applied to
various layout patterns based on the regularity of the sub-
pixel layout and settings of the parameters.

(Effects)

[0492] With the thirteenth exemplary embodiment, the
effect of reducing the image memory down to the line
memory can be achieved as in the case of the twelfth
exemplary embodiment. In addition, it is possible to pro-
vide a brighter display screen compared to the case of
the twelfth exemplary embodiment, since the thirteenth
exemplary embodiment does not provide black display.
[0493] While the present invention has been described
above by referring to each of the exemplary embodi-
ments, the present invention is not limited to each of those
exemplary embodiments described above. Various
changes and modifications that occurred to those skilled
in art can be applied to the structures and details of the
present invention. It is to be understood that the present
invention includes forms that are mutual and proper com-
binations of a part of or a whole part of the structures of
each of the exemplary embodiments.

INDUSTRIAL APPLICABILITY

[0494] The present invention can be applied to porta-
ble telephones, portable game machines, portable ter-
minals, other general display devices (personal notebook
computers, etc.), and the like.
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Claims

1. A display controller for outputting synthesized image
data to a display module which includes: display part
in which sub-pixels connected to data lines via
switching devices controlled by scanning lines are
arranged in m-rows and n-columns (m and n are nat-
ural numbers), for being driven by (m+1) pieces of
the scanning lines and at least n pieces of the data
lines; and first image separating means for directing
light emitted from the sub-pixels towards a plurality
of viewpoints in a sub-pixel unit; the display controller
comprising:

image memory means for storing viewpoint im-
age data for the plurality of viewpoints;
writing control means for writing the viewpoint
image data inputted from outside to the image
memory means;
parameter storage means for storing parame-
ters showing a positional relation between the
first image separating means and the display
part; and
readout control means for reading out the view-
point image data from the image memory means
according to a readout order that is obtained by
applying the parameters to a repeating regula-
tion that is determined based on layout of the
sub-pixels, number of colors, and layout of the
colors, and outputs the readout data to the dis-
play module as the synthesized image data.

2. The display controller as claimed in claim 1, wherein:

the display part is formed by having an up-and-
down sub-pixel pair that is formed with two of
the sub-pixels arranged by sandwiching one
scanning line as a basic unit;
the switching devices provided respectively to
the two sub-pixels are controlled in common by
the scanning line sandwiched by the two sub-
pixels, and are connected to different data lines
from each other; and
the up-and-down sub-pixel pairs neighboring to
each other in an extending direction of the scan-
ning lines are so disposed that the switching de-
vices thereof are controlled by the different scan-
ning lines from each other.

3. The display controller as claimed in claim 2, wherein:

the number of colors of the sub-pixels are three
colors of a first color, a second color, and a third
color;
provided that "y" is a natural number, one of the
colors of two sub-pixels of the up-and-down sub-
pixel pair connected to y-th scanning line is the
first color and the other color is the second color,

the pair forming either an even-numbered col-
umn or an odd-numbered column of the display
part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+1)-th scan-
ning line is the second color and the other color
is the third color, the pair forming the other one
of the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+2)-th scan-
ning line is the third color and the other color is
the first color, the pair forming either an even-
numbered column or an odd-numbered column
of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+3)-th scan-
ning line is the first color and the other color is
the second color, the pair forming the other one
of the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+4)-th scan-
ning line is the second color and the other color
is the third color, the pair forming either an even-
numbered column or an odd-numbered column
of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+5)-th scan-
ning line is the third color and the other color is
the first color, the pair forming the other one of
the even-numbered column or the odd-num-
bered column of the display part; and
according to a following readout order from the
image memory means, the readout control
means:

reads out the first color and the second color
by corresponding to the y-th scanning line,
and reads out a viewpoint image which cor-
responds to one of the even-numbered col-
umn or the odd-numbered column of the dis-
play part;
reads out the second color and the third
color by corresponding to the (y+1)-th scan-
ning line, and reads out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reads out the third color and the first color
by corresponding to the (y+2)-th scanning
line, and reads out a viewpoint image which
corresponds to one of the even-numbered
column or the odd-numbered column of the
display part;
reads out the first color and the second color
by corresponding to the (y+3)-th scanning
line, and reads out a viewpoint image which
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corresponds to the other one of the even-
numbered column or the odd-numbered
column of the display part;
reads out the second color and the third
color by corresponding to the (y+4)-th scan-
ning line, and reads out a viewpoint image
which corresponds to one of the even-num-
bered column or the odd-numbered column
of the display part;
reads out the third color and the first color
by corresponding to the (y+5)-th scanning
line, and reads out a viewpoint image which
corresponds to the other one of the even-
numbered column or the odd-numbered
column of the display part.

4. The display controller as claimed in any one of claims
1 - 3, wherein
the image memory means includes a memory region
at least for the sub-pixels of 6 rows � n-columns.

5. A display controller as claimed in any one of claims
1 - 3, wherein the image memory means includes a
memory region at least for the sub-pixels of 9 rows
� (n/2) columns.

6. The display controller as claimed in any one of claims
1 - 5, further comprising input data vertical-lateral
conversion means for rearranging the viewpoint im-
age data inputted from outside into an image that is
rotated by 90 degrees clockwise or counterclock-
wise, wherein:

the display module comprises second image
separating means formed with an electro-optic
element, for directing light emitted from the sub-
pixels towards a plurality of viewpoints in the
sub-pixel unit;
a direction that connects the plurality of view-
points towards which the second image sepa-
rating means directs the light is orthogonal to a
direction that connects the plurality of viewpoints
towards which the first image separating means
directs the light; and
the writing control means has a function which
writes the viewpoint image data that is rear-
ranged by the input data vertical-lateral conver-
sion means into the image memory means, in-
stead of writing the viewpoint image data input-
ted from outside.

7. The display controller as claimed in any one of claims
1 - 6, further comprising input data rearranging
means for rearranging the viewpoint mage data for
four viewpoints or more inputted from outside into
the viewpoint image data for two viewpoints, wherein
the writing control means has a function which writes
the viewpoint image data that is rearranged by the

input data rearranging means into the image memory
means, instead of writing the viewpoint image data
inputted from outside.

8. The display controller as claimed in any one of claims
1 - 7, comprising a function which separately and
sequentially scans the scanning lines of the sub-pix-
els which form the even-numbered columns of the
display part and the scanning lines of the sub-pixels
which form the odd-numbered columns of the display
part.

9. The display controller as claimed in any one of claims
1 - 8, comprising a function which drives either the
even-numbered columns or the odd-numbered col-
umns of the display part to be in black display.

10. The display controller as claimed in any one of claims
1 - 9, wherein a transfer form of the viewpoint image
data is a frame sequential form.

11. A display device, comprising the display controller
and the display module claimed in any one of claims
1 - 10.

12. An image processing method for generating synthe-
sized image data to be outputted to a display module
which includes: a display part in which sub-pixels
connected to data lines via switching devices con-
trolled by scanning lines are arranged in m-rows and
n-columns (m and n are natural numbers), which is
driven by (m+1) pieces of the scanning lines and at
least n pieces of the data lines; and first image sep-
arating means for directing light emitted from the
sub-pixels towards a plurality of viewpoints in a sub-
pixel unit; the method comprising:

reading parameters showing a positional rela-
tion between the first image separating means
and the display part from a parameter storage
device;
inputting viewpoint image data for a plurality of
viewpoints from outside, and writing the data into
the image memory; and
reading out the viewpoint image data from the
image memory according to a readout order that
is obtained by applying the parameters to a re-
peating regulation that is determined based on
layout of the sub-pixels, number of colors, and
layout of the colors, and outputting the readout
data to the display module as the synthesized
image data.

13. The image processing method as claimed in claim
12, wherein:

the display part is formed by having an up-and-
down sub-pixel pair that is formed with two of
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the sub-pixels arranged by sandwiching one
scanning line as a basic unit;
the switching devices provided respectively to
the two sub-pixels are controlled in common by
the scanning line sandwiched by the two sub-
pixels, and are connected to different data lines
from each other;
the up-and-down sub-pixel pairs neighboring to
each other in an extending direction of the scan-
ning lines are so disposed that the switching de-
vices thereof are controlled by the different scan-
ning lines from each other;
the number of colors of the sub-pixels are three
colors of a first color, a second color, and a third
color;
provided that "y" is a natural number, one of the
colors of two sub-pixels of the up-and-down sub-
pixel pair connected to y-th scanning line is the
first color and the other color is the second color,
the pair forming either an even-numbered col-
umn or an odd-numbered column of the display
part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+1)-th scan-
ning line is the second color and the other color
is the third color, the pair forming the other one
of the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+2)-th scan-
ning line is the third color and the other color is
the first color, the pair forming either an even-
numbered column or an odd-numbered column
of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+3)-th scan-
ning line is the first color and the other color is
the second color, the pair forming the other one
of the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+4)-th scan-
ning line is the second color and the other color
is the third color, the pair forming either an even-
numbered column or an odd-numbered column
of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+5)-th scan-
ning line is the third color and the other color is
the first color, the pair forming the other one of
the even-numbered column or the odd-num-
bered column of the display part,
the image processing method comprises read-
ing out the viewpoint image data from the image
memory according to a readout order that is ob-
tained by applying the parameters to a repeating
regulation that is determined based on layout of
the sub-pixels, number of colors, and layout of

the colors, and outputting the readout data to
the display module as the synthesized image
data, from the image memory, according to a
following readout order of:

reading out the first color and the second
color by corresponding to the y-th scanning
line, and reading out a viewpoint image
which corresponds to one of the even-num-
bered column or the odd-numbered column
of the display part;
reading out the second color and the third
color by corresponding to the (y+1)-th scan-
ning line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reading out the third color and the first color
by corresponding to the (y+2)-th scanning
line, and reading out a viewpoint image
which corresponds to one of the even-num-
bered column or the odd-numbered column
of the display part;
reading out the first color and the second
color by corresponding to the (y+3)-th scan-
ning line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reading out the second color and the third
color by corresponding to the (y+4)-th scan-
ning line, and reading out a viewpoint image
which corresponds to one of the even-num-
bered column or the odd-numbered column
of the display part; and
reading out the third color and the first color
by corresponding to the (y+5)-th scanning
line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part.

14. The image processing method as claimed in claim
12 or 13, comprising:

separately and sequentially scanning the scan-
ning lines of the sub-pixels which form the even-
numbered columns of the display part and the
scanning lines of the sub-pixels which form the
odd-numbered columns of the display part.

15. The image processing method as claimed in claim
12 or 13, comprising:

generating data with which either the even-num-
bered columns or the odd-numbered columns
of the display part to be in black display corre-
sponding to the viewpoint of the viewpoint image
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data.

16. An image processing program for generating syn-
thesized image data to be outputted to a display mod-
ule which includes: a display part in which sub-pixels
connected to data lines via switching devices con-
trolled by scanning lines are arranged in m-rows and
n-columns (m and n are natural numbers), which is
driven by (m+1) pieces of the scanning lines and at
least n pieces of the data lines; and first image sep-
arating means for directing light emitted from the
sub-pixels towards a plurality of viewpoints in a sub-
pixel unit; the program causing a computer to exe-
cute:

a procedure for reading parameters showing a
positional relation between the first image sep-
arating means and the display part from a pa-
rameter storage device;
a procedure for inputting viewpoint image data
for a plurality of viewpoints from outside, and
writing the data into the image memory; and
a procedure for reading out the viewpoint image
data from the image memory according to a re-
adout order that is obtained by applying the pa-
rameters to a repeating regulation that is deter-
mined based on layout of the sub-pixels, number
of colors, and layout of the colors, and outputting
the readout data to the display module as the
synthesized image data.

17. The image processing program as claimed in claim
16, wherein:

when the display part is formed by having an up-
and-down sub-pixel pair that is formed with two
of the sub-pixels arranged by sandwiching one
scanning line as a basic unit;
the switching devices provided respectively to
the two sub-pixels are controlled in common by
the scanning line sandwiched by the two sub-
pixels, and are connected to different data lines
from each other;
the up-and-down sub-pixel pairs neighboring to
each other in an extending direction of the scan-
ning lines are so disposed that the switching de-
vices thereof are controlled by the different scan-
ning lines from each other;
the number of colors of the sub-pixels are three
colors of a first color, a second color, and a third
color;
provided that "y" is a natural number, one of the
colors of two sub-pixels of the up-and-down sub-
pixel pair connected to y-th scanning line is the
first color and the other color is the second color,
the pair forming either an even-numbered col-
umn or an odd-numbered column of the display
part;

one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+1)-th scan-
ning line is the second color and the other color
is the third color, the pair forming the other one
of the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+2)-th scan-
ning line is the third color and the other color is
the first color, the pair forming either an even-
numbered column or an odd-numbered column
of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+3)-th scan-
ning line is the first color and the other color is
the second color, the pair forming the other one
of the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+4)-th scan-
ning line is the second color and the other color
is the third color, the pair forming either an even-
numbered column or an odd-numbered column
of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+5)-th scan-
ning line is the third color and the other color is
the first color, the pair forming the other one of
the even-numbered column or the odd-num-
bered column of the display part,
the image processing program causes the com-
puter to execute the procedures for reading out
the viewpoint image data from the image mem-
ory according to the readout order that is ob-
tained by applying the parameters to the repeat-
ing regulation that is determined based on the
layout of the sub-pixels, the number of colors,
and the layout of the colors, and outputting the
readout data to the display module as the syn-
thesized image data according to a following re-
adout order of:

reading out the first color and the second
color by corresponding to the y-th scanning
line, and reading out a viewpoint image
which corresponds to one of the even-num-
bered column or the odd-numbered column
of the display part;
reading out the second color and the third
color by corresponding to the (y+1)-th scan-
ning line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reading out the third color and the first color
by corresponding to the (y+2)-th scanning
line, and reading out a viewpoint image
which corresponds to one of the even-num-
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bered column or the odd-numbered column
of the display part;
reading out the first color and the second
color by corresponding to the (y+3)-th scan-
ning line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reading out the second color and the third
color by corresponding to the (y+4)-th scan-
ning line, and reading out a viewpoint image
which corresponds to one of the even-num-
bered column or the odd-numbered column
of the display part;
reading out the third color and the first color
by corresponding to the (y+5)-th scanning
line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part.

18. A display controller for outputting synthesized image
data to a display module which includes: a display
part in which sub-pixels connected to data lines via
switching devices controlled by scanning lines are
arranged in n-rows and m-columns (m and n are nat-
ural numbers), which is driven by (n+1) pieces of
data lines and (m+1) pieces of the scanning lines;
and image separating means for directing light emit-
ted from the sub-pixels towards a plurality of view-
points in an extending direction of the data lines in
a sub-pixel unit; the display controller comprising:

image memory means for storing viewpoint im-
age data for the plurality of viewpoints;
writing control means for writing the viewpoint
image data inputted from outside to the image
memory means; and
readout control means for reading out the view-
point image data from the image memory means
according to a readout order corresponding to
the display module, and outputs the readout da-
ta to the display module as the synthesized im-
age data.

19. The display controller as claimed in claim 18, where-
in
the readout order corresponding to the display mod-
ule is a readout order that is obtained from a repeat-
ing regulation that is determined based on a posi-
tional relation between the image separating means
and the display part as well as layout of the sub-
pixels, number of colors, and layout of the colors.

20. The display controller as claimed in claim 19, further
comprising
a parameter storage device which stores parameters
showing a positional relation between the first image

separating means and the display part as well as the
layout of the sub-pixels, the number of colors, and
the layout of the colors.

21. The display controller as claimed in claim 19 or 20,
wherein:

the display part is formed by having an up-and-
down sub-pixel pair that is formed with two of
the sub-pixels arranged by sandwiching one da-
ta line as a basic unit;
the switching devices provided respectively to
the two sub-pixels are connected in common to
the data line sandwiched by the two sub-pixels,
and are controlled by different scanning lines
from each other; and
the up-and-down sub-pixel pairs neighboring to
each other in the extending direction of the data
lines are so disposed that the switching devices
thereof are connected to the different data lines
from each other.

22. The display controller as claimed in claim 21, where-
in:

the number of colors of the sub-pixels are three
colors of a first color, a second color, and a third
color;
provided that "y" is a natural number, one of the
colors of two sub-pixels of the up-and-down sub-
pixel pair connected to y-th data line is the first
color and the other color is the second color, the
pair forming either an even-numbered column
or an odd-numbered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+1)-th data
line is the second color and the other color is the
third color, the pair forming the other one of the
even-numbered column or the odd-numbered
column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+2)-th data
line is the third color and the other color is the
first color, the pair forming either an even-num-
bered column or an odd-numbered column of
the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+3)-th data
line is the first color and the other color is the
second color, the pair forming the other one of
the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+4)-th data
line is the second color and the other color is the
third color, the pair forming either an even-num-
bered column or an odd-numbered column of
the display part;
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one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+5)-th data
line is the third color and the other color is the
first color, the pair forming the other one of the
even-numbered column or the odd-numbered
column of the display part; and
in a following readout order from the image
memory, the readout control means:

reads out the first color and the second color
by corresponding to the y-th data line, and
reads out a viewpoint image which corre-
sponds to one of the even-numbered col-
umn or the odd-numbered column of the dis-
play part;
reads out the second color and the third
color by corresponding to the (y+1)-th data
line, and reads out a viewpoint image which
corresponds to the other one of the even-
numbered column or the odd-numbered
column of the display part;
reads out the third color and the first color
by corresponding to the (y+2)-th data line,
and reads out a viewpoint image which cor-
responds to one of the even-numbered col-
umn or the odd-numbered column of the dis-
play part;
reads out the first color and the second color
by corresponding to the (y+3)-th data line,
and reads out a viewpoint image which cor-
responds to the other one of the even-num-
bered column or the odd-numbered column
of the display part;
reads out the second color and the third
color by corresponding to the (y+4)-th data
line, and reads out a viewpoint image which
corresponds to one of the even-numbered
column or the odd-numbered column of the
display part;
reads out the third color and the first color
by corresponding to the (y+5)-th data line,
and reads out a viewpoint image which cor-
responds to the other one of the even-num-
bered column or the odd-numbered column
of the display part.

23. The display controller as claimed in any one of claims
18 - 22, further comprising input data rearranging
means for rearranging the viewpoint image data for
three viewpoints or more inputted from outside into
the viewpoint image data for two viewpoints, wherein
the writing control means has a function which writes
the viewpoint image data that is rearranged by the
input data rearranging means into the image memory
means, instead of writing the viewpoint image data
inputted from outside.

24. The display controller as claimed in any one of claims

18 - 23, wherein
the image memory means includes a memory region
at least for the sub-pixels of n-rows � 2 columns.

25. A display device, comprising:

the display controller claimed in any one of
claims 18 - 24; and
the display module.

26. An image processing method for generating synthe-
sized image data to be outputted to a display module
which includes: a display part in which sub-pixels
connected to data lines via switching devices con-
trolled by scanning lines are arranged in n-rows and
m-columns (m and n are natural numbers), which is
driven by (n+1) pieces of data lines and (m+1) pieces
of the scanning lines; and image separating means
for directing light emitted from the sub-pixels towards
a plurality of viewpoints in an extending direction of
the data lines in a sub-pixel unit; the image process-
ing method comprising:

inputting viewpoint image data for the plurality
of viewpoints from outside, and writing the data
into an image memory;
reading out the viewpoint image data from the
image memory according to a readout order cor-
responding to the display module; and
outputting the readout viewpoint image data to
the display module as the synthesized image
data.

27. The image processing method as claimed in claim
26, wherein
the readout order corresponding to the display mod-
ule is a readout order that is obtained from a repeat-
ing regulation that is determined based on a posi-
tional relation between the image separating means
and the display part as well as layout of the sub-
pixels, number of colors, and layout of the colors.

28. The image processing method as claimed in claim
27, wherein:

the display part is formed by having an up-and-
down sub-pixel pair that is formed with two of
the sub-pixels arranged by sandwiching one da-
ta line as a basic unit;
the switching devices provided respectively to
the two sub-pixels are connected in common to
the data line sandwiched by the two sub-pixels,
and are controlled by the different scanning lines
from each other;
the up-and-down sub-pixel pairs neighboring to
each other in the extending direction of the data
lines are so disposed that the switching devices
thereof are connected by the different data lines
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from each other;
the number of colors of the sub-pixels are three
colors of a first color, a second color, and a third
color;
provided that "y" is a natural number, one of the
colors of two sub-pixels of the up-and-down sub-
pixel pair connected to y-th data line is the first
color and the other color is the second color, the
pair forming either an even-numbered column
or an odd-numbered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+1)-th data
line is the second color and the other color is the
third color, the pair forming the other one of the
even-numbered column or the odd-numbered
column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+2)-th data
line is the third color and the other color is the
first color, the pair forming either an even-num-
bered column or an odd-numbered column of
the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+3)-th data
line is the first color and the other color is the
second color, the pair forming the other one of
the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+4)-th data
line is the second color and the other color is the
third color, the pair forming either an even-num-
bered column or an odd-numbered column of
the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+5)-th data
line is the third color and the other color is the
first color, the pair forming the other one of the
even-numbered column or the odd-numbered
column of the display part,
the image processing method comprising, ac-
cording to a following readout order from the im-
age memory,:

reading out the first color and the second
color by corresponding to the y-th data line,
and reading out a viewpoint image which
corresponds to one of the even-numbered
column or the odd-numbered column of the
display part;
reading out the second color and the third
color by corresponding to the (y+1)-th data
line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reading out the third color and the first color
by corresponding to the (y+2)-th data line,

and reading out a viewpoint image which
corresponds to one of the even-numbered
column or the odd-numbered column of the
display part;
reading out the first color and the second
color by corresponding to the (y+3)-th data
line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reading out the second color and the third
color by corresponding to the (y+4)-th data
line, and reading out a viewpoint image
which corresponds to one of the even-num-
bered column or the odd-numbered column
of the display part;
reading out the third color and the first color
by corresponding to the (y+5)-th data line,
and reading out a viewpoint image which
corresponds to the other one of the even-
numbered column or the odd-numbered
column of the display part.

29. The image processing method as claimed in claim
27 or 28, comprising:

storing parameters showing a positional relation
between the image separating means and the
display part as well as layout of the sub-pixels,
number of colors, and layout of the color into a
parameter storage device: and
reading out the viewpoint image data from the
image memory according to a readout order ob-
tained from a repeating regulation that is deter-
mined based on the parameters read out from
the parameter storage device.

30. An image processing program for generating syn-
thesized image data to be outputted to a display mod-
ule which includes: a display part in which sub-pixels
connected to data lines via switching devices con-
trolled by scanning lines are arranged in n-rows and
m-columns (m and n are natural numbers), which is
driven by (n+1) pieces of data lines and (m+1) pieces
of the scanning lines; and image separating means
for directing light emitted from the sub-pixels towards
a plurality of viewpoints in an extending direction of
the data lines in a sub-pixel unit; the image process-
ing program causing a computer to execute:

a procedure for inputting viewpoint image data
for the plurality of viewpoints from outside, and
writing the data into an image memory;
a procedure for reading out the viewpoint image
data from the image memory according to a re-
adout order corresponding to the display mod-
ule; and
a procedure for outputting the readout viewpoint
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image data to the display module as the synthe-
sized image data.

31. The image processing program as claimed in claim
30, wherein
the readout order corresponding to the display mod-
ule is a readout order that is obtained from a repeat-
ing regulation that is determined based on a posi-
tional relation between the image separating means
and the display part as well as layout of the sub-
pixels, number of colors, and layout of the colors.

32. The image processing program as claimed in claim
31, wherein:

when the display part is formed by having an up-
and-down sub-pixel pair that is formed with two
of the sub-pixels arranged by sandwiching one
data line as a basic unit;
the switching devices provided respectively to
the two sub-pixels are connected in common to
the data line sandwiched by the two sub-pixels,
and are controlled by the different scanning lines
from each other;
the up-and-down sub-pixel pairs neighboring to
each other in the extending direction of the data
lines are so disposed that the switching devices
thereof are connected by the different data lines
from each other;
the number of colors of the sub-pixels are three
colors of a first color, a second color, and a third
color;
provided that "y" is a natural number, one of the
colors of two sub-pixels of the up-and-down sub-
pixel pair connected to y-th data line is the first
color and the other color is the second color, the
pair forming either an even-numbered column
or an odd-numbered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+1)-th data
line is the second color and the other color is the
third color, the pair forming the other one of the
even-numbered column or the odd-numbered
column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+2)-th data
line is the third color and the other color is the
first color, the pair forming either an even-num-
bered column or an odd-numbered column of
the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+3)-th data
line is the first color and the other color is the
second color, the pair forming the other one of
the even-numbered column or the odd-num-
bered column of the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+4)-th data

line is the second color and the other color is the
third color, the pair forming either an even-num-
bered column or an odd-numbered column of
the display part;
one of the colors of two sub-pixels of the up-and-
down sub-pixel pair connected to (y+5)-th data
line is the third color and the other color is the
first color, the pair forming the other one of the
even-numbered column or the odd-numbered
column of the display part,
the image processing program causes the com-
puter to execute the procedures for reading out
the viewpoint image data from the image mem-
ory according to the readout order in a following
manner of:

reading out the first color and the second
color by corresponding to the y-th data line,
and reading out a viewpoint image which
corresponds to one of the even-numbered
column or the odd-numbered column of the
display part;
reading out the second color and the third
color by corresponding to the (y+1)-th data
line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reading out the third color and the first color
by corresponding to the (y+2)-th data line,
and reading out a viewpoint image which
corresponds to one of the even-numbered
column or the odd-numbered column of the
display part;
reading out the first color and the second
color by corresponding to the (y+3)-th data
line, and reading out a viewpoint image
which corresponds to the other one of the
even-numbered column or the odd-num-
bered column of the display part;
reading out the second color and the third
color by corresponding to the (y+4)-th data
line, and reading out a viewpoint image
which corresponds to one of the even-num-
bered column or the odd-numbered column
of the display part;
reading out the third color and the first color
by corresponding to the (y+5)-th data line,
and reading out a viewpoint image which
corresponds to the other one of the even-
numbered column or the odd-numbered
column of the display part.
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