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(54) Method and apparatus for traffic flow differentiation

(57) A method for differentiating a plurality traffic
flows according to their priority, said flows sharing one
physical network device which communicates with one
or more other devices in a wireless network , said method
comprising:
providing a plurality of virtual network devices which split
said one physical network device into said plurality of

virtual network devices;
mapping the plurality of traffic flows onto the plurality of
different virtual network devices, respectively;
putting one of said virtual network devices which corre-
sponds to a flow having a lower priority into a sleep mode
or doze mode or power save mode to thereby reduce the
impact which the traffic flow having lower priority has on
the traffic flow having higher priority.
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Description

FIELD OF INVENTION

[0001] The present invention relates to a method and
an apparatus for traffic flow differentiation.

BACKGROUND OF THE INVENTION

[0002] In today’s wireless infrastructure or ad-Hoc leg-
acy 802.11 networks, a user who is simultaneously gen-
erating/receiving video/audio traffic and uploading/
downloading best-effort traffic (e.g. P2P, FTP) would ob-
serve a degradation of the quality of the real-time traffic.
Two factors at least contribute to this degradation.
[0003] The first factor is the unique hardware transmit
queue of legacy 802.11 APs or STAs. Best effort and
real-time traffic share the same hardware transmit queue
on WLAN devices. Depending on best-effort traffic gen-
eration rate, real-time (RT) packets might be queued be-
hind a considerable number of best-effort (BE) ones, thus
potentially harming the deadline requirements of time-
sensitive applications. Moreover, the limited size of the
hardware transmit queue could cause inopportune RT
packet droppings if all the queue sots are already occu-
pied. In absence of hardware-level priority-based queue
discipline and discarding rules, RT traffic is potentially
subject to considerable delay and jitter.
[0004] A second factor contributing to the degradation
is the high contention between (downlink, uplink) x (RT,
BE) packets. Uplink and downlink traffic share the same
radio resources. A station (e.g. an AP) in charge of serv-
ing all downlink flows will have the same access priority
as each station serving its uplink flow. Therefore, all
downlink flows have to share approximately an equal
number of accesses that one uplink flow may get. In pres-
ence of high best effort uplink traffic loads (e.g. P2P file
sharing or FTP), this leads to the uplink/downlink unfair-
ness problem (see e.g. Francisco Micó, José Miguel
Villalón2 and Pedro Cuenca, Unfairness Uplink/Downlink
in IEEE 802.11 WLANs, NAEC, September 2008), with
a throughput asymmetry between uplink and downlink
flows which advantages the former as the number of
flows increases, independently on the use or not of serv-
ice differentiation mechanisms (e.g. 802.11e). Moreover,
although differentiated per-queue medium access pa-
rameters (as for example in 802.11e) may reduce the
number of contending stations (only a subset of MAC
entities is allowed to access certain time slots), in satu-
rated traffic scenarios the probability that in every time
slot at least one low-priority station reaches its back-off
counter deadline becomes very high, thus reducing the
number of virtually protected time slots and in general,
the effectiveness of 802.11e traffic prioritization.
[0005] A number of solutions have been already pro-
posed for flow-level service differentiation. Most of them
however use non 802-11 standard compliant mecha-
nisms that impede their practical deployment in commer-

cial devices. Moreover, none of them is able to explicitly
address the problem of reducing the number of contend-
ing users or the lack of a packet queuing/discarding dis-
cipline at WLAN hardware level. The IEEE 802.11e
amendment has been shown to not be able to cope with
these issues, and also presents the same impairments
related to unfair uplink/downlink resource repartition as
evidenced for legacy IEEE 802.11 WLANs.
[0006] From a practical perspective, one option that is
commonly used is to limit bandwidth-hungry applications
in favour of delay-sensitive ones. This is the usual case
of a casual P2P user starting a SKYPE/MSN video/audio
call. Depending on the available wireless bandwidth, the
user or the operating system may have to reduce the
bandwidth required by the P2P application in order to
improve the quality of his video/audio communication.
This approach is inconvenient in two different aspects:
[0007] First of all, it requires a manual intervention from
the user; and secondly it requires that the WLAN device
is operated in the context of a traffic shaping capable
operating system that favours video/audio traffic over low
priority one.
[0008] It is therefore desired to have an improved
mechanism for service level differentiation.

SUMMARY OF THE INVENTION

[0009] According to one embodiment there is provided
a method for differentiating a plurality traffic flows accord-
ing to their priority, said flows sharing one physical net-
work device which communicates with one or more other
devices in a wireless network , said method comprising:

providing a plurality of virtual network devices which
split said one physical network device into said plu-
rality of virtual network devices;
mapping the plurality of traffic flows onto the plurality
of different virtual network devices, respectively;
putting one of said virtual network devices which cor-
responds to a flow having a lower priority into a sleep
mode or doze mode or power save mode to thereby
reduce the impact which the traffic flow having lower
priority has on the traffic flow having higher priority.

[0010] By using network virtualization and putting the
low priority network virtual device into the power save
mode a traffic flow differentiation can be achieved which
avoids the negative impact of the low priority flow on the
high priority flow.
[0011] According to one embodiment the method fur-
ther comprises:

monitoring or checking any parameter which is in-
dicative of the high priority flow being affected by the
low priority flow to such an extent that the virtual net-
work device should be put into the power save mode.

[0012] By watching a parameter which is indicative of
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the need for traffic shaping the operation of the mecha-
nism can be limited to those periods where there is indeed
a negative impact on the high priority flow, this avoiding
any effect on the low priority flow during the other periods.
[0013] According to one embodiment said parameter
comprises one or more of the following: the queuing delay
of the high priority flow; the number of collisions in said
network device.
[0014] These are suitable parameters which can indi-
cate that the high priority flow is negatively affected such
that it makes sense to perform a traffic shaping.
[0015] According to one embodiment the method fur-
ther comprises:

entering the power save mode or sleep more or doze
mode by said remote virtual network device in re-
sponse to the detection by a remote virtual network
device which corresponds to a low priority traffic flow
that the virtual network device of said plurality of vir-
tual network devices has already entered the power
save mode or sleep more or doze mode.

[0016] In this manner there can be implemented a col-
laborative approach where other remote virtual network
devices contribute to the traffic shaping to thereby further
reduce the negative effect of the low priority flows on the
high priority flow.
[0017] According to one embodiment said plurality of
virtual network devices is generated in response to one,
any, or any combination of the following:

whenever a real-time application is started;
whenever the first real-time packet is generated;
whenever high-priority traffic sharing the hardware
transmit queue with low-priority traffic experiences
excessive delays;
whenever a parameter indicative of a high priority
flow being affected by a low priority flow which shares
the same hardware queue exceeds a certain thresh-
old.

[0018] In this way the virtual network devices do not
need to be provided all the time but only if they are actually
needed.
[0019] According to one embodiment the method fur-
ther comprises:

transmitting by the virtual network device corre-
sponding to the low-priority flow a message to its
communication partner or to other remote virtual net-
work devices indicating that it is in or goes into the
power save mode or sleep more or doze mode.

[0020] In this way a virtual network device may actively
trigger other (remote) virtual network devices to contrib-
ute to the traffic shaping.
[0021] According to one embodiment there is provided
an apparatus for differentiating a plurality traffic flows ac-

cording to their priority, said flows sharing one physical
network device which communicates with one or more
other devices in a wireless network , said apparatus com-
prising:

a module for providing a plurality of virtual network
devices which split said one physical network device
into said plurality of virtual network devices;
a module for mapping the plurality of traffic flows
onto the plurality of different virtual network devices,
respectively;
a module for putting one of said virtual network de-
vices which corresponds to a flow having a lower
priority into a sleep mode or doze mode or power
save mode to thereby reduce the impact which the
traffic flow having lower priority has on the traffic flow
having higher priority.

[0022] In this manner an apparatus acting as an em-
bodiment of the invention can be implemented
[0023] According to one embodiment the apparatus
further comprises:

a module for monitoring or checking any parameter
which is indicative of the high priority flow being af-
fected by the low priority flow to such an extent that
the virtual network device should be put into the pow-
er save mode.

[0024] According to one embodiment said parameter
comprises one or more of the following: the queuing delay
of the high priority flow; the number of collisions in said
network device.
[0025] According to one embodiment the apparatus
further comprises:

A module for entering the power save mode or sleep
more or doze mode by said remote virtual network
device in response to the detection by a remote vir-
tual network device which corresponds to a low pri-
ority traffic flow that the virtual network device of said
plurality of virtual network devices has already en-
tered the power save mode or sleep more or doze
mode.

[0026] According to one embodiment said plurality of
virtual network devices is generated in response to one,
any, or any combination of the following:

whenever a real-time application is started;
whenever the first real-time packet is generated;
whenever high-priority traffic sharing the hardware
transmit queue with low-priority traffic experiences
excessive delays;
whenever a parameter indicative of a high priority
flow being affected by a low priority flow which shares
the same hardware queue exceeds a certain thresh-
old.
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[0027] According to one embodiment the apparatus
further comprises:

A module for transmitting by the virtual network de-
vice corresponding to the low-priority flow a message
to its communication partner or to other remote vir-
tual network devices indicating that it is in or goes
into the power save mode or sleep more or doze
mode.

[0028] According to one embodiment there is provided
a computer program comprising computer program code
which when being executed on a computer enables said
computer to carry out a method according to one of the
embodiments of the invention.

DESCRIPTION OF THE DRAWINGS

[0029]

Fig. 1 schematically illustrates a queing mechanism
according to the prior art.
Fig. 2 schematically illustrates the operation of an
embodiment of the present invention.
Fig. 3 schematically illustrates the operation of a fur-
ther embodiment of the present invention.
Fig. 4 illustrates the effect of an embodiment of the
present invention

DETAILED DESCRIPTION

[0030] Before embodiments of the invention will be ex-
plained, at first some terms which will be used in the
description are clarified.

AP Access Point
STA Station
ATIM Announcement Traffic Indication Map
DTIM Delivery Traffic Indication Map
DCF Distributed Coordination Function
DHCP Dynamic Host Configuration Protocol
DSL Digital Subscriber Line
MAC Medium Access Control
PSPM Power Save Polling Mode
QoS Quality of Service
OS Operating Systems
WLAN Wireless Local Area Network
BE Best Effort
RT Real Time

[0031] The solution in accordance with an embodiment
of the invention introduces a traffic classification mech-
anism and a rate limiting policy ensuring that the queuing
differentiation and management processes happen di-
rectly in the wireless device driver rather than in the OS
protocol stack.
[0032] To achieve this goal, traffic flows are split onto
multiple independent virtual network interfaces and tem-

porarily put in doze mode the ones delivering best effort
traffic. In one embodiment, the amount of time in which
the virtual interface is put in doze mode depends on the
low priority rate reduction to be achieved in order to favour
delay sensitive applications.
[0033] The use of power saving techniques to manage
different wireless interfaces is not new in the 802.11 wire-
less extent. The first idea appeared in October 2005 on
the HostAP mailing list in a email thread entitled "Virtual
WiFi" (see Virtual Wifi email thread. http://lists.sh-
moo.com/ pipermail/ hostap/ 2005- October/
011759.html). The discussion was basically focused on
how to stay simultaneously connected to multiple APs
possibly operated on different channels by using a single
network interface card. Before entering power save
mode, one virtual station announces the sleeping time
to its serving AP and enters doze state. This allows to
seamlessly handover to the other local virtual station si-
multaneously running on top of the same network hard-
ware. After resuming from the previous doze state, this
virtual station recovers its frames from the AP it was as-
sociated with by leveraging power save mechanism and
related remote storage features.
[0034] This idea has been again presented in a re-
search paper from Katabi et. al.(see Srikanth Kandula,
Kate Lin, Tural Badirkhanli, Dina Katabi, FatVAP: Aggre-
gating AP Backhaul Bandwidth NSDI, 2008), and in new
commercial products recently advertised by a mobile op-
erator (see ). In Katabi et al., the authors simultaneously
connect one wireless network interface to multiple APs
in order to utilize all the available bandwidth resources
not completely used at some of these APs.
[0035] Similarly, Microsoft Research has proposed the
Virtual WiFi tool for wireless 802.11 drivers running on
Windows OS (see e.g. MS Virtual WiFi Project. http://
research.microsoft.com/en- us/um/ redmond/ projects/
virtualwifi). The goal of Virtual Wifi is to allow users to
switch between networks transparently to the applica-
tions, as if they were connected to multiple wireless net-
works simultaneously. Virtual WiFi is implemented as an
NDIS intermediate driver, and a user-level service in Win-
dows XP. Virtual WiFi interacts with the card device driver
at the lower end, and network protocols at the upper end.
The buffering protocol is implemented in the kernel and
the switching logic is implemented as a user-level serv-
ice. The ClubADSL proposal by Telefonica R&D (see e.g.
http: //www.tid.es/en/ current- events/ news/ clubadsl-
makes-it-possible-to-share-adsl-with-neighbours-to-in-
crease-capacity) applies this approach in the Linux OS
with Atheros-based WLAN devices.
[0036] In the mechanism according to the embodi-
ments of the present invention, however, the purpose
and the way of combining power save and network inter-
face virtualization is completely different from the prior
art approaches. Network virtualization in he embodi-
ments of the invention is used to decrease channel con-
tention and transmit queue delay due to lack of multi-
queue and/or QoS capabilities at legacy APs or STAs,
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without affecting best-effort traffic or changing the stand-
ard 802.11 access mechanism.
[0037] To protect high-priority traffic from low-priority
traffic, according to one embodiment there are leveraged
power save mode capabilities of WLAN APs or ad-hoc
STAs. The user’s network device is split into two (or more)
virtual network devices. Virtualization allows to present
each virtual network device as an independent network
interface with a specific physical address at the OS level.
IP addresses are thus assigned independently at each
of a plurality of instantiated virtual MACs (or virtual MAC
layers) which are created for one physical network re-
source or PHY resource. For example there may be used
one physical network resource such as a network IC card
or network interface or physical network device, and by
virtualization there are created two (or more) MAC layers
on top of the single shared PHY layer used by the single
network interface or network card. The IP address as-
signment for the multiple MAC layers may be carried out
according to DHCP rules or based on manual network
configuration. One may say that each of the virtual MAC
layers together with the (shared) PHY layer forms a sep-
arate virtual station (or virtual network device) which is
seen by the operating system as if there were a separate
network cards, one for each virtual MAC layer. Such a
virtual station may also be called a virtual MAC entity or
virtual network device.
[0038] One may therefore say that in embodiments of
the invention a plurality virtual stations (or virtual network
devices) is created, each of which comprises a virtual
MAC layer which has been created for a PHY layer (phys-
ical layer) or PHY resource which is shared by the plu-
rality of virtual MAC layers. Such multiple virtual MAC
layers (or virtual network devices or virtual stations) are
then seen by the operating system OS as if there were
a plurality of physical network resources, such as network
interfaces or network IC cards. The OS may therefore
assign different IP addresses to these virtual Mac layers
(which may themselves be identified by different virtual
MAC addresses). For the layers above the MAC layer it
looks like there were multiple physical network devices
which are separately addressable, while in reality there
is only one physical network device and only one PHY
layer which is shared by the multiple virtual MAC layers.
Virtual stations or APs therefore comprise MAC and PHY,
two virtual stations share one PHY and their respective
MAC instantiations (or virtual MAC layers) are respec-
tively unique and seen by the operating system as sep-
arate and different which may be assigned different ad-
dresses, e.g. different IP addresses.
[0039] According to one embodiment a MAC manage-
ment entity (or "virtual network device management mod-
ule") is used to manage the instantiated virtual MACs (or
virtual network devices) . In one embodiment, this MAC
management entity can be integrated in the MLME mod-
ule of 802.11 MAC. Alternatively, it can be implemented
as a separate module acting on top of virtual interfaces.
[0040] The MAC management module in one embod-

iment is responsible to map different traffic flows onto a
specific virtual stack on the basis of their QoS require-
ments. In one embodiment, there can be instantiated one
virtual network interface per each traffic flow present on
the device.
[0041] This mechanism according to one embodiment
will now be further explained in connection with Figs. 1
and 2. Fig. 1 illustrates the single input queue of a network
device (or MAC layer) according to the prior art. Two
flows, one consisting of real-time (RT) packets and the
other one consisting of best effort (BE) packets contend
for entering the queue which, in the case of Fig. 1, has
just one empty slot. Since there is no way of flow differ-
entiation, there may be introduced an excessive queing
delay due to best effort packets which - in connection
with the limited queue size - may cause RT packets to
miss their deadline and get dropped.
[0042] To avoid this situation, an embodiment of the
invention operates as depicted in Fig. 2. There are pro-
vided two virtual MAC layers or virtual stations (VSTA1
and VSTA2) each of which comprises a virtual MAC layer
and which both share the same PHY layer. In this way
there are provided two separate input queues instead of
only one, and the two flows (RT and BE) can be (and
are) directed to respectively different virtual MAC layers,
the RT flow to the left virtual MAC layer, and the BE flow
to the one depicted on the right hand side. The two virtual
stations then contend for the channel access through the
same physical network resource, i.e. the same PHY layer
or PHY instantiation. From the point of view of the oper-
ating system the mechanism is seen as if there were
multiple network interfaces or network cards (one for
each MAC layer), while actually physically there is only
a single network interface or network interface card (NIC)
which is used for accessing the network. , e.g. by using
the same network interface card (NIC). The multiple vir-
tual stations or virtual APs, however, look to the operating
system as if they were really physically different multiple
network interfaces or "stations" or "APs" or network
cards.
[0043] It should be noted that in one embodiment,
when generating the virtual MAC layers the necessary
queues for storing packets are instantiated at the MAC
layer. The PHY-layer, which is shared among the differ-
ent virtual MAC instances, does not provide any queuing,
but instead each virtual MAC instance (or virtual MAC
layer) provides the set of necessary of queues to store
packets.
[0044] The two virtual network devices are provided
"on the top" of the single "real network device", in other
words for really accessing the channel on the physical
layer there is used only a single (real) network device,
but on the MAC layer, through network device virtualiza-
tion, it appears as if there were two network devices with
separate queues.
[0045] For providing these virtual stations the known
virtualization techniques may be used, however, contrary
to any approaches of the prior art they are used to achieve

7 8 



EP 2 259 509 A1

6

5

10

15

20

25

30

35

40

45

50

55

a traffic flow differentiation according to the priority of the
flows.
[0046] Once the virtual MACs are instantiated, the op-
erating system sees as many Network Interface Cards
(NICs) as MAC layers are present. If 10 (virtual) MAC
layers are present, the OS assumes that 10 interface
cards are present, independently if they actually share
the same network hardware or not. Then, the OS pro-
vides each virtual Station with a different IP address.
Routing to the different virtual MAC layers can thus
achieved by the normal/legacy IP routing scheme imple-
mented in the OS kernel (i.e. route flow A to IP_A and
flow B to IP_B).
[0047] According to one embodiment, there is provid-
ed a management module for the plurality of virtual sta-
tions or virtual MAC layers for the management of the
Virtual STAs. While it is actually not necessary for the
routing" the management module, however, performs a
mapping to map the different traffic flows onto the re-
spective (correct) virtual network devices or virtual MAC
layers. The VSTA management module in one embodi-
ment is a module which is located between the IP layer
and the virtual MACs that just lets the packets go through
to the correct Virtual Station. In addition to the mapping,
according to one embodiment its role is to manage/con-
trol the power save mode of those virtual STAs that are
taking too much bandwidth thus penalizing the real time
traffic.
[0048] The mechanism according to one embodiment
will now be further explained in connection with Fig. 2.
As shown in Fig. 2, there is provided a virtual network
device (or virtual station VSTA) management module
(VSTA module) which maps the two traffic flows onto the
corresponding virtual network devices or virtual MACs
(see left-hand side of Fig. 2). The management module
(VSTA management) therefore fulfils a mapping function
by directing the flows to the respective virtual network
devices. According to one embodiment the virtual net-
work devices can have assigned different addresses, and
then the mapping may be done using these different ad-
dresses. In this way, for the communication peer (e.g. an
access point with which the physical network device (the
network interface card) being e.g. located in a user’s lap-
top communicates) it seems as if it were communicating
with two different network devices having different ad-
dresses. Similarly, for an application running on the lap-
top of for the operating system, it appears as if the laptop
had two physical network devices or network cards.
[0049] Therefore, according to one embodiment, the
radio channel (or channels) is accessed through one
physical network device (which may e.g. a network card,
a network IC card, or a network interface) by using one
PHY instantiation or PHY layer which is shred by a plu-
rality of virtual MAC layers. Each of the plurality of virtual
MAC layers together with their shared PHY layer thereby
forms a different virtual station (or virtual AP or virtual
network device) which are seen by the OS as if there
were different physical network devices.

[0050] One may say that in one embodiment the phys-
ical network device (the network IC card or network in-
terface) is "split" into virtual network devices or virtual
stations or virtual APs by the generation of virtual MAC
layers. The virtual stations share the same PHY resource
but are seen form the OS as if there were a plurality of
physical network devices or network cards, while actually
there is only one of them which by virtualization is "split"
into virtual network devices.
[0051] The management module according to one em-
bodiment is capable of putting one of the virtual network
devices (temporarily) into a sleeping mode or a power
save mode or a doze mode. This is schematically illus-
trated on the right hand side of Fig. 2 (by the "zzzz...").
In this way the management module improves the chan-
nel access conditions for the flow whose virtual network
device was not put into power save mode, and therefore
in this way it becomes possible to perform a flow differ-
entiation according to the priority of the flows. E.g. if one
of the flows is a RT flow (high priority) and one is a BE
flow (low priority), the management module may put the
virtual station corresponding to the BE flow into the sleep
mode so that only RT packets are transmitted. This caus-
es the peer (e.g. the access point) to direct all packets
belonging to the BE flow into the power save queue
(which is a standard feature for 802.11 devices), and only
the RT packets are forwarded to the virtual station which
correspond to the RT flow. Similarly, on the side of the
two virtual network devices (e.g. the laptop of the user)
the BE packets are stored in a queue and are not for-
warded to the virtual network device corresponding to
the BE flow as long as this virtual network device is in
the power save mode. Instead, only RT packets are for-
warded to the corresponding virtual network device
(VSTA1 in Fig. 2) and therefore the packets of this flow
have better channel access conditions.
[0052] In other words, to reduce the impact of the best-
effort traffic on the real-time one, the MAC management
module can force the virtual station responsible for best-
effort traffic to go in doze mode, thus leaving all the avail-
able hardware and radio resources to the virtual station
delivering real-time traffic. Thereby the virtual MAC in-
stances and power save commands for BE traffic can
save hardware resources in favour of RT traffic, while
reducing local and global channel contention levels.
[0053] The skilled person will recognize that the mech-
anism described before cannot only be used to differen-
tiate between flows of RT and BE traffic but between any
flows having different priorities.
[0054] According to one embodiment packet loss for
best effort traffic is prevented thanks to power save rules
that guarantee the remote AP or Ad-Hoc STA to buffer
new incoming BE frames by using power save queues
present on WiFi-compliant APs or STAs. Figure 3 shows
the direct consequence of power save mode as initiated
by BE stations at legacy APs or Ad-Hoc master STAs.
For that purpose Fig. 3 depicts the queuing at a legacy
APs or Ad-Hoc master STA. As visible, RT traffic will be
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normally queued at the AP MAC queue, while BE traffic
will be temporarily saved on the Power Save queue of
the AP for postponed forwarding. This continues as long
as the virtual network device corresponding to the BE
flow is in power save mode. Once it returns to normal
operation, the BE packets form the power save queue
are inserted into the "normal" queue. The whole mecha-
nism of putting a virtual device into power save mode,
queuing the corresponding packets in the power save
queue, fetching the virtual device back to normal opera-
tion and then inserting the queued packets into the nor-
mal queue may occur periodically or from time to time,
depending on how strong the BE traffic affects the RT
traffic.
[0055] With the described mechanism there can be
achieved service differentiation (different throughput, de-
lay) in infrastructure and ad-hoc (wireless) networks
where APs or STAs do not necessarily provide QoS sup-
port. The invention also applies to those apparatuses
supporting 802.11e service differentiation mechanisms,
which by default do not provide any mechanism able to
avoid internal traffic collisions or to reduce overall chan-
nel access contention. The mechanism helps improving
the quality of high-priority traffic (e.g. video or voice) by
reducing the impact of low-priority ones (e.g. P2P, ftp).
[0056] The skilled person will readily recognize that
although along this description reference is made to two
virtual stations, the embodiments of the invention can be
easily generalized to any number of virtual stations in-
stantiated on top of the same hardware.
[0057] In one embodiment the mechanism comprises
splitting the 802.11 network hardware into 2 virtual MAC
instances sharing the same PHY. Mainline Linux kernel
exposes an 80211 MAC API which already supports this
functionality, thus opening the deployment of this solution
to all wireless network devices whose drivers are devel-
oped according to these APIs. A list of all available net-
work devices using the MAC80211 Linux API is present
on linuxdrivers.com. Network hardware virtualization is
also possible on Windows OS through specific experi-
mental APIs (see e.g. Virtual Wifi email thread. http://
lists.shmoo.com/ pipermail/ hostap/ 2005- October/
011759.html).
[0058] In one embodiment both virtual stations are
supposed to be connected to the same AP or IBSS. How-
ever, the mechanism can also be applied to virtual sta-
tions connected to different APs or Ad-Hoc STAs possibly
operated on different channels.
[0059] According to one embodiment network inter-
face virtualization techniques ensure that virtual stations
are assigned different MAC addresses, thus allowing dif-
ferent IP addresses assignation to each of them. A MAC
management module built on top of virtual stations then
assigns them different traffic flows according to their pri-
ority.
[0060] In one embodiment, the assignation policy can
map all the low-priority traffic on virtual station 1 and high-
priority traffic to virtual station 2. Then, according to one

embodiment the management module checks whether
there is a condition which requires traffic shaping by
putting the low priority flow virtual network device into
power save mode. Such a condition may e.g. be judged
to be present whenever an high queuing delay is reported
for the virtual station corresponding to the high priority
flow. For example the management module may monitor
the queuing delay and then check whether a certain (pre-
determined) threshold has been reached. If this is the
case, the management module then puts the virtual de-
vice corresponding to the low priority traffic into power
save mode by issuing a corresponding command.
[0061] Referring now again to Fig. 2, the management
module can put virtual station 1 (VSTA1) in power save
mode, thus forcing the related peer (AP or Ad-Hoc STA)
to periodically buffer the (low-priority) frames arriving dur-
ing the sleep period. This approach has the advantage of:

• reducing the delay experienced of high-priority
frames. This technique avoids these frames to be
queued behind BE ones during virtual station 1
sleeping period.

• reducing the contention level on the wireless channel
caused by BE frames. The contention level can be
further reduced for example other remote virtual de-
vices, after detecting the presence of sleeping sta-
tions through the Infrastructure or Ad-Hoc beacon
frames, enter, if possible, the doze state. A remote
virtual device may recognize from such a beacon
frame that a virtual network device has already en-
tered the power save mode, and then the remote
virtual network device (which corresponds to a low
priority level traffic flow) may do the same (if possible)
to thereby reduce the contention level further.

[0062] In the foregoing embodiment the condition
which triggers the power save mode was the queuing
delay. However, the condition whether a traffic shaping
is required may also be judged based on any other pa-
rameter or parameters indicating that the high priority
traffic flow is affected by the low priority traffic flow to
such an extent that the low priority traffic flow should be
put into the power save mode. For example, if 802.11e
capable STAs are used, the mechanism can be also trig-
gered by an excessive number of internal collisions. The
management module may therefore monitor or check any
parameter which is indicative of the high priority flow be-
ing affected by the low priority flow to such an extent that
the virtual network device should be put into the power
save mode.
[0063] According to one embodiment the virtual net-
work devices are not existing already before any flow
starts, but instead are generated in response to one or
more triggering events. In one embodiment any or any
combination of the following three events may trigger the
creation of a new virtual network instance:

• whenever a real-time application is started, or
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• whenever the first real-time packet is generated, or
• whenever high-priority traffic sharing the hardware

transmit queue with low-priority traffic experiences
excessive delays

• whenever a parameter indicative of a high priority
flow being affected by a low priority flow which shares
the same hardware queue exceeds a certain thresh-
old.

[0064] In the following the operation of an embodiment
at the side of the station where the virtual network devices
are provided will be explained.
[0065] According to one embodiment the new virtual
MAC layer instance is generated then, with a unique MAC
address. IP address assignation can be regulated either
using DHCP or in a static manner. Traffic mapping at the
MAC management module (virtual network device man-
agement module) in one embodiment inspects the ToS
field in the IP packet header in order to opportunely map
to a specific virtual MAC instance. Other ways of identi-
fying whether a packet belongs to a high priority flow or
a low priority flow may, however, also be used.
[0066] In case a frame is not clearly identifiable as RT
or BE, such in the case of encapsulation, streaming/flash/
http, different ways of how the assignment can be made
can be imagined. A very simple approach in such a case
could be to direct those frames to the default destination
(e.g. low priority flow), but other less straight-forward
mechanisms may also be used in such a case.
[0067] Whenever real-time traffic suffers from queuing
delay - or in case of 802.11e stations, of excessive inter-
nal collisions, the MAC management entity module in
one embodiment may force the low-priority virtual MAC
instance to issue a unicast message to its communication
partner (the AP or its Ad-Hoc peer) indicating that is in
or goes into the power save mode (e.g. a message with
the power save bit enabled).
[0068] In one embodiment, when collaborative mech-
anisms are implemented, a station with a single RT traffic
queue can reduce channel access delay by triggering
remote stations (or remote virtual network devices) to
enter the sleeping mode by delivering a message indi-
cating that it is or goes into the power save mode. E.g.
a power save frame can be delivered from a virtual MAC
instance which is temporarily activated for such a pur-
pose.
[0069] According to one embodiment stations recog-
nizing the presence of other clients in sleeping mode (up-
on overhearing real-time frames sent by other stations
or exchanging control packets between stations to inform
about each other’s traffic priorities) can thus collabora-
tively enter the doze mode in order to temporarily reduce
the collision rate on the channel.
[0070] In the following the operation of an embodiment
at the side of the AP or Ad-Hoc peer will be explained.
[0071] At the AP or Ad-Hoc peer, each physical station
is seen as two (or eventually more) different and inde-
pendent ones due to the virtualization of the physical sta-

tion into a plurality of virtual network device with two (or
more) different IP/MAC addresses. Virtualization is then
transparent to the other peers. AP or Ad-Hoc remote peer
operations do not require any modifications and are not
affected by the mechanism.
[0072] After being informed of the station power save
mode, the AP or Ad-Hoc master node perform legacy
power save operations: they store packets for all (low-
priority) stations in power save mode until the next sched-
uled wake up period. These packets according to one
embodiment are e.g. provided to the intended stations
at each beacon interval, by using the ATIM (Announce-
ment Traffic Indication Map) window. This way, low-pri-
ority virtual stations will not experience packet losses dur-
ing power save mode.
[0073] With the mechanism as described before, by
putting one virtual instance in power saving mode reduc-
es the queuing delay of the other virtual instance where
the RT traffic is received or transmitted. As a result, locally
and/or at the remote AP (or Ad-Hoc) peer, RT traffic gets
a higher number of hardware queue slots and channel
access opportunities, thus improving the overall RT traffic
performance.
[0074] To prove the efficiency of the proposed scheme,
in Fig. 4 there are provided the results obtained from an
experimental test-bed in which one AP delivers two dif-
ferent flows to a legacy 802.11 station: one flow is rep-
resented by a RT video unicast streaming, while the other
flow is represented by an FTP download session from
the AP to the STA. As described in the embodiments of
the invention, on the client side there are instantiated two
virtual stations onto which there were mapped the two
traffic flows. The AP is a legacy off-the-shelf access point.
The plotted curves reports the total rate in packets/sec
at the AP when it serves these two traffic flows sharing
the same hardware and channel resources. As is visible
from the figure, whenever the proposed mechanism is
enabled (right-hand side), it automatically puts the best
effort virtual station in power save mode, thus favouring
RT downlink traffic over BE downlink traffic. Disabling
the mechanism causes RT downlink traffic to experience
a throughput reduction of about 30% in favour of the BE
downlink. As a consequence, RT traffic will inevitably ex-
perience a quality degradation.
[0075] In the following it will be discussed under which
scenarios (DSL/wireless bit-rates) the mechanism ac-
cording to embodiments of the invention may be applied.
[0076] In the cases where the infrastructure behind an
AP offers lower bit-rates than the wireless connection
(e.g. up to 16Mbps DSL connection, AP set to 802.11a
mode with 54Mbps, effectively ∼30Mbps), all the packets
that reached the AP from the infrastructure have enough
bandwidth to be transmitted over the wireless channel.
However, in practical scenarios where (i) multiple users
share the same wireless channel, (ii) some transmitters
use low bit-rate modulation schemes, thus causing oth-
ers to indirectly decrease their own modulation rate - this
effect is commonly known in literature as "802.11 per-
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formance anomaly" [8] - the bit-rate available per user is
often lower than in the infrastructure behind the AP.
[0077] Therefore the mechanism described before ap-
plies to those very common scenarios.
[0078] Regarding security and authorization issues,
the following is noted.
[0079] In the proposed mechanism, a given user can
be using two or more IP/MAC addresses. The authenti-
cation method (e.g. Radius) may limit the user to a single
IP/MAC address per user, which is typically the case in
non-free hotspots. In such a case this option could or
should be altered in the authentication server. The prob-
lem, however, does not exist in home, corporate, or free
hotspot scenarios.
[0080] With the embodiments described before users
are enabled to automatically assign priorities to different
traffic flows and get service differentiation even though
APs or STAs which do not support it. Therefore the neg-
ative impact of low priority flows on a high priority flow
can be reduced if the flows share the same physical hard-
ware resource.
[0081] It will be understood by the skilled person that
the embodiments described hereinbefore may be imple-
mented by hardware, by software, or by a combination
of software and hardware. The modules and functions
described in connection with embodiments of the inven-
tion may be as a whole or in part implemented by micro-
processors or computers which are suitably programmed
such as to act in accordance with the methods explained
in connection with embodiments of the invention. An ap-
paratus implementing an embodiment of the invention
may e.g. comprise a computing device or a mobile phone
or any mobile device or mobile station or node which is
suitably programmed such that it is able to carry out a
method as described in the embodiments of the inven-
tion.
[0082] According to an embodiment of the invention
there is provided a computer program, either stored in a
data carrier or in some other way embodied by some
physical means such as a recording medium or a trans-
mission link which when being executed on a computer
enables the computer to operate in accordance with the
embodiments of the invention described hereinbefore.

Claims

1. A method for differentiating a plurality traffic flows
according to their priority, said flows sharing one
physical network device which communicates with
one or more other devices in a wireless network ,
said method comprising:

providing a plurality of virtual network devices
which split said one physical network device into
said plurality of virtual network devices;
mapping the plurality of traffic flows onto the plu-
rality of different virtual network devices,

respectively;
putting one of said virtual network devices which
corresponds to a flow having a lower priority into
a sleep mode or doze mode or power save mode
to thereby reduce the impact which the traffic
flow having lower priority has on the traffic flow
having higher priority.

2. The method of claim 1, further comprising:

monitoring or checking any parameter which is
indicative of the high priority flow being affected
by the low priority flow to such an extent that the
virtual network device should be put into the
power save mode.

3. The method of claim 1 or 2, wherein said parameter
comprises one or more of the following:

the queuing delay of the high priority flow;
the number of collisions in said network device.

4. The method of one of the preceding claims, further
comprising:

entering the power save mode or sleep more or
doze mode by said remote virtual network de-
vice in response to the detection by a remote
virtual network device which corresponds to a
low priority traffic flow that the virtual network
device of said plurality of virtual network devices
has already entered the power save mode or
sleep more or doze mode.

5. The method of one of the preceding claims, wherein
said plurality of virtual network devices is generated
in response to one, any, or any combination of the
following:

whenever a real-time application is started;
whenever the first real-time packet is generated;
whenever high-priority traffic sharing the hard-
ware transmit queue with low-priority traffic ex-
periences excessive delays;
whenever a parameter indicative of a high pri-
ority flow being affected by a low priority flow
which shares the same hardware queue ex-
ceeds a certain threshold.

6. The method of one of the preceding claims, further
comprising:

transmitting by the virtual network device corre-
sponding to the low-priority flow a message to
its communication partner or to other remote vir-
tual network devices indicating that it is in or
goes into the power save mode or sleep more
or doze mode.
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7. An apparatus for differentiating a plurality traffic flows
according to their priority, said flows sharing one
physical network device which communicates with
one or more other devices in a wireless network ,
said apparatus comprising:

a module for providing a plurality of virtual net-
work devices which split said one physical net-
work device into said plurality of virtual network
devices;
a module for mapping the plurality of traffic flows
onto the plurality of different virtual network de-
vices, respectively;
a module for putting one of said virtual network
devices which corresponds to a flow having a
lower priority into a sleep mode or doze mode
or power save mode to thereby reduce the im-
pact which the traffic flow having lower priority
has on the traffic flow having higher priority.

8. The apparatus of claim 7, further comprising:

a module for monitoring or checking any param-
eter which is indicative of the high priority flow
being affected by the low priority flow to such an
extent that the virtual network device should be
put into the power save mode.

9. The apparatus of claim 7 or 8, wherein said param-
eter comprises one or more of the following:

the queuing delay of the high priority flow;
the number of collisions in said network device.

10. The apparatus of one of claims 7 to 9, further com-
prising:

A module for entering the power save mode or
sleep more or doze mode by said remote virtual
network device in response to the detection by
a remote virtual network device which corre-
sponds to a low priority traffic flow that the virtual
network device of said plurality of virtual network
devices has already entered the power save
mode or sleep more or doze mode.

11. The apparatus of one of claims 7 to 10, wherein said
plurality of virtual network devices is generated in
response to one, any, or any combination of the fol-
lowing:

whenever a real-time application is started;
whenever the first real-time packet is generated;
whenever high-priority traffic sharing the hard-
ware transmit queue with low-priority traffic ex-
periences excessive delays;
whenever a parameter indicative of a high pri-
ority flow being affected by a low priority flow

which shares the same hardware queue ex-
ceeds a certain threshold.

12. The apparatus of one of claims 7 to 11, further com-
prising:

A module for transmitting by the virtual network
device corresponding to the low-priority flow a
message to its communication partner or to oth-
er remote virtual network devices indicating that
it is in or goes into the power save mode or sleep
more or doze mode.

13. The A computer program comprising computer pro-
gram code which when being executed on a com-
puter enables said computer to carry out a method
according to one of claims 1 to 6.

Amended claims in accordance with Rule 137(2)
EPC.

1. A method for differentiating a plurality traffic flows
according to their priority, said flows sharing one
physical network device which communicates with
one or more other devices in a wireless network ,
said method comprising:

providing a plurality of virtual network devices
which split said one physical network device into
said plurality of virtual network devices;
mapping the plurality of traffic flows onto the plu-
rality of different virtual network devices, respec-
tively;
putting one of said virtual network devices which
corresponds to a flow having a lower priority into
a sleep mode or doze mode or power save mode
to thereby reduce a impact which the traffic flow
having lower priority has on the traffic flow hav-
ing higher priority;
said method further comprising:

monitoring or checking any parameter
which is indicative of the higher priority flow
being affected by the lower priority flow to
such an extent that the virtual network de-
vice corresponding to said lower priority
flow should be put into the power save
mode.

wherein said parameter comprises:
the queuing delay of the high priority flow.

2. The method of claim 1, further comprising:

entering the power save mode or sleep more or
doze mode by a remote virtual network device
in response to the detection by said remote vir-
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tual network device which corresponds to a low
priority traffic flow that a virtual network device
of said plurality of virtual network devices has
already entered the power save mode or sleep
more or doze mode.

3. The method of one of the preceding claims, where-
in said plurality of virtual network devices is gener-
ated in response to one, any, or any combination of
the following:

whenever a real-time application is started;
whenever the first real-time packet is generated;
whenever high-priority traffic sharing the hard-
ware transmit queue with low-priority traffic ex-
periences excessive delays;
whenever a parameter indicative of a high pri-
ority flow being affected by a low priority flow
which shares the same hardware queue ex-
ceeds a certain threshold.

4. The method of one of the preceding claims, further
comprising:

transmitting by the virtual network device corre-
sponding to the lower-priority flow a message to
its communication partner or to other remote vir-
tual network devices indicating that it is in or
goes into the power save mode or sleep more
or doze mode.

5. An apparatus for differentiating a plurality traffic
flows according to their priority, said flows sharing
one physical network device which is adapted to
communicate with one or more other devices in a
wireless network , said apparatus comprising:

a module for providing a plurality of virtual net-
work devices which are adapted to split said one
physical network device into said plurality of vir-
tual network devices;
a module for mapping the plurality of traffic flows
onto the plurality of different virtual network de-
vices, respectively;
a module for putting one of said virtual network
devices which corresponds to a flow having a
lower priority into a sleep mode or doze mode
or power save mode to thereby reduce an impact
which the traffic flow having lower priority has
on the traffic flow having higher priority.
said apparatus further comprising:

a module for monitoring or checking any pa-
rameter which is indicative of the higher pri-
ority flow being affected by the lower priority
flow to such an extent that the virtual net-
work device corresponding to said lower pri-
ority flow should be put into the power save

mode;

wherein said parameter comprises:
the queuing delay of the high priority flow.

6. The apparatus of claim 5, further comprising:

A module for entering the power save mode or
sleep more or doze mode by a remote virtual
network device in response to the detection by
said remote virtual network device which corre-
sponds to a low priority traffic flow that a virtual
network device of said plurality of virtual network
devices has already entered the power save
mode or sleep more or doze mode.

7. The apparatus of one of claims 5 to 6, said appa-
ratus being adapted such that said plurality of virtual
network devices is generated in response to one,
any, or any combination of the following:

whenever a real-time application is started;
whenever the first real-time packet is generated;
whenever high-priority traffic sharing the hard-
ware transmit queue with low-priority traffic ex-
periences excessive delays;
whenever a parameter indicative of a high pri-
ority flow being affected by a low priority flow
which shares the same hardware queue ex-
ceeds a certain threshold.

8. The apparatus of one of claims 5 to 7, further com-
prising:

A module for transmitting by the virtual network
device corresponding to the lower-priority flow
a message to its communication partner or to
other remote virtual network devices indicating
that it is in or goes into the power save mode or
sleep more or doze mode.

9. A computer program comprising computer pro-
gram code which when being executed on a com-
puter enables said computer to carry out all the steps
of the method according to one of claims 1 to 4.
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