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(57) The presentinvention relates to a data structure,
a reproducing apparatus, a reproducing method, and a
program which are applicable to various types of display
and which facilitates signal processing performed in the
displays. In a 3D video format according to the present
invention, a base signal BS of a side-by-side image SbSP
and an optional signal OS of a sub-image SuP obtained

DATA STRUCTURE, REPRODUCTION DEVICE, METHOD, AND PROGRAM

by collectively arranging three images described below
regarding an L image LP of the side-by-side image SbSP
are used. That is, the sub-image SuP includes a Depth
image of the L image, an image hidden behind an object
included in the L image, and a Depth image of the mage
hidden behind the object. The present invention is appli-
cable to 3D displays.
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Description
Technical Field

[0001] The presentinventionrelatesto datastructures,
reproducing apparatuses, reproducing methods, and
programs. The present invention particularly relates to a
data structure, a reproducing apparatus, a reproducing
method, and a program which are applicable to a display
employing an LR image display method (a polarization
filter method, a liquid crystal shutter method, or the like)
and a display using an image viewed from at least three
viewpoints (Multi-views) (a lenticular method) in common
and which are capable of providing a 3D video format
which facilitates signal processing performed in the dis-

plays.
Background Art

[0002] In general, various types of display apparatus
having a function of displaying a 3D (three Dimensional)
video image (hereinafter referred to as a "3D display ap-
paratus") have been used. Furthermore, various types
of video format for 3D display (hereinafter referred to as
a 3D video format) have been used.

[0003] Therefore, a large number of combinations of
a type of a 3D display apparatus and a 3D video format
may be notionally used. However, optimum combina-
tions which facilitate and optimize signal processing for
video display should be employed.

[0004] Forexample, a 3D video format using animage
for a left eye (hereinafter referred to as an "L image") and
an image for a right eye (hereinafter referred to as an "R
image") is suitable for a 3D display apparatus employing
a polarized filter method and a 3D display apparatus em-
ploying a liquid crystal shutter method. Note that, here-
inafter, such 3D display apparatuses are referred to as
"3D display apparatuses employing an LR image display
method".

[0005] Furthermore, for example, a 3D video format
using a two-dimensional image and a Depth image is
suitable for a 3D display apparatus employing a method
using an image viewed from three or more viewpoints
(Multi-view), that is, a 3D display apparatus employing a
so-called lenticular method, for example (refer to Non
Patent Literature 1).

Citation List
Non Patent Literature

[0006] NPL 1: web site of Royal Philips Electronics >
home page > 3D solutions > About, "searched in 7 July,
2008", "http://www.business-sites.philips.com/3dsolu-
tions/about/Index.html"
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Summary of Invention
Technical Problem

[0007] However, a 3D video format which is suitably
used for different types of 3D display in common and
which facilitates signal processing for display has not
been developed.

[0008] For example, as described above, 3D display
apparatuses employing the LR image display method
which have been used by general people basically em-
ploy the 3D video format using an L image and an R
image. Therefore, if a 3D video image of a 3D video for-
mat using a two-dimensional image and a Depth image
is to be displayed in the 3D display apparatus employing
the LR image display method, a function of generating
an L image and an R image on the basis of the 3D video
format is required. However, additional implementation
of this function is not realistic due to a large burden of
the implementation. That is, the 3D video format using a
two-dimensional image and a Depth image is not suitable
for the 3D display apparatus employing the LR image
display method.

[0009] On the other hand, for example, when a 3D vid-
eo image of the 3D video format using an L image and
an R image is to be displayed in a 3D display apparatus
employing a lenticular method, a function of generating
atwo-dimensional image and a Depth image on the basis
of the video format is required. However, it is technically
difficult to realize this function. That is, the 3D video for-
mat using an L image and an R image is not suitable for
the display employing the lenticular method. Similarly,
the 3D video format using an L image and an R image
is not suitable for a display employing a method using an
image viewed from three or more viewpoints (Multi-
views) other than the lenticular method.

[0010] Accordingly, realization of a 3D video format
which is used for the LR image display method (a polar-
ized filter method, a liquid crystal shutter method, or the
like) and the method using an image viewed from three
or more viewpoints (Multi-views) in common and which
facilitates signal processing for the display has been de-
manded. However, this demand has not been sufficiently
satisfied.

[0011] The present invention has been made in view
of this situation to provide a 3D video format which may
be employed in a display employing the LR image display
method (a polarized filter method, a liquid crystal shutter
method, or the like) and a display employing the method
using an image viewed from three or more viewpoints
(Multi-views) in common and which facilitates signal
processing for the display. Solution to Problem

[0012] According to an embodiment of the present in-
vention, there is provided a data structure including afirst
data structure which is used in a first 3D (three dimen-
sional) video-image display method in which an L image
for a left eye and an R image for aright eye are used and
which includes image data corresponding to the L image
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and image data corresponding to the R image used for
display, and a second data structure which is used in a
3D video-image display method in which an image
viewed from three or more viewpoints is generated using
at least a two-dimensional image and a Depth image and
which includes at least image data corresponding to the
Depth image when the L image or the R image of the first
data structure is employed as the two-dimensional im-
age.

[0013] The second data structure may include an im-
age hidden behind an object included in the two-dimen-
sional image and a Depth image of the image hidden
behind the object.

[0014] According to another embodiment of the
present invention, there is provided a data structure in-
cluding a first data structure which is used in a first 3D
(three dimensional) video-image display method in which
an L image for a left eye and an R image for a right eye
are used and which includes image data corresponding
to the L image and image data corresponding to the R
image used for display, and a second data structure
whichis usedin asecond 3D video-image display method
in which an image viewed from three or more viewpoints
is generated using at least a two-dimensional image and
a Depth image and which includes at least image data
corresponding to the Depth image when the L image or
the R image of the first data structure is employed as the
two-dimensional image.

[0015] According to a still another embodiment of the
present invention, there is provided a reproducing appa-
ratus, wherein, when image data having a data structure
including a first data structure which is used in a first 3D
(three dimensional) video-image display method in which
an L image for a left eye and an R image for a right eye
are used and which includes image data corresponding
to the L image and image data corresponding to the R
image used for display, and a second data structure
whichisusedinasecond 3D video-image display method
in which an image viewed from three or more viewpoints
is generated using at least a two-dimensional image and
a Depth image and which includes at least image data
corresponding to the Depth image when the L image or
the R image of the first data structure is employed as the
two-dimensional image is to be reproduced, the image
data corresponding to the L image and the image data
corresponding to the R image obtained from among im-
age data of the first data structure are reproduced in a
case where a display unitemploying the first video-image
display method is used, and the image data correspond-
ing to the L image or the R image of the first data structure
is reproduced and the Depth image of the second data
structure is reproduced in a case where a display unit
employing the second video-image display method is
used.

[0016] The second data structure may further include
an image hidden behind an object included in the two-
dimensional image and a Depth image of the image hid-
den behind the object, and the reproducing apparatus
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reproduces, in addition to the Depth image, the image
hidden behind the object and the Depth image of the
image hidden behind the object which correspond to im-
age data of the second data structure when the display
unit employing the second video-image display method
is used.

[0017] A reproducing method and a program accord-
ing to a further embodiment of the present invention cor-
respond to the reproducing apparatus according to the
embodiment of the present invention described above.
[0018] According to a reproducing apparatus, a repro-
ducing method, and a program, image data having a data
structure including a first data structure which is used in
a first 3D (three dimensional) video-image display meth-
od in which an L image for a left eye and an R image for
a right eye are used and which includes image data cor-
responding to the L image and image data corresponding
to the Rimage used for display, and a second data struc-
ture which is used in a second 3D video-image display
method in which an image viewed from three or more
viewpoints is generated using at least a two-dimensional
image and a Depth image and which includes at least
image data corresponding to the Depth image when the
L image or the R image of the first data structure is em-
ployed as the two-dimensional image is reproduced as
below. That is, the image data corresponding to the L
image and the image data corresponding to the R image
obtained from among image data of the first data struc-
ture are reproduced in a case where a display unit em-
ploying the first video-image display method is used, and
the image data corresponding to the L image or the R
image of the first data structure is reproduced and the
Depth image of the second data structure is reproduced
in a case where a display unit employing the second vid-
eo-image display method is used.

Advantageous Effects of Invention

[0019] According to the presentinvention, the present
invention is applicable to a display employing an LR im-
age display method (a polarization filter method, a liquid
crystal shutter method, or the like) and a display using
an image viewed from at least three viewpoints (Multi-
views) (a lenticular method) in common. Furthermore,
signal processing for display is facilitated. Moreover, a
3D video format realizing these functions may be provid-
ed.

Brief Description of Drawings
[0020]

[Fig. 1] Fig. 1 is a diagram illustrating a 3D video
format using an L image and an R image according
to the related art.

[Fig. 2] Fig. 2 is a diagram illustrating a 3D video
format using a two-dimensional image and a Depth
image according to the related art.
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[Fig. 3] Fig. 3 is a diagram illustrating the 3D video
format using a two-dimensional image and a Depth
image according to the related art.

[Fig. 4] Fig. 4 is a diagram illustrating the 3D video
format using a two-dimensional image and a Depth
image according to the related art.

[Fig. 8] Fig. 5 is a diagram illustrating the 3D video
format using a two-dimensional image and a Depth
image according to the related art.

[Fig. 6] Fig. 6 is a diagram illustrating an example of
a 3D video format according to the present invention.
[Fig. 7] Fig. 7 is a diagram illustrating another 3D
video format according to the present invention.
[Fig. 8] Fig. 8 is a block diagram illustrating a config-
uration of a reproducing apparatus configured in ac-
cordance with the 3D format according to the present
invention shown in Fig. 7, that is, a reproducing ap-
paratus to which the present invention is applied.
[Fig. 9] Fig. 9 is a flowchart illustrating a reproducing
process of the reproducing apparatus shown in Fig.
8.

[Fig. 10] Fig. 10 is a diagram illustrating another 3D
video format according to the present invention.
[Fig. 11] Fig. 11 is a block diagram illustrating a con-
figuration of another reproducing apparatus config-
ured in accordance with the 3D format according to
the present invention shown in Fig. 10, that is, a re-
producing apparatus to which the present invention
is applied.

[Fig. 12] Fig. 12 is a flowchart illustrating an example
of a reproducing process performed by the repro-
ducing apparatus shown in Fig. 11.

[Fig. 13] Fig. 13 is a block diagram illustrating a con-
figuration of a further reproducing apparatus config-
ured in accordance with the 3D format according to
the present invention shown in Fig. 10, that is, a re-
producing apparatus to which the present invention
is applied.

[Fig. 14] Fig. 14 is a flowchart illustrating a reproduc-
ing process performed by the reproducing apparatus
shown in Fig. 13.

[Fig. 15] Fig. 15 is a diagram illustrating an angle 6
serving as an example of metadata of the 3D video
format according to the present invention.

[Fig. 16] Fig. 16 is a diagram illustrating a portion in
a media to which the angle 6 shown in Fig. 15 is
stored.

[Fig. 17] Fig. 17 is a diagram illustrating another por-
tion in a media to which the angle 6 shown in Fig. 15
is stored.

[Fig. 18] Fig. 18 is a diagram illustrating usage of the
angle 6 shown in Fig. 15.

[Fig. 19] Fig. 19 is a block diagram illustrating a con-
figuration of a computer serving as a reproducing
apparatus to which the present invention is applied.
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Description of Embodiments

[0021] First, a conventional 3D video format will be de-
scribed in order to facilitate understanding of the present
invention.

[0022] In a 3D video format using an L image and an
R image, as shown in Fig. 1, for example, an image ob-
tained by reducing the number of pixels of the L image
LP in a horizontal direction to half and an image obtained
by reducing the number of pixels of the R image RP in
the horizontal direction to half are arranged in the hori-
zontal direction so that a single image SbSP is obtained,
and a video signal of the image SbSP is used. Note that
the image SbSP is referred to as a side-by-side image
SbSP hereinafter.

[0023] A 3D display apparatus employing the LR im-
age display method (polarized filter method, a liquid crys-
tal shutter method, or the like) displays the L image LP
and the R image RP by performing the signal processing
on a video signal of the side-by-side image SbSP.
[0024] Inthis case, when a user wearing special glass-
es watches the 3D display apparatus, the right eye sees
the L image LP and the left eye sees the R image RP.
As a result, the use sees a 3D image.

[0025] On the other hand, in a 3D video format using
a two-dimensional image and a Depth image, a video
signal of a two-dimensional image 2DP as shown in Fig.
2 and a video signal of a Depth image DeP as shown in
Fig. 3 are used.

[0026] The two-dimensional image 2DP may be dis-
played in a general display apparatus as well as a 3D
display apparatus.

[0027] The Depth image DeP is an image in which
information on depth of the two-dimensional image 2DP
is represented by a grayscale. The Depth image DeP
has a characteristic in which as a region has a lighter
gray scale, the region is seen to be located in a front side
in a 3D display apparatus. For example, in examples of
Figs. 2 and 3, a soccer ball is seen to be located in a front
side. Note that an encoding method for the Depth image
DeP is standardized by MPEG-C (ISO/IEC 23002).
[0028] Furthermore, in the 3D video format of the len-
ticular method according to Non Patent Literature 1, in
addition to video signals of a two-dimensional image 2DP
and a Depth image DeP, video signals of an "image BP
which is hidden behind an object" shown in Fig. 4 and a
"Depth image BDep of the image BP" shown in Fig. 5 are
used.

[0029] The "image BP which is hidden behind an ob-
ject" is a two-dimensional image required for rendering
a background image (a house in the example shown in
Fig. 4) of an object (an image included in the two-dimen-
sionalimage 2DP, that is, the soccer ball in the examples
shown in Figs. 2 and 4) viewed from a certain viewpoint
when an image viewed from three or more viewpoints
(Multi-views) is to be generated on the basis of the two-
dimensional image 2DP and the Depth image DeP.
[0030] The "Depthimage BDep of the image BP" is an
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image which represents information on a depth of the
"image BP which is hidden behind an object" by gray-
scale.

[0031] The 3D display apparatus employing the len-
ticular method generates an image viewed from three or
more viewpoints (Multi-views) on the basis of the two-
dimensional image 2DP and the Depth image DeP and
displays the image. The 3D display apparatus employing
the lenticular method uses the "image BP which is hidden
behind an object" and the "Depth image BDep of the im-
age BP" when generating the image viewed from three
or more viewpoints (Multi-views).

[0032] The 3D display apparatus employing the len-
ticular method is capable of allowing the user to view a
three-dimensional image without wearing glasses. That
is, a surface of the 3D display apparatus is constituted
by a substantially U-shaped lens. Accordingly, an image
viewed by the right eye and an image viewed by the left
eye are changed depending on a position of the eyes of
the user who views the surface of the 3D display appa-
ratus. Consequently, the user may view and recognize
different images obtained from different three or more
viewpoints.

[0033] The conventional 3D video formats have been
described hereinabove with reference to Figs. 1 to 5.
[0034] Next, referring to Fig. 6, an example of a 3D
video format to which the present invention is applied
(hereinafter referred to as a "3D video format according
to the present invention") will be described.

[0035] Inanexample of the 3D video format according
to the present invention shown in Fig. 6, in addition to
the video signal of the side-by-side image SbSP, a video
signal of an image Sup (hereinafter referred to as a "sub-
image SuP") obtained by collecting the following three
images regarding the L image LP of the side-by-side im-
age SbSP are used; the Depth image of the L image, an
image which is hidden behind an object included in the
L image, and a Depth image of the image hidden behind
the object. Inthis case, amethod for arranging the images
is not limited. In the example shown in Fig. 6, an image
hidden behind an object included in the L image obtained
by reducing the number of pixels thereof in a horizontal
direction to half and the number of pixels thereof in a
vertical direction to half and a Depth image of the image
are vertically arranged in this order from above, and a
Depth image of the L image obtained by reducing the
number of pixels thereof in the horizontal direction to half
is arranged on the left side of these images whereby the
sub-image SuP is configured.

[0036] Note that a video signal required for 3D display
performed by the 3D display apparatus employing the
LR image display method (a polarized filter method, a
liquid crystal shutter method, or the like) is referred to as
a "base signal BS" hereinafter. Another video signal, that
is, a video signal required in a case where the 3D display
apparatus using an image viewed from three or more
viewpoints (Multi-views) (lenticular method) is referred
to as an "optional signal OS".
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[0037] Specifically, in the example shown in Fig. 6, a
video signal of the side-by-side image SbSP serves as
the base signal BS. A video signal of the sub-image SuP
serves as the optional signal OS.

[0038] Accordingly, using these signal names, the 3D
video format according to the present invention uses the
base signal BS and the optional signal OS.

[0039] In this case, the 3D display apparatus employ-
ing the LR image display method (the polarized filter
method, the liquid crystal shutter method, or the like) may
display the Limage LP and the Rimage RP by performing
signal processing on the base signal BS. Therefore,
when user wearing special glasses views the 3D display
apparatus, the right eye views the L image LP and the
left eye views the R image RP, and accordingly, the user
recognizes a 3D image.

[0040] In other words, the base signal BS is not limited
to the example shown in Fig. 6 as long as a format which
is capable of individually displaying the L image LP and
the R image RP in the 3D display apparatus employing
the LR image display method (the polarized filter method,
the liquid crystal shutter method, or the like) is employed.
Note that another example of the base signal BS will be
described hereinafter with reference to Fig. 10.

[0041] Furthermore, the 3D display apparatus employ-
ing the lenticular method generates an image viewed
from three or more viewpoints (Multi-views) using the L
image LP of the base signal BS as the two-dimensional
image 2DP and the Depth image of the L image of the
optional signal OS as the Depth image DeP, and displays
the image. The 3D display apparatus employing the len-
ticular method uses the image hidden behind the object
included in the Limage and the Depth image of the image
hidden behind the object when generating the image
viewed from three or more viewpoints (Multi-views).
[0042] In other words, the optional signal OS is not
limited to the example shown in Fig. 6 as long as a format
for an image which can be used to generate the image
viewed from three or more viewpoints (Multi-views) by
the 3D display apparatus employing the lenticular meth-
od.

[0043] Forexample, the Rimage RP of the base signal
BS may be used as the two-dimensional image 2DP. In
this case, as shown in Fig. 7, an image obtained by col-
lecting the following three images regarding the R image
RP of the side-by-side image SbSP may be used as a
sub-image SuP for the optional signal OS; a Depth image
of the Rimage, an image hidden behind an object includ-
edinthe Rimage, and a Depthimage of the image hidden
behind the object of the R image. In this case, a method
for arranging the images is not limited. In the example
shown in Fig. 7, referring also to the example shown in
Fig. 6, an image hidden behind an object included in the
R image obtained by reducing the number of pixels there-
of in a horizontal direction to half and the number of pixels
thereof in a vertical direction to half and a Depth image
of the image are vertically arranged in this order from
above, and a Depth image of the R image obtained by
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reducing the number of pixels of the R images in the
horizontal direction to half is arranged on the left side of
these images whereby a sub-image SuP is configured.
[0044] Fig. 8is adiagramillustrating a reproducing ap-
paratus configured in accordance with the 3D format of
examples shown in Figs. 6 and 7 according to the present
invention. That is, a reproducing apparatus 21 shown in
Fig. 8 is an embodiment of a reproducing apparatus to
which the present invention is applied.

[0045] The reproducing apparatus 21 of the example
shown in Fig. 8 includes a main controller 31, a reading
unit 32, a base-signal decoder 33, an optional-signal de-
coder 34, and a 48-Hz progressive signal generator 35.
[0046] A medium 22 records a stream obtained by de-
coding two video signals (the base signal BS and the
optional signal OS) of the 3D video format according to
the presentinvention. Itis assumed that the video signals
are recorded in accordance with 24-Hz progressive.
[0047] Furthermore, a 3D display apparatus 23 em-
ploying the LR image display method (the polarized filter
method, the liquid crystal shutter method, or the like) and
a 3D display apparatus 24 employing the lenticular meth-
od are connectable to the reproducing apparatus 21.
[0048] The main controller 31 controls entire operation
of the reproducing apparatus 21. That is, the main con-
troller 31 controls operations of various blocks including
the reading unit 32, the base-signal decoder 33, the op-
tional-signal decoder 34, and the 48-Hz progressive sig-
nal generator 35. Note that arrows representing connec-
tions from the main controller 31 to the various blocks
are not shown to improve visualization of the drawing,
and a white arrow is shown instead. The meaning of the
white arrow is the same in the other drawings.

[0049] The reading unit 32 reads the base signal BS
from the medium 22 and supplies the base signal BS to
the base-signal decoder 33. Furthermore, the reading
unit 32 reads the optional signal OS from the medium 22
and supplied the optional signal OS to the optional-signal
decoder 34.

[0050] Note that the base signal BS and the optional
signal OS may be recorded in the medium 22 as different
streams or may be recorded in the medium 22 as a single
multiplexed stream. In the latter case, the reading unit
32 reads the multiplexed stream from the medium 22,
divides the multiplexed stream into the base signal BS
and the optional signal OS, and supplies the signals to
the respective signal processors in the next stage.
[0051] The base-signal decoder 33 decodes the en-
coded base signal BS so as to obtain a 24-Hz progressive
base signal BS. Thereafter, the base-signal decoder 33
supplies the 24-Hz progressive base signal BS to the 3D
display apparatus 23 employing the LR image display
method and the 48-Hz progressive signal generator 35.
[0052] The 3D display apparatus 23 employing the LR
image display method performs signal processing on the
24-Hz progressive base signal BS so as to display the L
image LP and the R image RP.

[0053] Theoptional-signal decoder 34 decodes the en-
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coded optional signal OS so as to obtain a 24-Hz pro-
gressive optional signal OS. Thereafter, the optional-sig-
nal decoder 34 supplies the 24-Hz progressive optional
signal OS to the 48-Hz progressive signal generator 35.
[0054] The 48-Hz progressive signal generator 35 al-
ternately arranges the 24-Hz progressive base signal BS
and the 24-Hz progressive optional signal OS on a frame-
by-frame basis so as to generate a 48-Hz progressive
signal to be supplied to the 3D display apparatus 24 em-
ploying the lenticular method.

[0055] The 3D display apparatus 24 employing the len-
ticular method uses an L image LP in an image corre-
sponding to the 48-Hz progressive signal output from the
48-Hz progressive signal generator 35 as the two-dimen-
sionalimage 2DP and uses a Depth image of the L image
as the Depth image DeP so as to generate an image
viewed from three or more viewpoints (Multi-views) and
displays the image. The 3D display apparatus 24 em-
ploying the lenticular method uses an image hidden be-
hind an object included in the L image in the image cor-
responding to the 48-Hz progressive signal output from
the 48-Hz progressive signal generator 35 and uses a
Depth signal of the image when generating an image
viewed from three or more viewpoints (Multi-views).
[0056] Fig. 9 is a flowchart illustrating a process per-
formed by the reproducing apparatus 21 shown in Fig. 8
(hereinafter referred to as a "reproducing process").
[0057] In step S1, the main controller 31 of the repro-
ducing apparatus 21 determines whether an output des-
tination corresponds to the 3D display apparatus 24 em-
ploying the lenticular method.

[0058] When the outputdestination corresponds to the
3D display apparatus 23 employing the LR image display
method, the determination is negative in step S1. Then,
the reading unit 32 reads the base signal BS from the
medium 22 and supplies the base signal BS to the base-
signal decoder 33. Thereafter, the process proceeds to
step S2.

[0059] Instep S2,the base-signal decoder 33 decodes
the decoded base signal BS so as to generate a 24-Hz
progressive signal (base signal BS). In step S6, the base-
signal decoder 33 outputs the signal to the 3D display
apparatus 23 employing the LR image display method.
By this, the reproducing process is terminated.

[0060] On the other hand, when the output destination
corresponds to the 3D display apparatus 24 employing
the lenticular method, the determination is affirmative in
step S1. Then, the reading unit 32 reads the base signal
BS from the medium 22 and supplies the base signal BS
to the base-signal decoder 33. Furthermore, the reading
unit 32 reads the optional signal OS from the medium 22
and supplies the optional signal OS to the optional-signal
decoder 34. Thereafter, the process proceeds to step S3.
[0061] Instep S3, the base-signal decoder 33 decodes
the encoded base signal BS so as to generate a first 24-
Hz progressive signal (base signal BS). The first 24-Hz
progressive signal (base signal BS) is supplied to the 48-
Hz progressive signal generator 35.
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[0062] In step S4, the optional-signal decoder 34 de-
codes the encoded optional signal OS so as to generate
a second 24-Hz progressive signal (optional signal OS).
The 24-Hz progressive signal (optional signal OS) is sup-
plied to the 48-Hz progressive signal generator 35.
[0063] Note that a processing order of step S3 and
step S4 is not particularly limited to the order shown in
Fig. 9. Specifically, the process in step S4 may be per-
formed before the process in step S3 is performed or the
process in step S3 and the process in step S4 may be
substantially simultaneously performed. Either way, after
the process in step S3 and the process in step S4 are
terminated, the process proceeds to step S5.

[0064] In step S5, the 48-Hz progressive signal gen-
erator 35 alternately arranges the first 24-Hz progressive
signal (base signal BS) and the second 24-Hz progres-
sive signal (optional signal OS) on a frame-by-frame ba-
sis so as to generate a 48-Hz progressive signal serving
as an output signal.

[0065] In step S6, the 48-Hz progressive signal gen-
erator 35 outputs the signal to the 3D display apparatus
24 employing the lenticular method. By this, the repro-
ducing process is terminated.

[0066] TheexamplesshowninFigs.6and7have been
described hereinabove as the 3D format according to the
present invention. Thereafter, the embodiment of the re-
producing apparatus configured in accordance with the
3D format according to the present invention shown in
Figs. 6 and 7 has been described hereinabove.

[0067] Note that the present invention is not particu-
larly limited to the embodiment and various embodiments
may be employed.

[0068] Forexample, Fig. 10is a diagramiillustrating an
example of a 3D video format according to the present
invention which is different from the examples shown in
Figs.6and 7.

[0069] Inthe example of the 3D video format according
to the present invention shown in Fig. 10, instead of the
side-by-side image SbSP, the original L image LP and
the original R image RP are used. Specifically, the video
signals of the L image LP and the R image RP are used
as base signals. Hereinafter, the base signal of the former
image, that is, the video signal of the L image LP is re-
ferred to as an "L base signal LBS". Furthermore, the
base signal of the latter signal, that is, the video signal
of the R image RP is referred to as an "R base signal
RBS".

[0070] Specifically, in the example of the 3D video for-
mat according to the present invention shown in Fig. 10,
a base signal BS and an optional signal OS are used.
[0071] Inthe example shown in Fig. 10, a video signal
of a sub-image SuP having a format the same as that
shown in Fig. 6 is used as the optional signal OS. Note
that the optional signal OS is not limited to the example
shown in Fig. 6, and for example, a video signal of a sub-
image SuP having a format the same as that shown in
Fig. 7 may be used.

[0072] Fig. 11 is a block diagram illustrating a config-
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uration of another reproducing apparatus configured in
accordance with the 3D format according to the present
invention shown in Fig. 10. That is, a reproducing appa-
ratus 41 is an embodiment of a reproducing apparatus
which is different from the reproducing apparatus 21.
[0073] The reproducing apparatus 41 shownin Fig. 11
includes a main controller 51, a reading unit 52, an L-
base-signal decoder 53, an R-base-signal decoder 54,
an optional-signal decoder 55, a 48-Hz progressive sig-
nal generator 56, a side-by-side signal generator 57, and
a 48-Hz progressive signal generator 58.

[0074] A medium 42 records a stream obtained by en-
coding three video signals of the 3D video format accord-
ing to the present invention (i.e., an L base signal LBS,
an R base signal RBS, and an optional signal OS). The
video signals are recorded in accordance with 24-Hz pro-
gressive.

[0075] Furthermore, a 3D display apparatus 43 em-
ploying the LR image display method (the polarized filter
method, the liquid crystal shutter method, or the like) and
a 3D display apparatus 44 employing the lenticular meth-
od are connectable to the reproducing apparatus 41.
[0076] The main controller 51 controls entire operation
of the reproducing apparatus 41. Specifically, the main
controller 51 controls operations of the various blocks
including the reading unit 52, the L-base-signal decoder
53, the R-base-signal decoder 54, the optional-signal de-
coder 55, the 48-Hz progressive signal generator 56, the
side-by-side signal generator 57, and the 48-Hz progres-
sive signal generator 58.

[0077] Thereadingunit52readsthe L base signal LBS
from the medium 42 and supplies the L base signal LBS
to the L-base-signal decoder 53. The reading unit 52
reads the R base signal RBS from the medium 42 and
supplies the R base signal RBS to the R-base-signal de-
coder 54. Furthermore, the reading unit 52 reads the op-
tional signal OS from the medium 42 and supplies the
optional signal OS to the optional-signal decoder 55.
Note that the L base signal LBS, the R base signal RBS,
and the optional signal OS may be recorded in the me-
dium as different streams or may be recorded in the me-
dium as a single multiplexed stream. In the latter case,
the reading unit 32 reads a singles multiplexed stream
from the medium, divides the multiplexed stream into the
L base signal LBS, the R base signal RBS, and the op-
tional signal OS, and supplies the signals to the signal
processing units in the next stage.

[0078] The L-base-signal decoder 53 decodes the en-
coded L base signal LBS so as to obtain a 24-Hz pro-
gressive L base signal LBS and supplies the 24-Hz pro-
gressive L base signal LBS to the 48-Hz progressive sig-
nal generator 56 and the side-by-side signal generator
57.

[0079] The R-base-signal decoder 54 decodes the en-
coded R base signal RBS so as to obtain a 24-Hz pro-
gressive R base signal RBS and supplies the 24-Hz pro-
gressive R base signal RBS to the 48-Hz progressive
signal generator 56 and the side-by-side signal generator
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57.

[0080] The 48-Hz progressive signal generator 56 al-
ternately arranges the 24-Hz progressive L base signal
LBS and the 24-Hz progressive R base signal RBS on a
frame-by-frame basis so as to generate a 48-Hz progres-
sive signal and supplies the 48-Hz progressive signal to
the 3D display apparatus 43 employing the LR image
display method.

[0081] The 3D display apparatus 43 employing the LR
image display method performs signal processing on the
48-Hz progressive signal so as to display the L image LP
and the R image RP.

[0082] Theoptional-signal decoder 55 decodes the en-
coded optional signal OS so as to obtain a 24-Hz pro-
gressive optional signal OS and supplies the 24-Hz pro-
gressive optional signal OS to the 48-Hz progressive sig-
nal generator 58.

[0083] The side-by-side signal generator 57 gener-
ates a video signal of a side-by-side image SbSP (here-
inafter referred to as a "side-by-side signal") using the
24-Hz progressive L base signal LBS and the 24-Hz pro-
gressive R base signal RBS and supplies the side-by-
side signal to the 48-Hz progressive signal generator 58.
Specifically, the side-by-side signal has a format the
same as that of the 24-Hz progressive base signal BS
output from the base-signal decoder 33 shown in Fig. 8.
[0084] The 48-Hz progressive signal generator 58 al-
ternately arranges the 24-Hz progressive side-by-side
signal and the 24-Hz progressive optional signal OS on
a frame-by-frame basis so as to generate a 48-Hz pro-
gressive signal and supplies the 48-Hz progressive sig-
nal to the 3D display apparatus 44 employing the lenticu-
lar method.

[0085] The 3D display apparatus 44 employingthe len-
ticular method uses the L image LP among images cor-
responding to the 48-Hz progressive signal output from
the 48-Hz progressive signal generator 58 as the two-
dimensional image 2DP and uses a Depth image of the
L image as the Depth image DeP so as to generate an
image viewed from three or more viewpoints (Multi-
views). Then, the 3D display apparatus 44 employing the
lenticular method displays the image. The 3D display ap-
paratus 44 employing the lenticular method uses an im-
age hidden behind an object included in an L image and
a Depth image of the image hidden behind the object
among the images corresponding to the 48-Hz progres-
sive signal output from the 48-Hz progressive signal gen-
erator 58 when generating the image viewed from three
or more viewpoints (Multi-views).

[0086] Fig. 12 is a flowchart illustrating an example of
a reproducing process performed by the reproducing ap-
paratus 41 shown in Fig. 11.

[0087] Instep S21, the main controller 51 of the repro-
ducing apparatus 41 determines whether an output des-
tination corresponds to the 3D display apparatus 44 em-
ploying the lenticular method.

[0088] When the output destination corresponds to the
3D display apparatus 43 employing the LR image display
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method, the determination is negative in step S21. Then,
the reading unit 52 reads the L base signal LBS from the
medium 42 and supplies the L base signal LBS to the L-
base-signal decoder 53. Furthermore, the reading unit
52 reads the R base signal RBS from the medium 42 and
supplies the R base signal RBS to the R-base-signal de-
coder 54. Thereafter, the process proceeds to step S22.
[0089] In step S22, the L-base-signal decoder 53 de-
codes the encoded L base signal LBS so as to generate
a first 24-Hz progressive signal (L base signal LBS). The
first 24-Hz progressive signal (L base signal LBS) is sup-
plied to the 48-Hz progressive signal generator 56.
[0090] In step S23, the R-base-signal decoder 54 de-
codes the encoded R base signal RBS so as to generate
a second 24-Hz progressive signal (R base signal RBS).
The second 24-Hz progressive signal (R base signal
RBS) is supplied to the 48-Hz progressive signal gener-
ator 56.

[0091] Note that the processing order of step S22 and
step S23 is not particularly limited to the order shown in
Fig. 12. That is, the process in step S23 may be per-
formed before the process in step S22 is performed or
the process in step S22 and the process in step S23 may
be substantially simultaneously performed. Either way,
after the processes in step S22 and step S23 are termi-
nated, the process proceeds to step S24.

[0092] In step S24, the 48-Hz progressive signal gen-
erator 56 alternately arranges the first 24-Hz progressive
signal (L base signal LBS) and the second 24-Hz pro-
gressive signal (R base signal RBS) on a frame-by-frame
basis so as to generate a 48-Hz progressive signal serv-
ing as an output signal.

[0093] In step S30, the 48-Hz progressive signal gen-
erator 56 outputs the signal to the 3D display apparatus
43 employing the LR image display method. By this, the
reproducing process is terminated.

[0094] On the other hand, when the output destination
corresponds to the 3D display apparatus 44 employing
the lenticular method, the determination is affirmative in
step S21. Then, the reading unit 52 reads the L base
signal LBS from the medium 42 and supplies the L base
signal LBS to the L-base-signal decoder 53. The reading
unit 52 reads the R base signal RBS from the medium
42 and supplies the R base signal RBS to the R-base-
signal decoder 54. Furthermore, the reading unit 52
reads the optional signal OS from the medium 42 and
supplies the optional signal OS to the optional-signal de-
coder 55. By this, the process proceeds to step S25.
[0095] In step S25, the L-base-signal decoder 53 de-
codes the encoded L base signal LBS so as to generate
a first 24-Hz progressive signal (L base signal LBS). The
first 24-Hz progressive signal (L base signal LBS) is sup-
plied to the side-by-side signal generator 57.

[0096] In step S26, the R-base-signal decoder 54 de-
codes the encoded R base signal RBS so as to generate
a second 24-Hz progressive signal (R base signal RBS).
The second 24-Hz progressive signal (R base signal
RBS) is supplied to the side-by-side signal generator 57.
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[0097] Note that the processing order of step S25 and
step S26 is not particularly limited to the order shown in
Fig. 12. That is, the process in step S26 may be per-
formed before the process in step S25 is performed, or
the process in step S25 and the process in step S26 may
be substantially simultaneously performed. Either way,
after the processes in step S25 and step S26 are termi-
nated, the process proceeds to step S27.

[0098] In step S27, the side-by-side signal generator
57 generates a side-by-side signal regarding a third 24-
Hz progressive signal using the first 24-Hz progressive
signal (L base signal LBS) and the second 24-Hz pro-
gressive signal (R base signal RBS). The third 24-Hz
progressive signal is supplied to the 48-Hz progressive
signal generator 58.

[0099] In step S28, the optional-signal decoder 55 de-
codes the encoded optional signal OS so as to generate
a fourth 24-Ha progressive signal (optional signal OS).
The fourth 24-Ha progressive signal (optional signal OS)
is supplied to the 48-Hz progressive signal generator 58.
[0100] Note that the processing order of step S27 and
step S28 is not particularly limited to the order shown in
Fig. 12. That is, the process in step S28 may be per-
formed before the process in step S27 is performed, or
the process in step S27 and the process in step S28 may
be substantially simultaneously performed. Either way,
after the processes in step S27 and step S28 are termi-
nated, the process proceeds to step S29.

[0101] In step S29, the 48-Hz progressive signal gen-
erator 58 alternately arranges the third 24-Hz progressive
signal (side-by-side signal) and the fourth 24-Ha progres-
sive signal (optional signal OS) on a frame-by-frame ba-
sis so as to generate a 48-Hz progressive signal serving
as an output signal.

[0102] In step S30, the 48-Hz progressive signal gen-
erator 58 outputs the signal to the 3D display apparatus
44 employing the lenticular method. By this, the repro-
ducing process is terminated.

[0103] In the examples shown in Figs. 12 and 13, itis
assumed that a type of the 3D display apparatus 44 em-
ploying the lenticular method is the same as a type of the
3D display apparatus 24 employing the lenticular method
of the example shown in Fig. 8. Therefore, the side-by-
side signal is generated in the reproducing apparatus 41
using the L base signal LBS and the R base signal RBS
so that a type of the signal to be supplied to the 3D display
apparatus 44 employing the lenticular method becomes
the same as that of the signal supplied to the 3D display
apparatus 24 employing the lenticular method.

[0104] However, the two-dimensional image 2DP re-
quired for generating animage viewed from three or more
viewpoints (Multi-views) does not corresponds to the
side-by-side image SbSP but the L image LP or the R
image RP. For example, when the sub-image SuP in the
example shown in Fig. 10 is employed, the L image LP
is used as the two-dimensional image 2DP.

[0105] Therefore, when the 3D display apparatus 44
employing the lenticular method has a function of
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processing the 48-Hz progressive signal generated by
alternately arranging the L base signal LBS or the R base
signal RBS and the optional signal OS on a frame-by-
frame basis, the reproducing apparatus is not required
to generate a side-by-side signal.

[0106] In this case, for example, the reproducing ap-
paratus 41 shown in Fig. 13 may be configured. In other
words, Fig. 13 shows an example of a reproducing ap-
paratus configured in accordance with the 3D format ac-
cording to the present invention shown in Fig. 10, and
the configuration is different from that in the example
shown in Fig. 11. That is, the reproducing apparatus 41
shown in Fig. 13 is an embodiment of a reproducing ap-
paratus to which the present invention is applied and is
different from the embodiments shown in Figs. 8 and 11.
[0107] In the reproducing apparatus 41 illustrated in
Fig. 13, the side-by-side signal generator 57 included in
the example of the configuration shown in Fig. 11 is omit-
ted. Specifically, the 48-Hz progressive signal generator
58 alternately arranges the first 24-Hz progressive signal
(L base signal LBS) and the 24-Hz progressive optional
signal OS on a frame-by-frame basis so as to generate
a 48-Hz progressive signal and supplies the 48-Hz pro-
gressive signal to the 3D display apparatus 44 employing
the lenticular method. Note that other configurations of
the reproducing apparatus 41 are the same as those of
the example shownin Fig. 11, and therefore, descriptions
thereof are omitted.

[0108] Note that an example of a reproducing process
performed by the reproducing apparatus 41 in the exam-
ple shown in Fig. 13 is shown in Fig. 14.

[0109] Processesinstep S41 to step S44 are basically
the same as the processes in step S22 to step S24 shown
in Fig. 12. Specifically, a process performed in a case
where the output destination corresponds to the 3D dis-
play apparatus 43 employing the LR image display meth-
od is basically the same as the process of the example
shown in Fig. 12. Accordingly, a description of the proc-
ess is omitted.

[0110] Specifically, the process performed in a case
where the output destination corresponds to the 3D dis-
play apparatus 44 employing the lenticular method will
be described hereinafter.

[0111] In this case, a determination is affirmative in
step S41. Then, the reading unit 52 reads the L base
signal LBS from the medium 42 and supplies the L base
signal LBS to the L-base-signal decoder 53. Further-
more, the reading unit 52 reads the optional signal OS
from the medium 42 and supplies the optional signal OS
tothe optional-signal decoder 55. Thereafter, the process
proceeds to step S45.

[0112] In step S45, the L-base-signal decoder 53 de-
codes the encoded L base signal LBS so as to generate
a first 24-Hz progressive signal (L base signal LBS). The
first 24-Hz progressive signal (L base signal LBS) is sup-
plied to the 48-Hz progressive signal generator 58.
[0113] In step S46, the optional-signal decoder 55 de-
codes the encoded optional signal OS so as to generate
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a second 24-Hz progressive signal (optional signal OS).
The second 24-Hz progressive signal (optional signal
0OS)is supplied to the 48-Hz progressive signal generator
58.

[0114] Note that the processing order of the process
in step S45 and the process in step S46 is not particularly
limited to the order shown in Fig. 14. That is, the process
in step S46 may be performed before the process in step
S45 is performed, or the process in step S45 and the
process in step S46 may be substantially simultaneously
performed. Either way, after the processes in step S45
and step S46 are terminated, the process proceeds to
step S47.

[0115] In step S47, the 48-Hz progressive signal gen-
erator 58 alternately arranges the first 24-Hz progressive
signal (L base signal LBS) and the second 24-Hz pro-
gressive signal (optional signal OS) on a frame-by-frame
basis so as to generate a 48-Hz progressive signal serv-
ing as an output signal.

[0116] In step S48, the 48-Hz progressive signal gen-
erator 58 outputs the signal to the 3D display apparatus
44 employing the lenticular method. By this, the repro-
ducing process is terminated.

[0117] Note that when a video signal of a sub-image
SuP having a format the same as that of the example
shown in Fig. 7 is used as the optional signal OS instead
of the sub-image SuP of the example shown in Fig. 10,
the L base signal LBS described above is replaced by
the R base signal RBS.

[0118] Note that in addition to the video signals of the
various images described above, information items
(hereinafter referred to as "metadata") regarding the var-
ious images may be defined as the 3D video format ac-
cording to the present invention described above.
[0119] For example, as a type of metadata, as shown
in Fig. 15, an angle 6 defined between the right front and
a viewpoint of the L image LP and between the right front
and a viewpoint of the R image RP may be used. In Fig.
15, a camera 71L captures the L image LP and a camera
71R captures the R image RP.

[0120] The angle 6 may be recorded in a region differ-
ent from a region in which the encoded streams are re-
corded in the medium. Note that the "encoded streams"
correspond to the base signal BS and the optional signal
OS when the medium 22 shown in Fig. 8 is employed
whereas the "encoded streams" correspond to the L base
signal LBS, the R base signal RBS, and the optional sig-
nal OS when the medium 42 shown in Figs. 11 and 13
are employed.

[0121] For example, when the medium corresponds to
a Blu-ray disc, the angle 6 may be recorded in "Exten-
sionData" in a clip information file defined by a format of
the Blu-ray disc, for example.

[0122] Specifically, Fig. 16 shows a management
structure defined by "Blu-ray Disc Read Only Format
part3", for example, and shows an example of a man-
agement structure of a file to be recorded in the Blu-ray
disc. As shown in Fig. 16, the file is managed by a direc-
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tory structure in a layered manner. In the medium, first,
a directory (a root directory in the example shown in Fig.
16) is generated. Directories below this directory are in-
cluded in a range managed by a single recording/repro-
ducing system.

[0123] A directory "BDMV" and a directory "CERTIFI-
CATE" are arranged below the root directory.

[0124] As one of directories immediately below the di-
rectory "BDMV", a directory "CLIPINF" including a data-
base of a clip is arranged. Specifically, the directory "CL-
IPINF" includes files "zzzzz.clpi" which are clip informa-
tion files serving as clip AV stream files. In the file name,
a portion "zzzzz" before the period "." is constituted by a
five-digit number and a portion "clpi" after the period "."
is a fixed extension for this type of file.

[0125] For example, in the example shown in Fig. 16,
the angles 6 may be recorded in ExtensionData of the
clip information file.

[0126] Fig. 17 shows a syntax representing a config-
uration example of such a clip information file 81.
[0127] A field type_indicator has a data length of 32
bits (four bytes) and represents that this file is the clip
information file. A field version_number has a data length
of 32 bits (four bytes) and represents a version of the clip
information file.

[0128] Theclipinformationfileincludes ablock ClipInfo
(), ablock Sequencelnfo(), a block Programinfo(), a block
CPI(), a block ClipMark(), and a block ExtensionData().
A field Sequencelnfo_start_address, a field
Programinfo_start_address, a field CPI_start_address,
a field ClipMark_start_address, and a field
ExtensionData_start_address each of which has a data
length of 32 bits represent starting addresses of the cor-
responding blocks.

[0129] The field "ExtensinoData_start_address" rep-
resents the start address of a block ExtensionData() 82
by the number of relative bytes from the first byte of the
clip information file. The number of relative bytes starts
from "0". Alternatively, when a value of the field
"ExtensionData_start_address" is "0", a file "in-
dex.bdmv" does not include the block ExtensionData()
82.

[0130] The block ClipInfo() is started from a portion
after a region which is reserved for future use, which has
a data length of 96 bits, and which follows the field rep-
resenting the starting address. In the block ClipInfo(), in-
formation on a clip AV stream which is managed by the
clip information file is described. For example, the
number of source packets included in a clip AV stream
managed by the clip information file, information repre-
senting a type of the clip AV stream, information repre-
senting the maximum recording rate, and the like are
managed in the block Cliplnfo().

[0131] In the block Sequencelnfo(), information used
to collectively manage sequences having consecutive
STCs and ATCs (arrival time base) is described. In the
block Programinfo(), information representing that a type
of codec (such as an MPEG2 method or an MPEG4 AVC
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method) used to record the clip AV stream managed in
the clip information file and information on an aspect ratio
ofvideodataincludedinthe clip AV stream are described.
[0132] The block CPI() stores information on charac-
teristic point information CPI representing a characteris-
tic portion of the AV stream such as a random access
starting point. In the block ClipMark(), an index point
(jump point) used for a cue assigned to the clip such as
a chapter position is described. In the block Extension-
Data() 82, data according to the embodiment of the
present invention, that is the angle 6 are described.
[0133] Note that, when a condition of the angle 0 is
normalized (standardized), recording in the medium is
not required.

[0134] In this case, the reproducing apparatus 21
shown in Fig. 8 and the reproducing apparatus 41 shown
in Figs. 11 and 13 (hereinafter collectively referred to as
a"reproducing apparatus according to the presentinven-
tion") read the angle 6 from the medium 22 and the me-
dium 42 (hereinafter collectively referred to as a "medium
according to the present invention") and transmit the an-
gle 6 to the 3D display apparatuses 24 and 44 employing
the lenticular method (hereinafter collectively referred to
as a "3D lenticular display").

[0135] Note that a method of the transmission is not
particularly limited. For example, a method of a transmis-
sion through an HDMI (High-Definition Multimedia Inter-
face) or the like may be employed. Note that, when a
condition of the angle 6 is normalized (standardized), the
transmission is not required.

[0136] The 3D display apparatus employing the len-
ticular method according to the present invention gener-
ates and displays an image viewed from three or more
viewpoints (Multi-views) by performing conversion (map
transformation) on the L image LP using the angle 6. In
this case, the Depth image of the L image, the image
hidden behind the object included in the L image, and
the Depth image of the image hidden behind the object
are also used where appropriate. In an example shown
in Fig. 18, an R image RP is generated as an image of
afirst viewpoint, an image M2P is generated as animage
of a second viewpoint, an image M3P is generated as an
image of a third viewpoint, and an image M4P is gener-
ated as an image of a fourth viewpoint.

[0137] Furthermore, not only the 3D display apparatus
but also a general display apparatus may generate and
display a frontimage DP shown in Fig. 15 by performing
conversion (map transformation) on the L image LP using
the angle 6. In this case, the Depth image of the L image,
the image hidden behind the object included in the L im-
age, and the Depth image of the image hidden behind
the object are also used where appropriate.

[0138] Here, the series of processes described above
may be executed by software as well as hardware.
[0139] Inthis case, a personal computer shown in Fig.
19 may be employed as at least a portion of the informa-
tion processing system described above.

[0140] InFig.19,aCPU (Central Processing Unit) 201
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performs various processes in accordance with pro-
grams recorded in a ROM (Read Only Memory) 202 or
programs loaded from a storage unit 208 to a RAM (Ran-
dom Access Memory) 203. The RAM 203 appropriately
stores data required for executing the various programs
by the CPU 201.

[0141] The CPU 201, the ROM 202, and the RAM 203
are connected to one another through a bus 204. An in-
put/output interface 205 is also connected to the bus 204.
[0142] An input unit 206 including a keyboard and a
mouse, an output unit 207 including a display, the storage
unit 208 including a hard disk, and a communication unit
209 including a modem and a terminal adapter are con-
nected to the input/output interface 205. The communi-
cation unit 209 controls communication with another ap-
paratus (not shown) through a network including the In-
ternet.

[0143] Furthermore, a drive 210 to which a removable
medium 211 such as a magnetic disk, an optical disc, a
magneto-optical disc, or a semiconductor memory is at-
tached where appropriate is connected to the input/out-
put interface 205. A computer program read from the
removable medium is stored in the storage unit 208
where appropriate.

[0144] When the series of processes is to be executed
using software, programs included in the software are
installed through the network or the recording medium in
a computer incorporated in dedicated hardware or in a
general personal computer capable of executing various
functions by installing various programs.

[0145] Examples of the recording medium include, as
shown in Fig. 19, a removable medium (package medi-
um) 211 such as a magnetic disk (including a flexible
disk), an optical disc (including a CD-ROM (Compact
Disk-Read Only Memory), a DVD (Digital Versatile Disk),
and a Blu-ray disc), a magneto-optical disc (including MD
(Mini-Disk), or a semiconductor memory, and in addition,
examples of the recording medium include the ROM 202
which records the programs or a hard disk included in
the storage unit 208 which is supplied to the user in a
state in which the ROM 202 or the hard disk is incorpo-
rated in the apparatus body in advance.

[0146] Note that, in this specification, steps of pro-
grams recorded in the recording medium include, in ad-
dition to processes performed in the described order in
a time series, processes performed in parallel and proc-
esses individually performed.

[0147] Furthermore, in this specification, the system
represents the entire apparatus including a plurality of
processing apparatuses and processors.

[0148] Note that, the present invention is applicable to
a reproducing apparatus which distinguishes a display
method, which converts a video signal into a video signal
suitable for the display method, and which outputs the
converted video signal, and the reproducing apparatus
alsoincludes a display apparatus which is not compatible
with the 3D display.
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Reference Signs List

[0149]

21

REPRODUCING APPARATUS

22 MEDIUM

23 3D DISPLAY EMPLOYING AN LR IMAGE DIS-
PLAY METHOD

24 3D DISPLAY EMPLOYING A LENTICULAR
METHOD

31 MAIN CONTROLLER

32 READING UNIT

33 BASE-SIGNAL DECODER

34 OPTIONAL-SIGNAL DECODER

35 48-HZ PROGRESSIVE SIGNAL GENERATOR

41 REPRODUCING APPARATUS

42 MEDIUM

43 3D DISPLAY EMPLOYING AN LR IMAGE DIS-
PLAY METHOD

44 3D DISPLAY EMPLOYING A LENTICULAR
METHOD

51 MAIN CONTROLLER

52 READING UNIT

53 L-BASE-SIGNAL DECODER

54 R-BASE-SIGNAL DECODER

55 OPTIONAL-SIGNAL DECODER

56 48-HZ PROGRESSIVE SIGNAL GENERATOR

57 SIDE-BY-SIDE SIGNAL GENERATOR

58 48-HZ PROGRESSIVE SIGNAL GENERATOR

201  CPU

202 ROM

203 RAM

208 STORAGE UNIT

211 REMOVABLE MEDIUM

Claims

1. A data structure comprising:

a first data structure which is used in a first 3D
(three dimensional) video-image display meth-
od in which an L image for a left eye and an R
image for a right eye are used and which in-
cludes image data corresponding to the L image
and image data corresponding to the R image
used for display; and

a second data structure which is used in a sec-
ond 3D video-image display method in which an
image viewed from three or more viewpoints is
generated using at least a two-dimensional im-
age and a Depth image and which includes at
leastimage data corresponding to the Depth im-
age when the L image or the R image of the first
data structure is employed as the two-dimen-
sional image.

2. The data structure according to Claim 1,
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wherein the second data structure includes animage
hidden behind an object included in the two-dimen-
sional image and a Depth image of the image hidden
behind the object.

A reproducing apparatus, wherein

when image data having a data structure including

a first data structure which is used in a first 3D (three
dimensional) video-image display method in which
an L image for a left eye and an R image for a right
eye are used and which includes image data corre-
sponding to the L image and image data correspond-
ing to the R image used for display, and

a second data structure which is used in a second
3D video-image display method in which an image
viewed from three or more viewpoints is generated
using at least a two-dimensional image and a Depth
image and which includes at least image data cor-
responding to the Depth image when the L image or
the R image of the first data structure is employed
as the two-dimensional image,

is to be reproduced,

the image data corresponding to the L image and
the image data corresponding to the R image ob-
tained from among image data of the first data struc-
ture are reproduced in a case where a display unit
employing the first video-image display method is
used, and

the image data corresponding to the L image or the
R image of the first data structure is reproduced and
the Depth image of the second data structure is re-
produced in a case where a display unit employing
the second video-image display method is used.

The reproducing apparatus according to Claim 4,
wherein the second data structure further includes
an image hidden behind an object included in the
two-dimensional image and a Depth image of the
image hidden behind the object, and

the reproducing apparatus reproduces, in addition
to the Depth image, the image hidden behind the
object and the Depth image of the image hidden be-
hind the object which correspond to image data of
the second data structure when the display unit em-
ploying the second video-image display method is
used.

A reproducing method employed in a reproducing
apparatus which reproduces image data having a
data structure including

a first data structure which is used in a first 3D (three
dimensional) video-image display method in which
an L image for a left eye and an R image for a right
eye are used and which includes image data corre-
sponding to the L image and image data correspond-
ing to the R image used for display, and

a second data structure which is used in a second
3D video-image display method in which an image
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viewed from three or more viewpoints is generated
using at least a two-dimensional image and a Depth
image and which includes at least image data cor-
responding to the Depth image when the L image or
the R image of the first data structure is employed
as the two-dimensional image,

the reproducing method comprising the steps of:

reproducing the image data corresponding to
the L image and the image data corresponding
to the R image obtained from among image data
of the first data structure in a case where a dis-
play unit employing the first video-image display
method is used, and

reproducing the image data corresponding to
the L image or the Rimage of the first data struc-
ture is reproduced and the Depth image of the
second data structure in a case where a display
unit employing the second video-image display
method is used.

A program which causes a computer which executes
a process of controlling reproduction of image data
having a data structure including

a first data structure which is used in a first 3D (three
dimensional) video-image display method in which
an L image for a left eye and an R image for a right
eye are used and which includes image data corre-
sponding to the L image and image data correspond-
ing to the R image used for display, and

a second data structure which is used in a second
3D video-image display method in which an image
viewed from three or more viewpoints is generated
using at least a two-dimensional image and a Depth
image and which includes at least image data cor-
responding to the Depth image when the L image or
the R image of the first data structure is employed
as the two-dimensional image,

to perform the control process comprising the steps
of:

reproducing the image data corresponding to
the L image and the image data corresponding
to the Rimage obtained from among image data
of the first data structure in a case where a dis-
play unitemploying the first video-image display
method is used, and

reproducing the image data corresponding to
the L image or the R image of the first data struc-
ture and reproducing the Depth image of the
second data structure in a case where a display
unit employing the second video-image display
method is used.
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FIG. 3

EP 2 302 945 A1

16

§DeP



EP 2 302 945 A1

porgo,
]

Zon
Lt

17



FIG. 5
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FIG. 9

(START OF REPRODUCING PROCESS)

(" LENTICULAR DISPLAY? )2

YES

DECODE BASE SIGNAL S3
AND GENERATE FIRST
24-Hz PROGRESSIVE SIGNAL

DECODE OPTIONAL SIGNAL 54
AND GENERATE SECOND
24-Hz PROGRESSIVE SIGNAL

ALTERNATELY ARRANGE FIRST AND| S5
SECOND 24-Hz PROGRESSIVE
SIGNALS ON A FRAME-BY-FRAME
BASIS SO THAT 48-Hz PROGRESSIVE
SIGNAL IS GENERATE

52

DECODE BASE SIGNAL

AND GENERATE 24-Hz

PROGRESSIVE SIGNAL
SERVING AS OUTPUT SIGNAL

OUTPUT SIGNAL TO 3D DISPLAY |98

(_END OF PROCESS )
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FIG. 12
(START OF REPRODUCING PROCESS)
521 .
(  LENTICULARDISPLAY? )
| YES $25 522
DECODE L BASE SIGNAL DECODE L BASE SIGNAL AND
AND GENERATE FIRST GENERATE FIRST 24-Hz
24-Hz PROGRESSIVE SIGNAL PROGRESSIVE SIGNAL
$26 523
DECODE R BASE SIGNAL DECODE R BASE SIGNAL AND
AND GENERATE SECOND GENERATE SECOND 24-Hz
24-Hz PROGRESSIVE SIGNAL PROGRESSIVE SIGNAL
827 $24
ENERATE SIDE-BY-SIDE SIGNAL ALTERNATELY ARRANGE FIRST
¢ SERVING AS THIRD AND SECOND 24-Hz PROGRESSIVE
24-Hz PROGRESSIVE SIGNAL FROM SIGNALS ON A FRAME-BY-FRAME
FIRS] AND SECOND PROCHECSIVE SIGNAL SERVING
24-Hz PROGRESSIVE SIGNALS AS OUTPUT SIGNAL IS GENERATE
528
DECODE OPTIONAL SIGNAL AND
GENERATE FOURTH
24-Hz PROGRESSIVE SIGNAL

529

ALTERNATELY ARRANGE THIRD AND
FOURTH 24-Hz PROGRESSIVE
SIGNALS FOR EACH FRAME SO THAT
48-Hz PROGRESSIVE SIGNAL SERVING
AS OUTPUT SIGNAL 1S GENERATE

OUTPUT SIGNAL TO 3D DISPLAY

(" END OF PROCESS )
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FIG. 14
(START OF REPRODUCING PROCESS)
/ S41 NO
( LENTICULAR DISPLAY? >
YES S45 54
DECODE L BASE SIGNAL DECODE L BASE SIGNAL AND
*AND GENERATE FIRST GENERATE FIRST 24-Hz
24-Hz PROGRESSIVE SIGNAL PROGRESSIVE SIGNAL
$46 543
DECODE OPTIONAL SIGNAL DECODE R BASE SIGNAL AND
AND GENERATE SECOND GENERATE SECOND 24-Hz
24-Hz PROGRESSIVE SIGNAL PROGRESSIVE SIGNAL
547 S44
ALTERNATELY ARRANGE FIRST AND ALTERNATELY ARRANGE FIRST
SECOND 24-Hz PROGRESSIVE SIGNALS | |AND SECOND 24-Hz PROGRESSIVE
ON A FRAME-BY-FRAME BASIS SO THAT| | SIGNALS ON A FRAME-BY-FRAME
45 iz PROGRESOIE SIGNAL SERVING | | i ESSIVE SIGNAL SERVING
AS OUTPUT SIGNAL IS GENERATE

]

OQUTPUT SIGNAL TO 3D DISPLAY

(" END OF PROCESS )
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FIG. 15

7R

71L

28



root

EP 2 302 945 A1

FIG. 16

BDMV

—  Index. bdmv

—  MovieObject. bdmv

- PLAYLIST 00000. mpls
—  00001. mpls
— 00002. mpls

— CLIPINF 01000. clpi I 81
—  02000. clpi
—  03000. clpi

— STREAM 01000. m2ts
—  02000. m2ts
1 03000. m2ts

— AUXDATA sound. bdmv
— 11111, off
—  99999. off

— META

— BDJO

— JAR

— BACKUP

CERTIFICATE

L BACKUP
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FIG. 17
Syntax No. of bits | Mnemonic
zzzzz. clpi|
type_indicator 8*4 bs Ibf
version number 8*4 bs|bf
Sequencelnfo_start_address 32 uimshf
Programinfo_start_address 32 uimsbf
CPI start_address 32 uimsbt
ClipMark_start_address 32 uimsbf
Extension Data_start_address 32 uimsht
reserved for future use 86 bsibf
ClipInfo(
For (i=0; i <N1:i++) |
padding word 16 bsibf
}
SequenceInfo ()
for (i=0; i <N2;i++) {
padding_word 16 bs|bf
]
ProgramInfo ()
for (i=0; i<N3;i++) {
padding_word 16 bsIbf
}
CP1 0
for (i=0; i <N4;i++) {
padding_word 16 bsibf
}
ClipMark ()
for (i=0; i <N5; i++) {
padding_word 16 bslbf
R
A ExtensionData ()
[ Tor(i=0,1<N6, I++
\ padding_word 16 bs|bf
N
b
/
82
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FIG. 18
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