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Description

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The presentinvention relates to a mobile termi-
nal, and more particularly, to a mobile terminal and con-
trolling method thereof. Although the present invention
is suitable for a wide scope of applications, it is particu-
larly suitable for providing at least two display units in-
cluding a transparent display unit.

Discussion of the Related Art

[0002] Generally,terminals can be classified as mobile
terminals and stationary terminals according to their mo-
bility. Mobile terminals can be classified into handheld
terminals and vehicle mounted terminals according to
their handheld portability.

[0003] As functions of the terminals are diversified, the
terminals are implemented into multimedia players pro-
vided with complex functions for photography, playback
of music or video, game play, and broadcast reception.
[0004] In order to support and enhance the terminal
functions, structural and software improvements for the
terminal may be taken into consideration.

[0005] Recently, since a mobile terminal can be pro-
vided with an optical transparent display device, many
efforts have been made to provide more convenient and
diverse functions.

SUMMARY OF THE INVENTION

[0006] Features and advantages of the invention will
be set forth in the description which follows, and in part
will be apparent from the description, or may be learned
by practice of the invention. The objectives and other
advantages of the invention will be realized and attained
by the structure particularly pointed out in the written de-
scription and claims hereof as well as the appended
drawings.

[0007] According to one embodiment, a mobile termi-
nal is presented. The mobile terminal includes a main
display unit comprising a first display unit, a transparent
display unit comprising a second display unit, the trans-
parent display unit being attached to the main display
unit such that the transparent display unit may be viewed
at an angle in comparison to the main display unit, and
a controller controlling a three-dimensional (3D) and a
two-dimensional (2D) image to be output by selectively
displaying an image on at least the first display unit or
the second display unit while the main display unit and
the transparent display unit are positioned at an angle.

[0008] According to one feature, the transparent dis-
play unit further comprises a third display unit, such that
the third display unit is adjacent to the first display unit
and the second display unit is opposite the third display
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unit. Additionally, the 3D image is visible when the second
display unit faces a user. Moreover, the 2D image is dis-
played on at least the first display unit or the third display
unit when the main display unit and the transparent dis-
play unit are positioned at an angle. Furthermore, the 2D
image is displayed on at least the second display unit or
the third display unit when the mobile terminal is in a
closed state. Finally, the 2D image is simultaneously dis-
played on atleast the first display unit, the second display
unit, or the third display unit when the 3D image is visible
from the second display unit.

[0009] According to another feature, the transparent
display unit is deactivated when the mobile terminal is in
a closed state, such that the transparent display unit cov-
ers the main display unit.

[0010] According to yet another feature, the mobile ter-
minal includes a first camera configured to photograph
auser’simage, wherein the controller detects a view point
of the user via the user’s image, corrects a position of an
image displayed on the second display unit to correspond
to the detected view point, and controls the image dis-
played on the second display unit to be displayed at a
predetermined position on the first display unit. Addition-
ally, the mobile terminal includes a memory unit config-
ured to store a lookup table including a correction value
for correcting the position of the image displayed on the
second display unit according to the detected view point
of the user, wherein the controller performs the position
correction of the image displayed on the second display
unit by referring to the lookup table.

[0011] According to yet another feature an interactive
menu is displayed on at least the second display unit or
third display unit when the 3D image is visible from the
second display unit.

[0012] According tostill yet another feature, the mobile
terminal includes a pointer detecting unit configured to
detect a position of a pointer in a space formed between
the transparent display unit and the main display unit,
wherein the controller controls an operation correspond-
ing to the pointer position detected by the pointer detect-
ing unit to be executed via a 3D user interface.

[0013] According to another feature, when a 3D map
image is visible from the second unit, a 2D map corre-
sponding to the 3D map is displayed on the first display
unit and an interactive menu for receiving user input is
displayed on at least the third display unit, the second
display unit, or the first display unit.

[0014] According to another embodiment, a mobile ter-
minal is presented. The mobile terminal includes a main
display unit configured to display a first display, a trans-
parent display unit configured to display a second dis-
play, the transparent display unit being attached to the
main display unit such that the transparent display unit
may be viewed at an angle in comparison to the main
display unit, and a controller controlling a three-dimen-
sional (3D) image to be output by selectively displaying
an image on at least one of the first display and the sec-
ond display while the main display unit and the transpar-
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ent display unit are spaced apart from each other.
[0015] According to yet another embodiment, a meth-
od for displaying an image is presented. The method in-
cludes displaying an image on a main display unit com-
prising a first display unit, displaying a second image on
a transparent display unit comprising a second display
unit, the transparent display unit being attached to the
main display unit such that the transparent display unit
may be viewed at an angle in comparison to the main
display unit, and displaying a three-dimensional (3D) or
a two-dimensional (2D) image by selectively displaying
at least the first or second image while the main display
unit and the transparent display unit are positioned at an
angle.

[0016] According to still yet another embodiment, a
method for displaying animage is presented. The method
includes displaying an image on a main display unit com-
prising a first display unit, displaying a second image on
a transparent display unit comprising a second display
unit, the transparent display unit being attached to the
main display unit such that the transparent display unit
may be viewed at an angle in comparison to the main
display unit, and displaying a three-dimensional (3D) im-
age by selectively displaying at least the first or second
image while the main display unit and the transparent
display unit are positioned at an angle.

[0017] Theseandotherembodiments will also become
readily apparent to those skilled in the art from the fol-
lowing detailed description of the embodiments having
reference to the attached figures, the invention not being
limited to any particular embodiment disclosed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] The accompanying drawings, which are includ-
ed to provide a further understanding of the invention and
are incorporated in and constitute a part of this applica-
tion, illustrate embodiment(s) of the invention and togeth-
er with the description serve to explain the principle of
the invention. In the drawings:

[0019] FIG. 1 is a block diagram of a mobile terminal
according to one embodiment of the present invention.
[0020] FIG. 2 is a front view diagram of a mobile ter-
minal for describing one operational state of the mobile
terminal according to an embodiment the present inven-
tion.

[0021] FIG. 3 is a diagram for describing proximity
depth of a proximity sensor.

[0022] FIG. 4 is adiagram illustrating a method of con-
trolling a touch action when a pair of display units are
overlapped with each other.

[0023] FIG.5is adiagram illustrating a 3D effect using
a distance difference between two display units accord-
ing to one embodiment of the present invention.

[0024] FIG.6isadiagramillustrating a mobile terminal
according to one embodiment of the present invention
using the basic principle described with reference to FIG.
5.
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[0025] FIG. 7 is a flowchart for a method of operating
a mobile terminal according to one embodiment of the
present invention.

[0026] FIG. 8is adiagram of one example of correcting
a picture displayed on a transparent display unit through
recognition of user’s position relative to a mobile terminal
according to one embodiment of the present invention.
[0027] FIG. 9is a diagram of another example of cor-
recting a picture displayed on a transparent display unit
through recognition of user’s position relative to a mobile
terminal according to one embodiment of the present in-
vention.

[0028] FIG. 10is adiagram for a method of implement-
ing a 3D image on a parallex barrier type display unit
applicable to embodiments of the present invention.
[0029] FIG. 11 is a diagram illustrating a method of
inputting a command to a mobile terminal and a method
of recognizing the command according to one embodi-
ment of the present invention.

[0030] FIG. 12 is a diagram of one example of games
playable in a mobile terminal according to one embodi-
ment of the present invention.

[0031] FIG. 13 is a diagram of examples of providing
a 3D map and geographical information using the 3D
map in a mobile terminal according to one embodiment
of the present invention.

[0032] FIG. 14 is a diagram of another example of ex-
ecuting a navigation function in a mobile terminal accord-
ing to one embodiment of the present invention.

[0033] FIG. 15is adiagram illustrating displaying a 3D
message in a mobile terminal according to one embod-
iment of the present invention.

[0034] FIG. 16is a diagram of one example of display-
ing a 3D gift interactive with a user in a mobile terminal
according to one embodiment of the present invention.
[0035] FIG. 17 is a diagram of one example of gener-
ating and displaying a 3D photo in a mobile terminal ac-
cording to another embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

[0036] The suffixes 'module’, ‘unit’ and 'part’ may be
used for elements in order to facilitate the disclosure.
Significant meanings or roles may not be given to the
suffixes themselves and it is understood that the ‘'mod-
ule’, 'unit’ and’part’ may be used together or interchange-
ably.

[0037] Embodiments of the present disclosure may be
applicable to various types of terminals. Examples of
such terminals may include mobile terminals as well as
stationary terminals, such as mobile phones, user equip-
ment, smart phones, digital televisions (DTVs), comput-
ers, digital broadcast terminals, personal digital assist-
ants, portable multimedia players (PMPs) and/or naviga-
tors.

[0038] A further description may be provided with re-
gard to a mobile terminal, although such teachings may
apply equally to other types of terminals.
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[0039] FIG. 1 is a block diagram of a mobile terminal
in accordance with an example embodiment. Other em-
bodiments and arrangements may also be provided. FIG.
1 shows a mobile terminal 100 having various compo-
nents, although other components may also be used.
More or less components may alternatively be imple-
mented.

[0040] FIG. 1 shows that the mobile terminal 100 in-
cludes a wireless communication unit 110, an audio/vid-
eo (A/V) input unit 120, a user input unit 130, a sensing
unit 140, an output unit 150, a memory 160, an interface
unit 170, a controller 180 and a power supply 190.
[0041] The wireless communication unit 110 may be
configured with several components and/or modules.
The wireless communication unit 110 may include a
broadcast receiving module 111, a mobile communica-
tion module 112, a wireless Internet module 113, a short-
range communication module 114 and a position-loca-
tion module 115. The wireless communication unit 110
may include one or more components that permit wire-
less communication between the mobile terminal 100
and a wireless communication system or a network within
which the mobile terminal 100 is located. In case of non-
mobile terminals, the wireless communication unit 110
may be replaced with a wired communication unit. The
wireless communication unit 110 and the wired commu-
nication unit may be commonly referred to as a commu-
nication unit.

[0042] Examples of broadcast associated information
may include information associated with a broadcast
channel, a broadcast program, a broadcast service pro-
vider, etc. For example, broadcast associated informa-
tion may include an electronic program guide (EPG) of
a digital multimedia broadcasting (DMB) system and an
electronic service guide (ESG) of a digital video broad-
cast-handheld (DVB-H) system.

[0043] The broadcast signal may be a TV broadcast
signal, a radio broadcast signal, and/or a data broadcast
signal. The broadcast signal may further include a broad-
cast signal combined with a TV or radio broadcast signal.
[0044] The broadcast receiving module 111 may re-
ceive broadcast signals transmitted from various types
of broadcast systems. As a non-limiting example, the
broadcasting systems may include a digital multimedia
broadcasting-terrestrial (DMB-T) system, a digital multi-
media broadcasting-satellite (DMB-S) system, a digital
video broadcast-handheld (DVB-H) system, a data
broadcasting system known as media forward link only
(MediaFLO®) and an integrated services digital broad-
cast-terrestrial (ISDB-T) system. The reception of multi-
cast signals may also be provided. Data received by the
broadcast receiving module 111 may be stored in the
memory 160, for example.

[0045] The mobile communication module 112 may
communicate wireless signals with one or more network
entities (e.g. a base station or Node-B). The signals may
represent audio, video, multimedia, control signaling,
and data, etc.
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[0046] The wireless Internet module 113 may support
Internet access for the mobile terminal 100. This wireless
Internet module 113 may be internally or externally cou-
pled to the mobile terminal 100. Suitable technologies
for wireless Internet may include, but are not limited to,
WLAN (Wireless LAN)(Wi-Fi), Wibro (Wireless broad-
band), Wimax (World Interoperability for Microwave Ac-
cess), and/or HSDPA (High Speed Downlink Packet Ac-
cess). The wireless Internet module 113 may be replaced
with awired Internet module in non-mobile terminals. The
wireless Internet module 113 and the wired Internet mod-
ule may be referred to as an Internet module.

[0047] The short-range communication module 114
may facilitate short-range communications. Suitable
technologies for short-range communication may in-
clude, but are not limited to, radio frequency identification
(RFID), infrared data association (IrDA), ultra-wideband
(UWB), as well as networking technologies such as Blue-
tooth and ZigBee.

[0048] The position-location module 115 may identify
or otherwise obtain a location of the mobile terminal 100.
The position-location module 115 may be provided using
global positioning system (GPS) components that coop-
erate with associated satellites, network components,
and/or combinations thereof.

[0049] The position-location module 115 may precise-
ly calculate current three-dimensional position informa-
tion based on longitude, latitude and altitude by calculat-
ing distance information and precise time information
from at least three satellites and then by applying trian-
gulation to the calculated information. Location and time
information may be calculated using three satellites, and
errors of the calculated location position and time infor-
mation may then be amended or changed using another
satellite. The position-location module 115 may calculate
speed information by continuously calculating areal-time
current location.

[0050] The audio/video (A/V) input unit 120 may pro-
vide audio or video signal input to the mobile terminal
100. The A/V input unit 120 may include a camera 121
and a microphone 122. The camera 121 may receive and
process image frames of still pictures and/or video.
[0051] The microphone 122 may receive an external
audio signal while the mobile terminal is in a particular
mode, such as a phone call mode, a recording mode
and/or a voice recognition mode. The received audio sig-
nal may then be processed and converted into digital
data.

[0052] The mobile terminal 100, and in particular, the
A/V input unit 120, may include a noise removing algo-
rithm (or noise canceling algorithm) to remove noise gen-
erated in the course of receiving the external audio signal.
Data generated by the A/V input unit 120 may be stored
in the memory 160, utilized by the output unit 150, and/or
transmitted via one or more modules of the wireless com-
munication unit 110. Two or more microphones and/or
cameras may also be provided.

[0053] Theuserinputunit 130 may generate inputdata
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responsive to user manipulation of an associated input
device ordevices. Examples of such devices may include
a keypad, a dome switch, a touchpad (e.g., static pres-
sure/capacitance), a jog wheel and/or a jog switch. A
specific example is one in which the user input unit 130
is configured as a touchpad in cooperation with a display,
as will be described below.

[0054] The broadcast receiving module 111 may re-
ceive a broadcast signal and/or broadcast associated in-
formation from an external broadcast managing entity
via a broadcast channel. The broadcast channel may in-
clude a satellite channel and a terrestrial channel. The
broadcast managing entity may refer to a system that
transmits a broadcast signal and/or broadcast associat-
ed information.

[0055] At least two broadcast receiving modules 111
may be provided in the mobile terminal 100 to pursue
simultaneous reception of at least two broadcast chan-
nels or facilitation of broadcast channel switching.
[0056] The sensing unit 140 may provide status meas-
urements of various aspects of the mobile terminal 100.
For example, the sensing unit 140 may detect an open/
close status (or state) of the mobile terminal 100, a rel-
ative positioning of components (e.g., a display and a
keypad) of the mobile terminal 100, a change of position
of the mobile terminal 100 or a component of the mobile
terminal 100, a presence or absence of user contact with
the mobile terminal 100, and/or an orientation or accel-
eration/deceleration of the mobile terminal 100. The
sensing unit 140 may also comprise a proximity sensor
141.

[0057] The mobile terminal 100 may be configured as
a slide-type mobile terminal. In such a configuration, the
sensing unit 140 may sense whether a sliding portion of
the mobile terminal 100 is opened or closed. The sensing
unit 140 may also sense presence or absence of power
provided by the power supply 190, presence or absence
of a coupling or other connection between the interface
unit 170 and an external device, etc.

[0058] The output unit 150 may generate an output
relevant to a sight sense, an auditory sense, a tactile
sense and/or the like. The output unit 150 may include a
display 151, an audio output module 152, an alarm 153,
a haptic module 154, a projector module 155, and/or the
like.

[0059] The display 151 may display (output) informa-
tion processed by the terminal 100. For example, in case
that the terminal is in a call mode, the display 151 may
display a user interface (Ul) or a graphic user interface
(GUI) associated with the call. If the mobile terminal 100
is in a video communication mode or a photograph mode,
the display 151 may display a photographed and/or re-
ceived picture, a Ul or a GUI.

[0060] The display 151 may include at least one of a
liquid crystal display (LCD), a thin film transistor liquid
crystal display (TFT LCD), an organic light-emitting diode
(OLED), a flexible display, and a three-dimensional (3D)
display.
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[0061] Thedisplay 151 may have a transparentor light-
transmissive type configuration to enable an external en-
vironment to be seen through. This may be called a trans-
parent display. A transparent OLED (TOLED) may be an
example of a transparent display. A backside structure
of the display 151 may also have the light-transmissive
type configuration. In this configuration, a user may see
an object located behind the terminal body through the
area occupied by the display 151 of the terminal body.
[0062] Atleasttwo displays 151 may also be provided.
For example, a plurality of displays may be provided on
a single face of the terminal 100 by being built in one
body or spaced apart from the single face. Alternatively,
each of a plurality of displays may be provided on different
faces of the terminal 100.

[0063] If the display 151 and a sensor for detecting a
touch action (hereafter a touch sensor) are constructed
in a mutual-layered structure (hereafter a touchscreen),
the display 151 may be used as an input device as well
as an output device. For example, the touch sensor may
include a touch film, a touch sheet, a touchpad and/or
the like.

[0064] The touch sensor may convert a pressure ap-
plied to a specific portion of the display 151 or a variation
of electrostatic capacity generated from a specific portion
of the display 151 to an electric input signal. The touch
sensor may detect a pressure of a touch as well as a
position and size of the touch.

[0065] If atouch inputis provided to the touch sensor,
signal(s) corresponding to the touch input may be trans-
ferred to a touch controller. The touch controller may
process the signal(s) and then transfer corresponding
data to the controller 180. The controller 180 may there-
fore know which portion of the display 151 is touched.
[0066] The audio output module 152 may output audio
data that is received from the wireless communication
unit 110 in a call signal reception mode, a call mode, a
recording mode, a voice recognition mode, a broadcast
receiving mode and/or the like. The audio output module
152 may output audio data stored in the memory 160.
The audio output module 152 may output an audio signal
relevant to a function (e.g., a call signal receiving sound,
a message receiving sound, etc.) performed by the mo-
bile terminal 100. The audio output module 152 may in-
clude a receiver, a speaker, a buzzer and/or the like.
[0067] The alarm 153 may output a signal forannounc-
ing an event occurrence of the mobile terminal 100. An
event occurring in the mobile terminal 100 may include
one of a call signal reception, a message reception, a
key signal input, a touch input and/or the like. The alarm
153 may output a signal for announcing an event occur-
rence by way of vibration or the like as well as a video
signal or an audio signal. The video signal may be out-
putted via the display 151. The audio signal may be out-
putted via the audio output module 152. The display 151
or the audio output module 152 may be classified as part
of the alarm 153.

[0068] The haptic module 154 may bring about various
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haptic effects that can be sensed by a user. Vibration is
a representative example for the haptic effect brought
about by the haptic module 154. Strength and pattern of
the vibration generated from the haptic module 154 may
be controllable. For example, vibrations differing from
each other may be outputted in a manner of being syn-
thesized together or may be sequentially outputted.
[0069] The haptic module 154 may generate various
haptic effects including a vibration, an effect caused by
such a stimulus as a pin array vertically moving against
a contact skin surface, a jet power of air via outlet, a
suction power of air via inlet, a skim on a skin surface, a
contact of an electrode, an electrostatic power and the
like, and/or an effect by hot/cold sense reproduction us-
ing an endothermic or exothermic device as well as the
vibration.

[0070] The haptic module 154 may provide the haptic
effect via direct contact. The haptic module 154 may en-
able a user to experience the haptic effect via muscular
sense of a finger, an arm and/or the like. Two or more
haptic modules 154 may be provided according to a con-
figuration of the mobile terminal 100.

[0071] The memory 160 may store a program for op-
erations of the controller 180. The memory 160 may tem-
porarily store input/output data (e.g., phonebook, mes-
sage, still picture, moving picture, etc.). The memory 160
may store data of vibration and sound in various patterns
outputted in case of a touch input to the touchscreen.
[0072] The memory 160 may include at least one of a
flash memory, a hard disk, a multimedia card micro type
memory, a card type memory (e.g., SD memory, XD
memory, etc.), a random access memory (RAM), a static
random access memory (SRAM), a read-only memory
(ROM), an electrically erasable programmable read-only
memory, a programmable read-only memory, amagnetic
memory, a magnetic disk, an optical disk, and/or the like.
The mobile terminal 100 may operate in association with
a web storage that performs a storage function of the
memory 160 in the Internet.

[0073] Theinterface unit 170 may play arole as a pas-
sage to external devices connected to the mobile terminal
100. The interface unit 170 may receive data from an
external device. The interface unit 170 may be supplied
with a power and then the power may be delivered to
elements within the mobile terminal 100. The interface
unit 170 may enable data to be transferred to an external
device from an inside of the mobile terminal 100. The
interface unit 170 may include a wired/wireless headset
port, an external charger port, a wired/wireless data port,
amemory card port, a port for coupling to a device having
an identity module, an audio input/output (I/O) port, a
video input/output (I/O) port, an earphone port and/or the
like.

[0074] The controller 180 may control overall opera-
tions of the mobile terminal 100. For example, the con-
troller 180 may perform control and processing relevant
to avoice call, a data communication, a video conference
and/or the like. The controller 180 may have a multimedia
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module 181 for multimedia playback. The multimedia
module 181 may be implemented within the controller
180 or may be configured separate from the controller
180.

[0075] Moreover, the controller 180 is able to perform
a pattern recognizing process for recognizing a writing
input and a picture drawing input carried out on the touch-
screen as characters or images, respectively.

[0076] The controller 180 may perform pattern recog-
nizing processing for recognizing a handwriting input per-
formed on the touchscreen as a character and/or recog-
nizing a picture drawing input performed on the touch-
screen as an image.

[0077] The power supply 190 may receive an external
or internal power and then supply the power required for
operations of the respective elements under control of
the controller 180.

[0078] Embodiments of the present disclosure ex-
plained in the following description may be implemented
within arecording medium that can be read by a computer
or a computer-like device using software, hardware or
combination thereof.

[0079] According to the hardware implementation, ar-
rangements and embodiments may be implemented us-
ing at least one of application specific integrated circuits
(ASICs), digital signal processors (DSPs), digital signal
processing devices DSPDs), programmable logic devic-
es (PLDs), field programmable gate arrays (FPGAs),
processors, controllers, microcontrollers, microproces-
sors and electrical units for performing other functions.
In some cases, embodiments may be implemented by
the controller 180.

[0080] For a software implementation, arrangements
and embodiments described herein may be implemented
with separate software modules, such as procedures and
functions, each of which may perform one or more of the
functions and operations described herein. Software
codes may be implemented with a software application
written in any suitable programming language and may
be stored in memory such as the memory 160, and may
be executed by a controller or processor, such as the
controller 180.

[0081] FIG. 2 is a front-view diagrams of a terminal
according to one embodiment of the present invention
for explaining an operational state thereof.

[0082] Visual information can be displayed on the dis-
play 151. For example, the information may comprise
characters, numerals, symbols, graphics, icons and the
like.

[0083] In order to input the information, at least one of
the characters, numerals, symbols, graphics and icons
are represented as a single predetermined array to be
implemented in a keypad formation. The keypad forma-
tion may be referred to as "soft keys."

[0084] FIG. 2 illustrates that a touch applied to a soft
key is input via a rear face of a terminal body. FIG. 2
illustrates an example wherein the terminal body is hor-
izontally arranged (landscape). The display 151 may be
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configured to adjust an output picture according to the
direction of the terminal body.

[0085] In FIG. 2, it is shown that a text input mode is
activated in the terminal.

[0086] An outputwindow 201 and aninputwindow 202
are displayed on the display 151. A plurality of soft keys
203 representing at least one of characters, symbols and
digits can be arranged in the input window 202. The soft
keys 203 can be arranged in the QWERTY key formation.
[0087] If the soft keys 203 are touched via the touch-
pad, the characters, symbols and digits corresponding
to the touched soft keys are outputted to the output win-
dow 201. Thus, the touch input via the touchpad 135 is
advantageous in that the soft keys 203 can be prevented
from being blocked by a finger in case of touch, which is
compared to the touch input via the display 151. In case
that the display 151 and the touchpad 135 are configured
transparent, a user may view an input device, such as
fingers, located at the backside of the terminal body.
[0088] The display 151 or the touchpad 135 can be
configured toreceive a touch input by scroll. Auser scrolls
the display 151 or the touchpad 135 to shift a cursor or
pointer displayed on the display 151. Furthermore, a path
of a shifted input device may also be visually displayed
onthe display 151. This may be useful in editing animage
displayed on the display 151.

[0089] Additionally, both of the display 151 and the
touchpad 135 may be touched together within a prede-
termined time in order to execute a function of the termi-
nal. The above example of the simultaneous touch may
correspond to a case that the terminal body is held by a
user using a thumb and a first finger (clamping). The ex-
ecuted function may include activation or deactivation for
the display 151 or the touchpad 135.

[0090] The proximity sensor 141 described with refer-
enceto FIG. 1is explained in detail with reference to FIG.
3 as follows.

[0091] FIG. 3illustrates a proximity depth of the prox-
imity sensor.
[0092] As shown in FIG. 3, when a pointer such as a

user’s finger approaches the touch screen, the proximity
sensor located inside or near the touch screen senses
the approach and outputs a proximity signal.

[0093] The proximity sensor can be constructed such
that it outputs a proximity signal according to the distance
between the pointer approaching the touch screen and
the touch screen, referred to as "proximity depth."
[0094] The distance in which the proximity signal is
output when the pointer approaches the touch screen is
referred to as a "detection distance." The proximity depth
may be determined via a plurality of proximity sensors
having different detection distances and comparing prox-
imity signals respectively output from the proximity sen-
sors.

[0095] The proximity sensor is capable of sensing
three proximity depths. Alternatively, proximity sensors
capable of sensing less than three or more than three
proximity depths may be arranged in the touch screen.
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[0096] Specifically, when the pointer completely
comes into contact with the touch screen (D0), it is rec-
ognized as a contact touch. When the pointer is located
within a distance D1 from the touch screen, it is recog-
nized as a proximity touch of a first proximity depth. When
the pointer is located in a range between the distance
D1 and a distance D2 from the touch screen, it is recog-
nized as a proximity touch of a second proximity depth.
When the pointer is located in a range between the dis-
tance D2 and a distance D3 from the touch screen, it is
recognized as a proximity touch of a third proximity depth.
When the pointer is located beyond the distance D3 from
the touch screen, it is recognized as a cancellation of a
proximity touch.

[0097] Accordingly, the controller 180 can recognize
the proximity touch as various input signals according to
the proximity distance and proximity position of the point-
er with respect to the touch screen and perform various
operation controls according to the input signals.
[0098] FIG. 4 is adiagram illustrating a method of con-
trolling a touch action for a pair of displays 156 and 157
overlapped with each other.

[0099] Referring to FIG. 4, a terminal shown in the
drawing is a folder type terminal in which a folder part is
connected to a main body.

[0100] A first display 156 provided to the folder part
400 is a light-transmissive or transparent type display
such as a TOLED, while a second display 157 provided
to the main body 410 may be a non- transmissive type
display such as an LCD. Each of the first display 156 and
second display 157 may include a touchscreen.

[0101] According to an embodiment, if a touch, such
as a contact touch or proximity touch, to the first display
or TOLED 156 is detected, the controller 180 selects or
runs at least one image from an image list displayed on
the TOLED 156 according to a touch type and a touch
duration.

[0102] In the following description, a method of con-
trolling information displayed on a second display 157 in
response to a touch to the first display 156 exposed in
an overlapped configuration is explained.

[0103] Inthe overlapped state, such as a state that the
mobile terminal is closed or folded, the first display 156
is configured to be overlapped with the second display
157. In this state, if a touch which is different from a touch
for controlling an image displayed on the first display 155,
such as a touch having a duration greater than a prede-
termined period of time, is detected, the controller 180
enables at least one image to be selected from an image
list displayed on the second display 157 according to the
detected touch input. The result from selecting the image
is displayed on the first display 156.

[0104] The touch which is detected as having a dura-
tion greater than a predetermined period of time is usable
in selectively shifting an item displayed on the second
display 157 to the first display 156. A touch which has a
duration greater than a predetermined period of time may
be referred to as a long touch.
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[0105] Additionally, an item displayed on the first dis-
play 156 may be displayed on the second display 157
according to a touch input, such as flicking or swirling, to
the first display 156. As illustrated in FIG. 4, a menu dis-
played on the second display 157 is displayed by being
shifted to the first display 156.

[0106] Moreover, the controller 180 may execute a
function associated with an image selected by the long
touch and display a preview picture for the image on the
first display 156 if another input, such as a drag, is de-
tected with along touch. Asiillustrated in FIG. 4, a preview
image 420 for a second menu item is displayed.

[0107] While the preview image is outputted, If a drag
toward a differentimage is performed on the first display
156 while maintaining the long touch when the preview
image is displayed, the controller 180 shifts a selection
cursor of the second display 157 and then displays the
second image 430 selected by the selection cursor. After
completion of the touch (long touch and drag), the con-
troller 180 displays the preview image 410 which was
originally selected by the long touch.

[0108] The touch action described above, long touch
and drag, is similar to an example of when a proximity
drag, a proximity touch corresponding to the drag, is de-
tected together with a long proximity touch, such as when
a proximity touch is maintained for a predetermined pe-
riod of time on the first display 156.

[0109] The method of controlling the terminal in re-
sponse to the touch action while in the overlapped state
is also applicable to a terminal having a single display
and non-folder type terminals with a dual display.
[0110] For clarity and convenience of the following de-
scription, a mobile terminal is assumed to comprise at
least one of the components illustrated in FIG. 1. Specif-
ically, a mobile terminal, to which the present invention
is applicable, may include at least two display units. At
least one display unit may includethe transparent display
unit 156 described in FIG. 4. One of the display units may
be referred to as a main display unit 157 if it is able to
perform an interaction with the transparent display unit
while in an overlapped state. The main display unit 157
is distinct from the transparent display unit and may be
hinged to the transparent display unit. Generally, the
main display unit 157 is a non-transparent display, yet,
if necessary, the main display unit 157 may have a con-
figuration capable of transparent display functionality.
[0111] According to one embodiment of the present
invention, a mobile terminal and controlling method
thereof can implement a three-dimensional (3D) user in-
terface using at least two display units including a trans-
parent display unit.

[0112] In the following description, a 3D user interface
implemented by the present invention is schematically
explained with reference to FIG. 5.

[0113] FIG. 5 is a diagram for generating a 3D effect
using a distance measurement between two display units
according to one embodiment of the present invention.
[0114] Referring to FIG. 5(a), a main display unit 157
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and a transparent display unit 156 are arranged by being
spaced apart at a prescribed angle from each other. As
illustrated in FIG. 5(a) it is assumed that a user views the
transparent display unit 156 from a front view. A front
view refers to a view in which the main display unit 157
is positioned away from the user.

[0115] FIG.5(b) showsthe transparentdisplay unit 156
from a lateral view.

[0116] In the above-described embodiments, the let-
ters "CD" 500 displayed on the transparent display unit
156 and the letters "AB" 510 displayed on the main dis-
play unit 157 are located at distances which are different
from a view point of a user, respectively, whereby the
user views a 3D effect of the letters "CD" 500 and "AB"
510 according to a relative distance. In this example, an
extent of the distance may vary according to a space
between the transparent display unit 156 and the main
display unit 157 or a relative size of the letters "CD" 500
and "AB" 510 displayed on the corresponding display
unit. FIG. 5(c) illustrates an example of the display from
a user’s viewpoint of FIGS. 5(a) and 5(b).

[0117] FIG. 6is adiagram illustrating a mobile terminal
according to one embodiment of the present invention
with reference to FIG. 5.

[0118] Referringto FIG. 6(a), the main display unit 157
is provided to a top-side of the mobile terminal 100, while
the transparent display unit 156 can be rotatably con-
nected via a hinge 108 to one lateral side of the plane
having the main display unit 157. In particular, the trans-
parent display unit 156 is folded onto the main display
unit 157 and is then turned at a prescribed angle to pro-
vide a space 600 in-between. Preferably, the angle be-
tween the transparent display unit 156 and the main dis-
play unit 157 is set not to exceed 90 degrees.

[0119] The main display unit 157 can be implemented
with a touchscreen. Both sides of the transparent display
unit 156 may also be implemented with touchscreens,
respectively. Alternatively, only one side of the transpar-
ent display unit 156 may include a touchscreen.

[0120] Inthe following description, a fold state will refer
to a scenario when the transparent display unit 156 is
closed over the main display unit 157. Additionally, a tilt
state will refer to a scenario when the transparent display
unit 156 is turned at a prescribed angle against the main
display unit 157. In the fold state, a backside will refer to
a face of the transparent display unit 156 opposite to the
main display unit 157. Moreover, a front side will refer to
aface opposite to the backside of the transparent display
unit 156.

[0121] A camera may be provided to one lateral side
of the mobile terminal 100, and preferably on the front
side of the transparent display unit 156. The controller
180 may recognize a relative position of a user with ref-
erence to the mobile terminal 100 via face recognition
from a picture photographed via the camera 121.
[0122] A sensing module 140 may be provided on the
main display unit 157. The sensing module 140 may de-
tect a motion from an input device, such as a finger or a
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stylus pen, in the space 600 provided between the main
display unit 157 and the transparent display unit 156. The
controller 180 may execute a function corresponding to
input detected by the sensing module 140. Alternatively,
a camera may recognize a position of the pointer by pho-
tographing the input device.

[0123] FIG. 6(b) illustrates one example of using the
mobile terminal shown in FIG. 6(a).

[0124] Referring to FIG. 6(b), the mobile terminal 100
according to one embodiment of the present invention is
preferably tilted and placed in a manner that the main
display unit 157 may be viewed via the transparent dis-
play unit 156. A picture 620 displayed on the main display
unit 157 can become a background image of the picture
610 displayed on the transparent display unit 156. More-
over, a user can be provided with a 3D effect attributed
to distance and angle differences between the two pic-
tures. Specifically, a 3D picture is displayed as the picture
610 displayed on the transparent display unit 156.
[0125] If the mobile terminal 100 is located to oppose
a user in the above manner, the camera 121 is set to
face the user. Therefore, the camera 121 can take a pic-
ture of the user and may provide the picture to the con-
troller 180.

[0126] Moreover, the user may input a command via
a touch or a proximity touch to the front side or backside
of the transparent display unit 156 or the main display
unit 157. Alternatively, a user may input a command via
the position recognition provided by the sensing module
140 or the camera.

[0127] A method of operating the above-configured
mobile terminal is explained with reference to FIG. 7.
FIG. 7 is a flowchart for a method of operating a mobile
terminal according to one embodiment of the present in-
vention.

[0128] Referring to FIG. 7, a transparent display can
be activated when entering a tilt state [S10]. The trans-
parentdisplay in the tilt state may be activated if a specific
application is executed or a user manipulates a pre-
scribed menu.

[0129] Subsequently, a 3D user interface correspond-
ing to an executed function can be output via the trans-
parent display unit 156 or the main display unit 157 [S20].
In doing so, as mentioned in the foregoing description, a
two-dimensional (2D) picture can be output to the trans-
parent display unit 156. Alternatively, the 3D image
shown in FIG. 6(b) can be output to the transparent dis-
play unit 156.

[0130] Whenthe camera 121 is provided to one lateral
side of the mobile terminal 100 the controller 180 may
detect if a user’s view point is changed using a picture
taken via the camera 121 [S30].

[0131] After detecting that the user’s view point is
changed via the picture taken via the camera 121, the
controller 180 may correct the picture displayed on the
transparent display unit 156 or the main display unit 157
to provide the user with a 3D image suitable for the
changed view point [S40].
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[0132] In the following description, detailed examples
for applying the above described mobile terminal oper-
ating method are explained. To help the understanding
of the following description, details of an exterior, such
as a housing shape or position of user input unit, of the
mobile terminal are not depicted but the relative arrange-
ment of the components related to the 3D user interface
are schematically explained.

[0133] The steps S30 and S40 mentioned in the above
description are explained in detail with reference to FIG.
8 as follows.

[0134] FIG.8isadiagram of one example of correcting
a picture displayed on a transparent display unit via rec-
ognition of a user’s position relative to a mobile terminal
according to one embodiment of the present invention.

[0135] Referringto FIG. 8(a), when a 3D userinterface
is activated in the mobile terminal in a tilt state, it is able
to display a hexahedron 800 on the transparent display
unit 156. In this example, if a quadrangle is displayed on
a facet of the hexahedron 800, this facet is assumed as
a front facet. If a triangle is displayed on a facet of the
hexahedron 800, this facet is assumed as a right lateral
facet.

[0136] The controller 180 may determine a user’s po-
sition relative to that of the mobile terminal 100 using a
picture taken via the camera 121. The following descrip-
tion explains one example of a user located opposite to
a front side 810 of the mobile terminal and another ex-
ample of a user located opposite to a lateral side 820 of
the mobile terminal.

[0137] In the example of determining that the user is
located opposite to the front side 810 of the mobile ter-
minal, the controller 180 may display a picture of a front
facet of the hexahedron 800 on the transparent display
unit 156 (FIG. 8(b)). Additionally, in the example of de-
termining that the user is located opposite to the lateral
side 820 of the mobile terminal, the controller 180 may
display a perspective picture, such as a picture of front
and lateral sides, of the hexahedron 800 on the trans-
parent display unit 156 (FIG. 8(c)).

[0138] The mobile terminal 100 according to the
present invention may output a picture of a 3D object
corresponding to a view point of a user via the transparent
display unit 156, thereby providing a 3D image effect to
the user.

[0139] A mobile terminal according to the present in-
vention may change a position of a picture displayed via
a transparent display unit in consideration of a user’s
view point as well as a configuration of the displayed
picture. Such a position change is effective to provide a
3D user interface to a user when a picture displayed on
the transparent display unit is interoperating with a pic-
ture displayed on a main display unit. This is explained
with reference to FIG. 9 as follows.

[0140] FIG. 9is a diagram of another example of cor-
recting a picture displayed on a transparent display unit
via recognition of a user’s position relative to a mobile
terminal according to an embodiment of the present in-
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vention.

[0141] The transparent display unit 156 and the main
display unit 157 provided to the mobile terminal according
to the present embodiment are rotatably hinged to each
other. To better understand the present embodiment, it
is assumed that the two displays units are positioned in
parallel with each other. Additionally it is assumed that
the controller 180 detects or monitors a user’s position
via a picture taken with the camera 121.

[0142] In the example illustrated in FIG. 9(a), it is as-
sumed that a view point 900 of a user faces a front side
of the transparent display unit 156. Accordingly, the user
may view a picture 910 displayed on the transparent dis-
play unit 156 as if the picture 910 is located at a center
920 of cross hairs displayed on the main display unit 157.
[0143] After setting the configuration illustrated in FIG.
9(a), the view point 900 of the user is changed into the
configuration illustrated in FIG. 9(b) when the user moves
in a right direction. In this example, the controller 180
shifts the picture 910 displayed on the transparent display
unit to a right side from a previous position 940. Thus by
the user’s viewpoint, the user sees the picture 910 dis-
played on the transparent display unit 156 as if the picture
910 is located at the center 920 of the cross hairs dis-
played on the main display unit 157.

[0144] Accordingly, using the position changing meth-
od described above, the picture displayed on the trans-
parent display unit 156 is viewed as always being located
at the fixed point in the picture displayed on the main
display unit 157.

[0145] In order to reduce a load of the controller 180,
which is generated from calculating a rotation or position
shift of a 3D object according to the view point change,
the controller 180 may use a lookup table comprising pre-
calculated correction values according to a user’s view
point and a distance or angle of the arrangements of the
transparent display unit 156 and the main display unit
157. The lookup table may be stored in the memory 160.

[0146] In the following description, a method of repre-
senting a 3D image on a transparent display unit is ex-
plained.

[0147] A method of representing a 3D image on a 2D

display unit comprises configuring a 3D object into a pol-
yhedron using a plurality of polygons and representing a
shape seen at a specific view point as a 2D image. In
this example, each of the polygons indicates a polygon
of asmallest basic unit for configuring a 3D graphic. Each
facet of the polyhedron, including a plurality of the poly-
gons, is covered with a previously prepared texture to
represent one of various colors, patterns, or texts. For
example, in order to configure the hexahedron 800
shown in FIG. 8, the controller 180 first forms six facets
by connecting twelve lines to eight vertexes and then
covers three of the six facets with textures of a circle, a
triangle, and a quadrangle, respectively. Afterwards, if
the hexahedron formed by the above described method
is rotated to correspond to a view point of a user, the
controller 180 is able to output a picture seen in one di-
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rection, as shown in FIG. 8(b) or FIG. 8(c), to the trans-
parent display unit 156.

[0148] A second method for displaying a 3D image
may comprise enabling a user to feel a depth and reality
of a 3D image in a manner of providing two different 2D
images to a pair of user eyes to be merged together in
the user’s brain. This method requires additional equip-
ment.

[0149] For example the additional equipment may
comprise polarized film glasses. This method is referred
to as a stereoscopic system. In this method, one image
may be generated from mixing two different images pro-
vided to a pair of eyes via the polarized glasses.

[0150] Alternatively, a parallex barrier type display unit
may be utilized to provide a 3D image. This is explained
with reference to FIG. 10 as follows.

[0151] FIG. 10 illustrates a method of implementing a
3Dimage on a parallex barrier type display unitapplicable
to embodiments of the present invention.

[0152] Referring to FIG. 10, a structure of a parallex
barrier type display unit 151 for displaying a 3D image
may be configured in a manner that a general display
device 151ais combined with switch LC (liquid crystals)
151 b. A propagating direction of light is controlled by
activating an optical parallex barrier 1000, as shown in
FIG. 10(a), using the switch LC 151b, whereby the light
is separated into two different lights to arrive at left and
right eyes, respectively. Thus, when an image generated
from combining an image for the right eye and an image
for the left eye together is displayed on the display device
151a, a user sees the images corresponding to the eyes,
respectively, thereby feeling the 3D or stereoscopic ef-
fect.

[0153] Alternatively, referring to FIG. 10(b), the par-
allex barrier 1000 attributed to the switch LC may be elec-
trically controlled to enable light to be fully transmitted
therethrough, whereby the light separation due to the par-
allex barrier is avoided. Therefore, the same image can
be seen through left and right eyes. The parallex barrier
type display may provide for both a 2D or 3D image.
[0154] The above mentioned 3D image displaying
method is applicable to the transparent display unit 156
according to one embodiment of the present invention.
If a method using the additional equipments is adopted,
either the transparent display unit 156 or the main display
unit 157 can be provided to the mobile terminal. Yet, ac-
cording to the present invention, the picture displayed on
the transparent display unit 156 can interoperate with the
other image displayed on the main display unit 157. Pref-
erably, both types of display units are provided to the
mobile terminal.

[0155] In the following description, a command input-
ting method in a mobile terminal according to the present
invention is explained with reference to FIG. 11.

[0156] FIG. 11 is a diagram for a method of inputting
a command to a mobile terminal and a method of recog-
nizing the command according to one embodiment of the
present invention.
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[0157] ReferringtoFIG. 11 (a), the mobile terminal 100
may utilize the proximity sensor 141 at a position of the
sensing module 140 described with reference to FIG. 6
(a). The controller 180 recognizes the position of the input
device sensed by the proximity sensor 141 as a user’s
command input and then enables a function correspond-
ing to the command to be executed.

[0158] As mentioned in the foregoing description with
reference to FIG. 4, the proximity sensor 141 may rec-
ognize a distance between the pointer and the sensor in
a manner of dividing the distance into at least two steps,
such as d1, d2 and d3. If the haptic module 154 is pro-
vided to the mobile terminal, the controller 180 generates
a different kind of haptic effect each time the pointer
crosses each distance step.

[0159] In another example, referring to FIG. 11(b), a
camera 123 may be provided for photographing a space
generated between the transparent display unit 156 and
the main display unit 157 when in a tilt state. In particular,
the controller 180 recognizes a size and position of an
input device appearing in a picture taken via the camera
123 and is thereby able to recognize the size and position
as a user’'s command input. Moreover, in case of using
the camera 123, the controller 180 is able to further rec-
ognize a gesture or pattern as well as the size and posi-
tion of the pointer.

[0160] In another example, referring to FIG. 11(c), the
mobile terminal 100 may recognize a touch input or a
proximity touch input to a backside 1110 of the transpar-
ent display unit 156 or a specific point 1120 on the main
display unit 157.

[0161] In another example, the mobile terminal 100
may utilize a method of using augmented reality (AR). In
this example, the augmented reality refers to a virtual
reality in which a real environment seen via user’s eyes
and a virtual environment merge together to provide one
picture. Although the augmented reality uses the virtual
environment including a computer graphic, the real en-
vironment plays a main role and the computer graphic
plays a role in providing information necessary for the
real environment. Namely, a real image is overlapped
with a 3D virtual image, whereby a distinction between
the real environment and the virtual picture becomes
vague.

[0162] For example, a headset type computer screen
device which may be a wearable computer device ena-
bles a user to view a real environment overlapped with
computer graphics or characters.

[0163] In another example, an input unit for inputting
a specific pattern on a surface of a real object is photo-
graphed via a camera. A type and position of the input
unit are recognized from the photographed picture and
the photographed picture is then output as being over-
lapped with a digital image corresponding to the input
unit. An augmented reality implementing the aforemen-
tioned method is generally refereed to as a "marker sys-
tem.
[0164] Additionally, a controller may determine an ob-
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ject via an image obtaining means, such as a camera,
for obtaining a real image without an input unit. Relevant
information is obtained according to the determined ob-
ject, the obtained relevant information is then added to
the obtained real image. This method is applicable to the
implementation of the augmented reality. The aforemen-
tioned process is referred to as a "markerless system."
In the following description, some embodiments of the
present invention are explained through the implemen-
tation of the marker system, by which the present inven-
tion is non-limited. These embodiments are also appli-
cable to the markerless system.

[0165] In the example of using the marker system, a
user may input a command in a manner of moving a
pointer having a specific pattern in a space generated
between the transparent display unit 156 and the main
display unit 157. Alternatively, the pointer marker can be
replaced by a pointer marker displayed on the main dis-
play unit. For example, referring to FIG. 11(d), a user
may apply a touch and drag input to a marker 1160 dis-
played on the main display unit 156 using a pointer 1100.
The controller 180 may then move a 3D object 1150 dis-
played on the transparent display unit 156 to correspond
to a motion of the marker 1160. In this example, in order
to photograph the marker, the mobile terminal may be
provided with the camera 123 shown in FIG. 11 (b).
[0166] Thus, a mobile terminal according to the
present invention receives an input of a command from
a user using one of the above described methods or can
recognize a command input from a user by combining at
least two of the above described methods.

[0167] Examples for the detailed functions executable
in the mobile terminal according to one embodiment of
the presentinvention through the above mentioned struc-
ture and command inputting method of the mobile termi-
nal are explained with reference to FIGS. 12 to 16 as
follows.

[0168] First, a game function is described with refer-
ence to FIG. 12.
[0169] FIG. 12is adiagram of one example for a game

in a mobile terminal according to one embodiment of the
present invention.

[0170] Referring to FIG. 12(a), a game may be played
when two mobile terminals 100a and 100b are placed
within a distance from each other. In particular, the two
mobile terminals 100a and 100b are set to interoperate
with each other via the wireless communication unit 110.
A character 1210 displayed on the transparent display
unit 156, while in a tilt state, may be manipulated by a
backside touch to implement a fighting game.

[0171] In another example of a game executable in a
mobile terminal according to one embodiment of the
present invention, referring to FIG. 12(b), a game may
be played in a manner of pushing away one of cubic
blocks 1220 laid in a prescribed shape without breaking
the prescribed shape.

[0172] In playing this game, a user may change a view
point of looking at the transparent display unit 156 to se-
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lect a block to push away or check a configuration of the
laid blocks. In this case, the controller 180 determines
the user’s view point using a picture photographed via
the camera 121 and then rotates the shape of the cubic
blocks 1220 to correspond to the view point.

[0173] When a user pushes away one of the blocks, a
position of a pointer, such as a user’s finger, may be
recognized by the controller 180 via at least one of the
methods described with reference to FIG. 11. In this ex-
ample, since the controller 180 has to recognize the po-
sition of the finger in the space generated between the
transparent display unit 156 and the main display unit
157, it is preferable to use at least one of a camera 123
or the proximity sensor 141. For example, if a user uses
a marker having a prescribed pattern printed on its end
portion, the controller 180 recognizes or acquires a po-
sition of the marker using a picture photographed via the
camera 123 and is then able to move a block correspond-
ing to the position of the marker.

[0174] Furthermore, a mobile terminal according to
one embodiment of the present invention may provide a
user with a navigation function using a 3D user interface.
This is explained with reference to FIGS. 13 and 14. As-
sume that a mobile terminal shown in FIG. 13 or FIG. 14
is provided with a position location module 115 capable
of receiving position information from a satellite.

[0175] FIG. 13 is a diagram of examples for providing
a 3D map and geographical information using the 3D
map in a mobile terminal according to one embodiment
of the present invention.

[0176] Referringto FIG. 13, in aninitial stage, a mobile
terminal is able to display a 2D map via a main display
unit 157 while a transparent display unit 156, as shown
in FIG. 13(a), is in a fold state that it is folded over the
main display unit 157.

[0177] When auserintends to view a 3D map, the user
may enable the transparent display unit 156 to enter a
tilt state by turning the transparent display unit 156 by
about45 degrees. Accordingly, 3D building objects 1301,
1302, and 1303 can be displayed via the transparent dis-
play unit 156. The 3D buildings correspond to at least
some of major buildings displayed in the 2D map dis-
played on the main display unit 157. In this example,
when a user focuses on the main display unit 157, each
of the 3D building objects is preferably displayed in a
manner of interoperating with the respective buildings of
the 2D map. In other words, a bottom of each of the 3D
building objects is preferably displayed in a manner of
matching a size and position of each of the buildings
marked on the 2D map displayed on the main display
unit 157.

[0178] When attempting to scroll a map to search an-
other adjacent point from a currently displayed point, a
user scrolls the map by performing a touch and drag on
the main display unit 157 in a specific scroll direction.
Moreover, when incorporating a multi-input touchscreen,
the main display unit 157 may simultaneously recognize
multiple touch inputs, and thereby allow a user to rotate
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amap in amanner of performing a second touch for draw-
ing an arc centering on a first point while maintaining a
first touch to the first point on the main display unit 157.
As the map on the main display unit 157 is rotated, the
3D building objects displayed on the transparent display
unit 156 can be interoperably rotated. The aforemen-
tioned method of inputting the command for the scroll or
rotation of the map is merely exemplary, by which the
present invention is non-limited. Alternatively, various
command inputting methods are applicable to the
present invention.

[0179] As showninFIG. 13(c), the 3D building objects
1301, 1302 and 1303 displayed on the transparent dis-
play unit 156 can be displayed larger as compared to the
building objects shown in FIG. 13(b) if the user further
rotates the transparent display unit 156 approximately
90 degrees.

[0180] In order to acquire information on a specific
building (FIG. 13(d)), the user may point to a specific 3D
building object 1303 via an input unit such as a finger
1310. The controller 180 determines which 3D building
object is pointed to by the finger 1310 via at least one of
the former methods described with reference to FIG. 11,
and may display information on the corresponding build-
ing 1303, such as a name 1320 of the building, on the
transparent display unit 156. Moreover, menus 1330 of
additional functions executable in association with the
corresponding building can be further displayed on the
transparent display unit 156 together with the information
on the corresponding building. For example, the corre-
sponding building may be added to a bookmark or nav-
igation to the corresponding building can be executed.
The menus 1330 displayed on the transparent display
unit 156 may be selected from either the front or the back
of the transparent display unit 156.

[0181] Additionally, the user may increase or decrease
the size of the 3D building objects 1301, 1302 and 1303
displayed on the transparent display unit 156 via an input.
For example, when viewing the 3D building objects 1301,
1302 and 1303 displayed on the transparent display unit
156 as illustrated in FIG. 13(b), the user may perform a
multi touch input, such as a double tap to enlarge the
size of the 3D map (not shown), furthermore, the user
may perform a multi touch input, such as a triple tap to
decrease the size of the 3D map (not shown). Increasing
and decreasing the size of the 3D map is not limited to
the size of the buildings and is similar to a "zoom in" or
"zoom out" function. Additionally, the increasing and de-
creasing of the size of the 3D map is not limited to a multi
touch input and may be performed by a predetermined
input or an input set by the user.

[0182] The navigation function is executable in a man-
ner that 3D building objects are interoperably displayed
on the 2D map shown in Fig. 13(b) or FIG. 13(c) or can
be performed in a manner of matching real geographical
features. This is explained with reference to FIG. 14 as
follows.

[0183] FIG. 14 is a diagram of another example of ex-
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ecuting a navigation function in a mobile terminal accord-
ing to one embodiment of the present invention.

[0184] Referring to FIG. 14(a), it is assumed that the
navigation has been selected from the menu 1330 (FIG.
13(d)). The present embodiment is applicable to naviga-
tion in response to a search via an input of address or
destination name.

[0185] In this example, the menu 1410 indicating that
the navigation function for the specific building 1303 can
be maintained on the transparent display unit 156. A mes-
sage 1420 for instructing the user to rotate the transpar-
ent display unit 156 may be further displayed.

[0186] Once the transparent display unit 156 is rotated
according to the rotation instruction message 1420 (FIG.
14(b)), a path instruction image 1440 may be displayed
on the transparent display unit 156 to display real geo-
graphical features, such as roads and streets. Moreover,
a destination 1450 can be displayed on the transparent
display unit 156 to match the real geographical features.
In this example, information on major adjacent geograph-
ical features, such as buildings, can be displayed in ad-
dition to the destination 1450. If another terminal user is
performing the same function, information on the other
terminal user can be additionally displayed on the trans-
parent display unit 156. In this example, if another user
is detected via the short range communication module
or position information on another user is provided via
the wireless communication module, the information on
another user can be displayed. Optionally, a function,
such as sending a message or making a phone call, can
be performed according to information of another user
displayed on the transparent display unit.

[0187] In the following description, a message and gift
delivering function is explained with reference to FIG. 15
and FIG. 16.

[0188] FIG. 15 is a diagram of one example for dis-
playing a 3D message in a mobile terminal according to
one embodiment of the present invention.

[0189] Referring to FIG. 15(a), a 3D message is deliv-
ered to a mobile terminal in a fold state. Text of the mes-
sage and a message for instructing to change into a tilt
state can be displayed on a transparent display unit 156.
In this example, the 3D message can include a multime-
dia message (MMS).

[0190] When auser enables the mobile terminal to en-
ter the tilt state, as shown in FIG. 15(b), a cake 1520,
which is a 3D gift object, can be displayed on the trans-
parent display unit 156. Moreover, additional messages
1530, 1531, and 1532 relevant to a general message can
also be displayed on the transparent display unit 156.
[0191] Although the 3D gift object included in the 3D
message shown in FIG. 15 is simply displayed, one em-
bodiment of the present invention provides a 3D interac-
tive gift object. This is explained with reference to FIG.
16 as follows.

[0192] FIG. 16 is a diagram of one example for dis-
playing a 3D interactive gift with a user in a mobile ter-
minal according to one embodiment of the present inven-
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tion.

[0193] FIG. 16(a) assumes a situation after the mobile
terminal shown in FIG. 15(a) has been rotated to enter
the tilt state.

[0194] Referring to FIG. 16(a), a gift box 1610 tied up
with a wrap string is displayed as a 3D gift object on a
transparent display unit 156. If a user takes an action,
such as pulling the wrap string 1620 via an input device,
such as a user’s hand 1600, an image for showing that
the string 1620is loosened can be displayed via the trans-
parent unit 156.

[0195] Referring to FIG. 16(b), if the user takes an ac-
tion of lifting a box lid 1611 using the user’s hand 1600,
the lid 1611 can be removed.

[0196] After the lid 1611 has been removed, referring
to FIG. 16(c), a stuffed animal 1640 can be displayed as
a 3D gift object on the transparent display unit 156. The
user takes an action of grabbing the stuffed animal 1640
to interact with the image, such as a rotation, a size ad-
justment, or a shift to a specific point. A menu applicable
to the 3D gift object such as the stuffed animal 1640 can
be displayed on a main display unit 157 as well as addi-
tional menu icons 1630. In this example, the user may
store the 3D gift object as a picture file by dragging and
dropping the stuffed animal 1640 to a photo menu region
1650 on the main display unit 157.

[0197] According to a second embodiment of the
present invention, a mobile terminal is provided with at
least two cameras arranged in a same direction by being
spaced apart from each other with a prescribed distance
in-between. Therefore, the mobile terminal is able to gen-
erate and play back a 3D picture or image.

[0198] In order to generate a 3D picture, a 3D polyhe-
dron is formed using the polygons, the polygons are cov-
ered with a prepared 2D texture. Another method for gen-
erating a 3D picture comprises at least two images gen-
erated from photographing a same object in different view
points and combined together or different images can be
seenintactaccordingto the user’s view point. Yet another
method for generating a 3D picture comprises, generat-
ing one image for a right eye and the other image for a
left eye by combining at least two images generated from
photographing a same object at different view points to-
gether, both of the right and left eye images are simulta-
neously displayed, and the respective images are made
to arrive at both eyes of a user, via polarized glasses or
aparallex barrier. In this example, a method of generating
and playing back a 3D image is explained with reference
to FIG. 17 as follows.

[0199] FIG. 17 is a diagram of one example for gener-
ating and displaying a 3D photo in a mobile terminal ac-
cording to another embodiment of the present invention.
[0200] Referring to FIG. 17, a mobile terminal accord-
ing to an embodiment of the present invention has a con-
figuration similar to that of the mobile terminal according
to other embodiments of the present invention. Yet, re-
ferringto FIG. 17(a), two camera modules 121aand 121b
for recognizing a motion of a pointer in a space provided
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between a transparent display unit 156 and a main dis-
play unit 157 are provided in a manner of being spaced
apart from each other with a prescribed distance in-be-
tween.

[0201] Once two camera modules are arranged by be-
ing spaced apart from each other at a prescribed dis-
tance, referring to FIG. 17(b), when an object 1700 is
photographed, the cameras 121a and 121b have differ-
entview points due to the arranged interval, respectively.
[0202] A result of photographing is explained with ref-
erence to FIG. 17(c) as follows. First, a picture of an object
1700 photographed via a left camera 121a is shown in
1710. A picture of the object 1700 is photographed via a
right camera 121b is shown in 1730. The controller 180
synthesizes the left picture 1710 and the right picture
1730 togetherto generate the object 1700 shownin 1720.
Therefore, the controller 180 is able to play back a 3D
picture or image in a manner of detecting a user’s eyes
via the above mentioned method according to one em-
bodiment of the present invention and then display a pic-
ture of an object corresponding to a direction of the user’s
eyes via the transparent display unit 156.

[0203] According to another method of generating and
outputting a 3D image, a specific focal length is set for
each camera under the control of the controller 180 and
an image deviating from a focus is then blurred. Subse-
quently, the controller 180 separates an image photo-
graphed via each of the cameras into an in-focus part,
an out-of-focus, and blurred part. An image correspond-
ing to the in-focus part is displayed via the transparent
display unit 156, while the out-of-focus part is displayed
via the main display unit 157. Thus, a 3D image may be
provided to a user.

[0204] In another example of a mobile terminal having
two camera modules according to another embodiment
of the present invention, the mobile terminal may simul-
taneously photograph one object using cameras by dif-
ferentiating focal distances of the cameras from each oth-
er. For this, at least one of two cameras is preferably
provided with a zoom function of adjusting a focal dis-
tance. In particular, for example, the controller 180 con-
trols one camera to photograph a same object with a
wide angle and controls the other camera to photograph
the same object with telephoto. The mobile terminal may
then generate a photograph from one photographic event
with two different angles of view.

[0205] In a further example, the mobile terminal may
apply a different image filter to an image photographed
via each of the cameras. In this example, the image filter
refers to an additional effect given to an image photo-
graphed by a preset method. Forinstance, animage pho-
tographed via one camera is set to be automatically con-
verted to black and white, while an image photographed
via the other camera is set to be automatically converted
to a sephia tone. Through this, a visual effect may be
applied to the photograph.

[0206] Inthe above described embodiments, the trans-
parent display unit and the main display unit are ex-
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plained assuming that the mobile terminal includes the
transparent and main display units of which are respec-
tively hinged to each other by contacting each other. This
is just one example for one type of mobile terminal ac-
cording to the present invention. The transparent display
unit and the main display unit can be arranged in various
manners for generating a 3D effect attributed to a spaced
distance or angle in-between. For instance, the main dis-
play unit and the transparent display unit can be connect-
ed together using at least two hinges. Alternatively, the
main display unit and the transparent display unit can be
connected together to enable a pivot using at least one
ball joint to freely adjust arrangement. In this case, a stop-
per or latch for fixing a position by a plurality of steps can
be provided to such a connecting means as a hinge, a
pivot, a ball point and the like. The controller can further
include a means for electronically providing information
on aninterval or angle between the main display unit and
the transparent display unit.

[0207] Accordingly, a fold state or a tilt state can be
changed into another terminology corresponding to a
system of spacing two kinds of display units apart from
each other.

[0208] Meanwhile, according to a further embodiment
of the present invention, the above-described methods
can be implemented in a programmable recorded medi-
um as computer-readable codes. The computer-reada-
ble media include all kinds of recording devices in which
data readable by a computer system are stored. The
computer-readable media include ROM, RAM, CD-
ROM, magnetic tapes, floppy discs, optical data storage
devices, and the like for example and also include carrier-
wave type implementations (e.g., transmission via Inter-
net).

[0209] It will be apparent to those skilled in the art that
various modifications and variations can be made in the
present invention without departing from the scope of the
inventions. Thus, it is intended that the present invention
covers the modifications and variations of this invention
provided they come within the scope of the appended
claims and their equivalents.

Claims
1. A mobile terminal comprising:

amain display unit comprising a first display unit
(157);

a transparent display unit comprising a second
display unit (156), the transparent display unit
being attached to the main display unit such that
the transparent display unit may be viewed at
an angle in comparison to the main display unit;
and

a controller (180) controlling a three-dimension-
al and a two-dimensional image to be output by
selectively displaying an image on at least the
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first display unit or the second display unit while
the main display unit and the transparent display
unit are positioned at an angle.

The mobile terminal of claim 1, wherein the trans-
parent display unit further comprises a third display
unit, such that the third display unit is adjacent to the
first display unit and the second display unit is op-
posite the third display unit.

The mobile terminal of claim 2, wherein the three-
dimensional image is visible when the second dis-
play unit faces a user.

The mobile terminal of claim 2, wherein the two-di-
mensional image is displayed on at least the first
display unit or the third display unit when the main
display unit and the transparent display unit are po-
sitioned at an angle.

The mobile terminal of claim 2, wherein the two-di-
mensional image is displayed on at least the second
display unit or the third display unit when the mobile
terminal is in a closed state.

The mobile terminal of claim 3, wherein the two-di-
mensional image is simultaneously displayed on at
least the first display unit or the third display unit
when the three-dimensional image is visible from the
second display unit.

The mobile terminal of any one of claims 1 to 6, fur-
ther comprising a first camera (121) configured to
photograph a user’s image, wherein the controller
detects a view point of the user via the user’s image,
corrects a position of animage displayed on the sec-
ond display unit to correspond to the detected view
point, and controls the image displayed on the sec-
ond display unit to be displayed at a predetermined
position on the first display unit.

The mobile terminal of any one of claims 1 to 7, fur-
ther comprising a memory unit (160) configured to
store a lookup table including a correction value for
correcting the position of the image displayed on the
second display unit according to the detected view
point of the user, wherein the controller performs the
position correction of the image displayed on the sec-
ond display unit by referring to the lookup table.

The mobile terminal of any one of claims 2 to 8,
wherein an interactive menu is displayed on at least
the second display unit or third display unit when the
three-dimensional image is visible from the second
display unit.

The mobile terminal of any one of claims 2 to 9,
wherein when a three-dimensional map image is vis-
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ible from the second unit, a two-dimensional map
corresponding to the three-dimensional map is dis-
played on the first display unit and an interactive
menu for receiving user input is displayed on at least
the third display unit, the second display unit, or the
first display unit.

A method for displaying an image, the method com-
prising:

displaying an image on a main display unit com-
prising a first display unit;

displaying a second image on a transparent dis-
play unit comprising a second display unit, the
transparent display unit being attached to the
main display unit such that the transparent dis-
play unit may be viewed at an angle in compar-
ison to the main display unit; and

displaying a three-dimensional or a two-dimen-
sional image by selectively displaying at least
the first or second image while the main display
unit and the transparent display unit are posi-
tioned at an angle.

The method of claim 11, wherein the transparent dis-
play unit further comprises a third display unit, such
that the third display unit is adjacent to the first dis-
play unit and the second display unit is opposite the
third display unit.

The method of claim 12, wherein the three-dimen-
sional image is visible when the second display unit
faces a user.

The method of claim 13, wherein an interactive menu
is displayed on at least the second display unit or
third display unit when the three-dimensional image
is visible from the second display unit.

The method of claim 13 or 14, wherein when a three-
dimensional map image is visible from the second
unit, a two-dimensional map corresponding to the
three-dimensional map is displayed on the first dis-
play unit and an interactive menu for receiving user
input is displayed on at least the third display unit,
the second display unit, or the first display unit.
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