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(54) Comparison of infrared images

(57)  Methods for comparing infrared image data
and/or for generating infrared image comparison data
are provided. In one method two image data sets are
selected including visual-light and infrared image data
from one or more points of view of a scene. Visual-light
image data from each data set can be compared to de-
termine an alignment correlation between different points
of view for the visual-light data. The alignment correlation
can then be used to correlate infrared image data from
each data set. The correlated infrared image data can
be compared to generate infrared comparison image da-
ta. Thermal imaging cameras capable of performing such
methods are also provided.
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Description
BACKGROUND

[0001] Thermal or infrared imaging cameras are well
known and have long been used in many settings to
measure and/or compare the temperatures of multiple
objects or the temperature profiles of a single object over
a period of time. Among other uses, these instruments
are frequently used in industrial applications as part of
preventative maintenance programs. These types of pro-
grams typically rely on periodic inspections of the assets
of a plant or facility to discover likely failures before they
occur. For example, plant personnel often develop sur-
vey routes in order to routinely gather temperature data
on the identified equipment.

[0002] After collecting a thermal baseline image for
each piece of equipment along a route, a technician can
then identify changes in thermal characteristics over the
course of several inspections by comparing later thermal
images of the equipment with the baseline image or other
prior images. Changes in thermal characteristics can in
some cases indicate the imminent failure of a part, thus
allowing the technician to schedule maintenance or re-
placement prior to failure.

[0003] Inasimple case, a technician can visually com-
pare two or more thermal or infrared images to determine
changes in thermal characteristics occurring over a pe-
riod of time. Visual comparison of two infrared images
can at times be difficult because most infrared images
are by their very nature less sharp compared to visible
images which are a result of reflected visible-light. For
example, considering an electric control panel of an in-
dustrial machine which has many electrical components
and interconnections, the visible image will be sharp and
clear due to the different colors and well defined shapes.
The infrared image will appear less sharp due to the
transfer of heat from the hot part or parts to adjacent
parts. Also, coloring, lettering and numbering clearly
shown in the visible image will not appear in the infrared
image.

[0004] Infrared images often have a low resolution
when compared with visual images and may be espe-
cially difficult to interpret and compare when part of the
scene and image exhibit a low infrared image contrast.
Accordingly, it may be difficult to correlate features and
objects within two infrared images because object and
feature boundaries can be difficult to discern in low res-
olution. In addition, the thermal image profile may have
changed between image captures such that features
present in one infrared image are now invisible (i.e., the
same temperature as the scene background) in a second
infrared image of the same scene. Thus, while a change
in temperature may be suspected, it can be difficult to
determine which objects or parts of objects within the
scene exhibit the thermal change, in part because it is
difficult to discern which objects in the first image corre-
spond with objects in the second infrared image.
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[0005] To aid a visual comparison of infrared images,
some infrared imaging cameras allow the operator to
capture a visible-light image (often called a "control im-
age") of the scene using a separate visible-light camera
built into the thermal imaging camera. Some of these
thermal imaging cameras allow a user to view the visible-
light image side-by-side with the infrared. image. Some
thermal imaging cameras may also provide simultaneous
viewing of the infrared image and the visible-light image
overlapping each other and blended together. For exam-
ple, Fluke Corporation’s FlexCam series of cameras in-
corporates a software feature called IR-Fusion, which
allows ausertoblend the infrared and visible-lightimages
together at any ratio from 100% visible to 100% infrared.
Such features provide the operator with a visible-light
image reference for each infrared image, thus making
visual comparison of the infrared images somewhat eas-
ier.

[0006] Image processing software may also be used
to compare two or more infrared images, and can, in
many instances provide a much more informative and
quantitative comparison of two infrared images than a
mere visual inspection. For example, image processing
software may subtract a later infrared image from an ear-
lierinfrared image of the same scene to determine wheth-
er changes in the thermal characteristics of the scene
have occurred.

[0007] A further complexity for image comparison can
result from unaligned or misaligned infrared images. Tn
some cases, a fixed or stationary infrared imaging cam-
era may be used to capture highly registered successive
thermal images of a scene. Often, though, multiple infra-
red images are captured using a handheld thermal im-
aging camera. Accordingly, images of the same scene
captured at different times may show different views of
the same scene. For example, successive infrared im-
ages may have slightly different perspectives of the
scene, may be captured with different zoom factors,
and/or may be translated (e.g., horizontally and/or verti-
cally) with respect to each other. These types of misalign-
ments between infrared images can make thermal imag-
es difficult to compare to one another, both visually and
through software comparisons in which computed com-
parison data is not very useful.

SUMMARY

[0008] According to one aspect of the invention, a
method for comparing infrared (IR) image data repre-
sentative of a scene is provided. The method includes
selecting first and second image data sets of a scene.
The first data set includes first visual-light (VL) image
data captured from a first VL point of view and first IR
image data captured from a first IR point of view. The
second data setincludes second VL image data captured
from a second VL point of view and second IR image
data captured from a second IR point of view. In some
cases the first VL point of view has a first known corre-
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lation to the first IR point of view and/or the second VL
point of view has a second known correlation to the sec-
ond IR point of view. The method further includes com-
paring the first and second VL image data to determine
an alignment correlation between the first and the second
VL points of view. The second IR image data can then
be correlated with the first IR image data using the align-
ment correlation from the VL image data. 1n some cases
the IR image data may also be correlated using the first
and/or the second known correlations. The method also
includes comparing at least a portion of the first IR image
data to a correlated portion of the second IR image data
to generate IR comparison image data. In some embod-
iments comparing the portion of the first IR image data
with the correlated portion of the second IR image data
comprises subtracting the correlated portion of the sec-
ond IR image data from the portion of the first IR image
data.

[0009] According to another aspect of the invention, a
computer-readable storage medium having computer-
executable instructions for performing the foregoing
method is provided.

[0010] According to another aspect of the invention,
an IR imaging camera is provided. The IR or thermal
imaging camera includes, among other things, a VL cam-
era module having a VL sensor for capturing VL image
data from a scene and an IR camera module having an
IR sensor for capturing IR image data from the scene.
The IR camera module can have a known spatial corre-
lation to the VL camera module. The camera can also
include a display for displaying at least a portion of the
VL image data and/or at least a portion of the IR image
data.

[0011] According to a preferred embodiment, the cam-
era also includes a programmable processor coupled
with the display and the IR and the VL camera modules.
The processor is programmed with instructions for

(a) selecting a first image data set of the scene, the
first image data set comprising first VL image data
captured by the VL camera module from a first VL
point of view and first IR image data captured by the
IR camera module from a first IR point of view, the
first VL and the first IR points of view related by the
known spatial correlation,

(b) selecting a second image data set of the scene,
the second image data set comprising second VL
image data captured by the VL camera module from
a second VL point of view and second IR image data
captured by the IR camera module from a second
IR point of view, the second VL and the second IR
points of view related by the known spatial correla-
tion, and

(c) generating IR comparison image data from the
first and the second IR image data, comprising
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(1) comparing the first VL image data to the sec-
ond VL image data to determine an alignment
correlation between the first VL point of view and
the second VL point of view,

(2) correlating the second IR image data with
the first IR image data using the known spatial
correlation and the alignment correlation; and

(3) comparing at least a portion of the first IR
image data to a correlated portion of the second
IR image data to generate the IR comparison
image data.

[0012] According to another aspect of the invention, a
method of tracking localized temperature changes within
a scene is provided. The method includes capturing at a
first instant first VL image data of a scene and first IR
image data of the scene. The first IR image data is indic-
ative of localized temperatures within the scene at the
firstinstant. The method also includes capturing at a sec-
ond instant second VL image data of the scene and sec-
ond IR image data of the scene, where the second IR
image data is indicative of the localized temperatures
within the scene at the second instant. An alignment cor-
relation is determined between the first and the second
VL image data, and then used to correlate the second IR
image data with the first IR image data. The method also
can include comparing at least a portion of the first IR
image data to a correlated portion of the second IR image
data. This may generate IR comparison image data in-
dicative of differences between the localized tempera-
tures within the scene at the first instant and the second
instant. Finally, in some embodiments, at least a portion
of the IR comparison image data may be displayed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The following drawings are illustrative of partic-
ular embodiments of the present invention and therefore
do not limit the scope of the invention. The drawings are
not to scale (unless so stated) and are intended for use
in conjunction with the explanations in the following de-
tailed description. Embodiments of the present invention
will hereinafter be described in conjunction with the ap-
pended drawings, wherein like numerals denote like el-
ements.

[0014] FIG. 1is aflow diagram illustrating a method of
comparing infrared image data according to an embod-
iment of the invention.

[0015] FIGS. 2A and 2B are perspective views of an
infrared imaging camera according to an embodiment of
the invention.

[0016] FIG. 3is ablock diagram of an infrared imaging
camera according to an embodiment of the invention.
[0017] FIGS. 4A-4B illustrate first and second image
data sets representative of a scene according to an em-
bodiment of the invention.
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[0018] FIG.4Cillustrates a known correlation between
IR image data and VL image data according to an em-
bodiment of the invention.

[0019] FIGS. 4D-4E illustrate comparing VL image da-
ta according to an embodiment of the invention.

[0020] FIGS. 4F-4G illustrate correlating first and sec-
ond IR image data with an alignment correlation accord-
ing to an, embodiment of the invention.

[0021] FIG. 4H illustrates comparing portions of IR im-
age data to generate IR comparison image data accord-
ing to an embodiment of the invention.

[0022] FIG. 5A illustrates a display of IR comparison
image data combined with VL image data according to
an embodiment of the invention.

[0023] FIG. 5B illustrates a display of IR comparison
image data combined with VL image data according to
an embodiment of the invention.

DETAILED DESCRIPTION OF ILLUSTRATIVE EM-
BODIMENTS

[0024] The following detailed description is exemplary
in nature and is not intended to limit the scope, applica-
bility, or configuration of the invention in any way. Rather,
the following description provides practical illustrations
forimplementing exemplary embodiments of the present
invention. Examples of constructions, materials, dimen-
sions, and manufacturing processes are provided for se-
lected elements, and all other elements employ that
which is known to those of skill in the field of the invention.
Those skilled in the art will recognize that many of the
examples provided have suitable alternatives that can
be utilized.

[0025] Embodiments of the present invention are use-
ful for comparing infrared (i.e., thermal) image data (i.e.,
corresponding to images of a scene) captured by a ther-
mal imaging camera in order to, for example, determine
temperature differences in the infrared image data. For
example, some embodiments allow for determining tem-
perature changes occurring in a scene over a period of
time. Such a determination can be useful in many situa-
tions and applications. As just one example, some em-
bodiments of the invention can be implemented in the
field of preventative maintenance, to determine and lo-
calize changes in the thermal characteristics of equip-
ment over time.

[0026] Turning to FIG. 1, a flow diagram is shown il-
lustrating a method 100 of comparing infrared image data
according to an embodiment of the invention. The meth-
od 100 includes selecting a firstimage data set 102 and
selecting a second image data set 104 for comparison.
For example, the first image data set may include image
data representative of one or more images of a scene,
while the second image data set may include image data
representative of one or more different images of sub-
stantially the same scene.

[0027] In some embodiments, the first image data set
includes first visual light (VL) image data and first infrared
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(IR) image data for a scene. In some cases the first VL
image data is representative of a first VL image of the
scene while the first IR image data is representative of a
first IR image of the same scene. The first VL and IR
image data may be collected or captured at the same
time (e.g., afirst instant) such that the image data is rep-
resentative of VL and 1R images of the scene captured
substantially simultaneously, with the IR image data be-
ing indicative of localized temperatures within the scene
at the first instant. Of course, the first VL and the first IR
image data does not need to be collected simultaneously
in some embodiments.

[0028] Similarly, the second image data set includes
second VL image data and second IR image data repre-
sentative of substantially the same scene as the first VL
and the first IR image data. In some cases the second
VL image data is representative of a second VL image
of the scene while the second IR image data is repre-
sentative of a second IR image of the same scene. The
second VL and IR image data can be collected at the
same time (e.g., a second instant) such that the image
data is representative of VL and IR images of the scene
captured substantially simultaneously, with the second
IR image data being indicative of localized temperatures
within the scene at the second instant. In some embod-
iments the second VL and IR image data is preferably
captured at an earlier or later time than the capture of
the first VL and IR image data. Such timing can allow
comparisons of the image data over time that are indic-
ative of differences between the localized temperatures
within the scene at the first and the second instants.
[0029] InsomeembodimentstheVLandIRimage data
in the first and second image data sets are captured from
one or more different points of view of the scene. Thus,
while the image data (and corresponding images) may
be representative of substantially the same scene, some
of the image data may reflect views of the scene from
slightly different perspectives (e.g., the data is vertically,
horizontally, and/or rotationally translated with respect to
the scene). In some embodiments the first VL image data
may be captured from a first VL point of view that is dif-
ferent than a first IR point of view used to capture the first
IR image data. For example, a parallax error may be in-
troduced between the first VL and IR points of view due
to, e.g., a spatial separation between VL and IR cameras
used to capture the image data.

[0030] Similarly, the second VL image data may be
captured from a second VL point of view different from a
second IR point of view used to capture the second IR
image data. In addition, in some embodiments, the first
and the second VL points of view may be different and/or
the first and the second IR points of view may be different
from each other. As previously discussed, capturing IR
image data from differing points of view can make it dif-
ficult to accurately compare the IR image data. For ex-
ample, ifthefirst IR image data is spatially translated with
respect to the second IR image data, directly comparing
the IR image data pixel-for-pixel will in reality compare
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different points of the scene leading to inaccurate com-
parisons.

[0031] Returning to FIG. 1, in some embodiments of
the invention, the method of comparing IR image data
includes comparing the first VL image data with the sec-
ond VL image data to determine an alignment correlation
based on the VL image data 106 (e.g.; based on the
difference between the first VL point of view and the sec-
ond VL point of view). For example, one or more image
processing algorithms can be used to determine which
pixels of scene data in the first and the second VL image
data correspond to each other. In some cases the align-
ment correlation can then be used to account for differ-
ences between the first and the second IR points of view,
thus allowing correlation of the first IR image data and
the second IR image data 108 for more accurate com-
parison.

[0032] Accordingly, in some cases a misalignment of
the first and the second IR image data (and correspond-
ing images) can be addressed without necessarily deter-
mining a direct alignment relationship or spatial correla-
tion between the first and the second IR image data and
images. It can sometimes be difficult to directly charac-
terize amisalignment between IRimages and image data
because, for example, the IR image data may have a
limited resolution, heat often appears across visual
boundaries, and/or the IR image data may have a low
infrared image contrast. Correlating the first and the sec-
ond IR image data (e.g., resulting in aligned or registered
corresponding IR images) based on the alignment cor-
relation of the first and the second VL image data advan-
tageously avoids the limitations af these types of effects.
[0033] Inaddition to the alignment correlation between
the first and the second VL points of view, some embod-
iments utilize additional data correlations to more accu-
rately correlate the first IR image data with the second
IR image data. In some cases, the first VL point of view
is related to the first IR point of view by a first known
correlation. For example, the first VL and IR image data
can be captured by a dual-lens thermal imaging camera
and the first known correlation may be a parallax error
between the positions of the VL lens and the IR lens in
the camera. In some embodiments the first known cor-
relation (e.g., parallax error) may be fixed. A second
known correlation between the second VL and the sec-
ond IR points of view may also be used to more accurately
correlate the IR image data. In some cases the method
of comparing IR image data includes correlating the first
and the second IR image data using the first and the
second known correlations along with the alignment cor-
relation. In some embodiments the first known correlation
between the first VL and IR points of view is the same
as the second known correlation between the second VL
and IR points of view. For example, the same thermal
imaging camera may be used to capture both the first
and the second sets of image data.

[0034] After correlating the first and the second IR im-
age data, at least a portion of the first IR image data can
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be compared to a correlated portion of the second IR
image data 110. Because the IRimage datais correlated,
specific scene pixels in the first IR image data can be
matched to the same scene pixels in the second IRimage
data, allowing a pixel-for-pixel comparison of the actual
scene data. The comparison can identify differences in
the scene occurring over a period of time between the
times the first and second IR image data was captured.
As previously discussed, identification of scene temper-
ature changes can be helpful in a wide variety of appli-
cations, including for example, the field of preventative
maintenance.

[0035] Insome embodiments, comparing the IRimage
data can generate IR comparison image data indicative
of differences between the first and the second IR image
data. For example, the IR comparison image data may
be correlated with temperature differences within the
scene. In some instances the comparison comprises
subtracting the correlated portion of the second IR image
data from the at least a portion of the first IR image data.
In this case the IR comparison image data comprises the
difference between the first and the second IR image
data.

[0036] In some embodiments the IR comparison im-
age data can be displayed in a variety of ways to allow
an operator to view and analyze the data. For example,
the IR comparison image data may be displayed in com-
bination with one of the first VL image data or the second
VL image data to produce a VL and IR comparisonimage.
The IR comparison image data may also be fused with
VL image datato generate a VL and IR fused comparison
image.

[0037] In preferred embodiments, the IR comparison
image data is correlated with temperature differences be-
tween the first and the second IR image data. In some
cases the correlated temperature differences are used
to threshold the IR comparison image data. Thresholding
allows the identification of a subset of the IR comparison
image data that exceeds a predetermined threshold tem-
perature difference. The IR comparison image data can
thus be screened to ensure the most prominent temper-
ature differences are identifiable.

[0038] According to some embodiments of the inven-
tion, the VL and the IR images of the first and the second
image data sets can be generated by any known infrared
and visible light imaging devices. Often the VL and the
IR image data is captured by an infrared imaging camera
also having visible-light imaging capabilities. One exam-
ple of such an infrared imaging camera is illustrated in
perspective in FIGS. 2A and 2B. A block diagram of the
infrared imaging camera according to some embodi-
ments is also shown in FIG. 3.

[0039] FIGS.2Aand 2B are perspective views, respec-
tively, of the front and the back of a infrared imaging cam-
era 200 according to certain embodiments of the inven-
tion. The infrared camera 200 includes an infrared cam-
era module and a visible-light camera module. In partic-
ular, the camera 200 includes a camera housing 202, a
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visible-light lens 204, an infrared lens 206, a focus ring
208 and alaser pointer 210, as well as various electronics
located within the housing as will be described with ref-
erence to FIG. 3. As shown in FIG. 2A, in some cases
the VL lens 204 and the IR lens 206 may be offset from
one another, thus providing a known, fixed spatial corre-
lation between VL and the IR image data and images
captured by the camera 200. Forexample, in some cases
the VL lens 204 and the IR lens 206 maybe placed such
that the visible and infrared optical axes are as close as
practical and roughly parallel to each other. Referring to
FIG. 2A, for example, the VL lens 204 and the IR lens
206 may be co-located in the vertical plane of the IR
optical axis. Of course other spatial arrangements are
possible, such as, for example, co-location within a hor-
izontal plane.

[0040] In one embodiment, an LED torch/flash 212 is
located on each side of the visible-light lens 204 to aid
in providing enough light in dark environments. A display
214 is located on the back of the camera so that IR im-
ages, VL images and/or blended images generated from
the VL and the IR image data may be viewed. In addition,
target site temperature (including temperature measure-
ment spot size) and distance readings may be displayed.
Also located on the back of the camera are user controls
216 to control the display mode and activate or deactivate
the laser pointer.

[0041] FIG. 3 is a block diagram showing the internal
electronics of the infrared imaging camera 200 according
to one embodiment of the invention. The camera 200
generally includes a visible-light camera module 332, an
infrared camera module 334, and a processing sub-sys-
tem 336 that receives and processes image data from
the camera modules and outputs corresponding image
data to a display 338. The visible-light camera module
332 in some embodiments may include a CMOS, CCD
or other type of visible-light camera system. It may also
include accessories such as an LED torch/flash and/or
a laser pointer. The visible-light camera module 332 in-
cludes a visible-light sensor that captures a VL image of
a scene and generates and streams corresponding VL
image data (e.g., RGB, 10 Hz) to the processing sub-
system 336. While the VL camera module may include
a video camera in some embodiments, this is not re-
quired, and its output may only include still photographs
or images.

[0042] The IR camera module 334 may generally in-
clude an analog engine that interfaces with and controls
aninfrared sensor that captures an IR image of the scene
and generates and streams raw IR image data (e.g. 34
Hz) to the processing sub-system 336. Just as with the
VL camera module, the infrared sensor may include still
image capture or video-rate capture. In one embodiment,
within the sub-system 336, the IR image data is directed
to a digital signal processor (DSP) 340 that performs
computations to convert the raw IR image data to scene
temperatures, and then to, e.g., RGB colors correspond-
ing to the scene temperatures and a selected color pal-
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ette. For example, U.S. Patent No. 6,444,983 entitled
"Microbolometer Focal Plane Array With Controlled Bi-
as," incorporated herein in its entirety, discloses such an
infrared camera.

[0043] The DSP 340 streams the resulting IR image
data combined with color data (e.g., RGB form) to an
FPGA 342 where it may optionally be combined with the
VL image data. In another embodiment, the DSP 340
may provide the IR image data directly to the FPGA 342
without convertingitto scene temperatures and/or colors.
The FPGA 342 then combines the IR image data and the
VL image data to a desired degree and sends the com-
bined image data to the display 338.

[0044] Combiningthe IR image data with the VL image
data can advantageously provide a set of images that
allows an operator to view the same scene in multiple
ways. For example, in some cases an image set is pro-
vided that includes one or more IR and VL images cap-
tured substantially simultaneously by the camera 200. In
another example, IR and VL images may be combined
into a composite image to allow an operator to simulta-
neously view a scene in both the IR and VL spectrums.
According to certain embodiments, the composite imag-
es may include "fused" IR and VL image data, which al-
lows a user to blend the IR and VL images together at
any ratio from 100% visible to 100% infrared.

[0045] Among other components, the processing sub-
system 336 includes a general-purpose microprocessor
344 that provides a graphical user interface (GUI) to the
camera operator. This GUI interface consists of menus,
text, and graphical display elements that are sent to the
FPGA 342, where they are buffered in memory 348 and
then sent to the display 338. A microcontroller 350 inter-
faces with the user interface 346 including camera but-
tons, mouse, LCD backlight, and a power supply 352
(e.g., asmart battery). It reads these inputs and provides
the information to the processor 344 where it is used to
control the GUI and provides other system control func-
tions.

[0046] The FPGA 342 drives the display(s) 338 (LCD
and/or TV, for example) with combined VL image data,
infrared image data, and/or GUI data. The FPGA 342
requests both the VL and IR image data from the VL and
IR camera modules and in some embodiments alpha-
blends them together. It may also alpha-blend the result-
ing display image with the GUI data to create a final blend-
ed or fused image that is sent to the display 338. Of
course the display 338 associated with the embodiments
of the invention is not limited to an LCD-type display. The
FPGA 342 operates under control of the DSP 340, which
is further controlled by the processor 344. Additional
memory 354 may be programmed with instructions for
controlling the DSP 340, the FPGA 342 and/or the gen-
eral processor 344. In some cases the processing sub-
system 336 may output an alarm signal to an alarm mod-
ule 356 to alert a camera user in the event that certain
temperature events have occurred.

[0047] Insomeembodiments, the processing sub-sys-
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tem 336 may coordinate image processing and display
ofimages onthe camera 200 itself In some embodiments,
the processing sub-system 336 may additionally or alter-
natively transfer VL and IR image data to an external
computing system, such as a personal computer coupled
to the camera 200 with a data transfer cord, wireless
protocol, memory card, and the like. The external com-
puting system will generally include a general purpose
microprocessor can also include memory programmed
with software instructions for comparing and/or display-
ing the VL and IR image data as VL and IR images on
the personal computer’s display.

[0048] Turning to FIGS. 4A-4H, a number of views of
VL and IR images are shown illustrating an example of
comparing IR image data according to some embodi-
ments of the invention. FIG. 4A shows a firstimage data
set 400 including first VL image data 402 and first IR
image data 404 representative of a scene (not separately
indicated) including an object 406. It should be appreci-
ated that while FIGS. 4A-4H illustrate various images of
the scene for ease of understanding some principles of
the invention, discussion of the figures is in terms of im-
age data, which is representative of the scene and can
be used to generate the images shown. Some embodi-
ments of the invention capture, correlate, compare and
otherwise manipulate and use VL and IR image data with-
out the need for displaying corresponding images gen-
erated from the image data. For example, in some em-
bodiments VL and IR image data is processed to gener-
ate IR comparison image data, which may then be dis-
played to a user without displaying images of the VL and
IR image data alone. In some embodiments, however,
VL and IR image data from various preliminary and in-
termediate steps and processing may also be displayed
as desired.

[0049] FIG.4Biillustrates a second image data set 410
including second VL image data 412 and second IR im-
age data 414 representative of the scene including the
object 406. As can be seen from a comparison of FIGS.
4A and 4B, the first image data set 400 and the second
image data set 410 are representative of substantially
the same scene, but are captured from differing points
of view. Thus, while the object 406 remains stationary
with respect to the scene, the object 406 also appears
at different locations within the image data due to the
different points of view. According to some embodiments,
the first VL image data 402 is captured from a first VL
point of view, the first IR image data 404 is captured from
a first IR point of view, the second VL image data 412 is
captured from a second VL point of view, and the second
IR image data 414 is captured from a second IR point of
view. Some of the points of view may be identical or dif-
ferent depending upon the particular embodiment of the
invention.

[0050] Turning to FIG. 4C, in some embodiments the
first VL point of view and the first IR point of view are
related by a first known correlation 420. Although not
shown, in some cases the second VL point of view may
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also be related to the second IR point of view by a second
known correlation. Returning to FIG. 4C, in some cases
the first known correlation represents a correction for a
parallax error between the first VL and the first IR image
data 402, 404. For example, such a parallax error can
be introduced when capturing VL and IR image data with
the camera of FIGS. 2A and 2B, in which the VL lens 204
is mounted above the IR lens 206. Thus, in some instanc-
es the first known correlation may be a fixed correlation.
The invention is not limited to being implemented with a
single thermal/visual imaging camera, however, and the
first known correlation 420 in a broad sense is merely a
known relationship between the first VL and IR points of
view, regardless of whether image data is captured with
asingle camera or multiple cameras at one or more points
in time.

[0051] FIG. 4D is aschematicrepresentation ofa com-
parison of the first VL image data 402 and the second
VL image data 412. According to some embodiments of
the invention, the first VL image data 402 can be com-
pared to the second VL image data 412 to determine an
alignment correlation 430 that relates the first VL point
of view to the second VL point of view. The alignment
correlation 430 can then be used, for example, to align
or register images corresponding to the first and the sec-
ond VL image data 402, 412. FIG. 4E illustrates how pix-
els in the first and second VL image data 402, 412 can
be correlated to align corresponding VL images. The
alignment correlation 430 can also allow the direct com-
parison of correlated VL image data without generating
corresponding images.

[0052] A number of different image data processing
algorithms can be used to compare the first and the sec-
ond VL image data in order to determine the alignment
correlation 430. In some embodiments an area-based or
feature-based registration method may be used to cor-
relate the image data. For example, a Prewitt operator,
a Sobel operator or a Roberts operator may be imple-
mented to detect edges in the image data in a feature-
based registration method. Preferably, the implemented
method or methods of determining the alignment corre-
lation 430 account for multiple forms of misalignment be-
tween the first and the second VL image data. For ex-
ample, in some embodiments the alignment correlation
430 can provide a map between corresponding scene
pixels that accounts for, e.g., horizontal and/or vertical
translation, rotation, zoom, and other differences be-
tween the first and the second VL points of view. In some
embodiments function calls from the programming lan-
guage Matlab ® or the Image Processing Toolbox pro-
vided by Mathworks can provide the desired alignment
correlation 430. Once the alignment correlation 430 is
determined, it can be stored in memory to be used at a
later time. It should be appreciated that those skilled in
the art are familiar with a number of such image process-
ing methods for aligning or registering image data and
the invention is not limited to any one method.

[0053] FIG. 4F illustrates correlating the first IR image
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data 404 with the second 1R image data 414 using the
alignment correlation 430 according to some embodi-
ments. FIG. 4G illustrates the first and the second IR
image data with the scene pixels aligned according to
the alignment correlation 430. Thus, a misalignment of
the first and the second IR image data (and correspond-
ing images) can be addressed without necessarily deter-
mining a direct alignment relationship or spatial correla-
tion between the first and the second IR image data and
images. It can sometimes be difficult to directly charac-
terize a misalignment between IR images and image da-
ta. Correlating the first and the second IR image data
(e.g., resulting in aligned or registered corresponding IR
images) based on the alignment correlation of the first
and the second VL image data advantageously avoids
the limitations of these types of effects.

[0054] Turning to FIG. 4H, a schematic flow diagram
illustrating a comparison of IR image data is depicted. In
some embodiments, at least a portion 440 of the first IR
image data 404 is compared 442 to a correlated portion
444 of the second IR image data 414. In some instances
the compared portions 440, 444 of the first and the sec-
ond IR image data may represent entire parts of the im-
age data that "overlap", i.e., have corresponding pixels
in the other IR image data, such as is illustrated in FIGS.
4G and 4H. In some cases, though, a smaller subset of
the "overlapping" regions may be compared.

[0055] The comparison 442 of the portions 440, 444
of the IR image data can comprise a variety of functions
depending upon the desired output. In some embodi-
ments, the comparison 442 comprises a subtraction of
the portion 444 of the second IR image data from the
portion 440 of the first IR image data. In some embodi-
ments, the comparison 442 includes comparing temper-
ature gradients within the first and the second portions
440, 444. Upon comparing the portions 440, 444 of the
IR image data, IR comparison image data 450 can be
generated from the comparison. Asiillustrated in FIG. 4H,
the IR comparison image data 450 is the result of a sub-
traction comparison. Areas 452 of temperature differ-
ence between the portions 440, 444 of the IR image data
can be seen, while areas of the portions of the IR image
data with the same temperatures are removed. Thus, an
operator can easily determine changes in the tempera-
ture profile of the scene over a period of time.

[0056] The IR comparison image data 450 can be dis-
played in a number of manners if desired. For example,
turning to FIG. 5A, in some embodiments, the entire IR
comparison image data 450 may be overlaid or fused
with the first VL image data 402 or the second VL image
data412.In some embodiments a thresholding or filtering
function may be used to further process the IR compar-
ison image data. For example, a threshold may be ap-
plied to the IR comparison image data such that pixels
exhibiting less than a predefined amount of temperature
change are filtered out and not displayed. This can allow
the most prominent areas of temperature change to stand
out, making it easier for technicians to identify and rem-
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edy problem areas in preventative maintenance. In ad-
dition, in some embodiments an alarm may indicate when
the temperature change exceeds a predetermined level.
As shown in FIG. 5B, the thresholded data (in this case
the entire areas 452 of different temperature) may be
displayed in combination with VL image data (e.g.,
through fusion or another combination method) to allow
an operator to more easily identify trouble areas.
[0057] Thus, embodiments of the invention are dis-
closed. Although the present invention has been de-
scribed in considerable detail with reference to certain
disclosed embodiments, the disclosed embodiments are
presented for purposes of illustration and not limitation
and other embodiments of the invention are possible.
One skilled in the art will appreciate that various changes,
adaptations, and modifications may be made without de-
parting from the spirit of the invention and the scope of
the appended claims.

Claims

1. Amethodforcomparinginfrared (IR) image datarep-
resentative of a scene, comprising:

selecting a first image data set of a scene, the
first image data set comprising first visual-light
(VL) image data captured from a first VL point
of view and first IR image data captured from a
first IR point of view, the first VL point of viewing
having a first known correlation to the first IR
point of view;

selecting a second image data set of the scene,
the second image data set comprising second
VL image data captured from a second VL point
of view and second IR image data captured from
a second IR point of view, the second VL point
of view having a second known correlation to
the second IR point of view;

comparing the first VL image data to the second
VL image data to determine an alignment cor-
relation between the first VL point of view and
the second VL point of view;

correlating the second IR image data with the
first IR image data using the first and the second
known correlations and the alignment correla-
tion; and

comparing at least a portion of the first IR image
data to a correlated portion of the second IR im-
age data to generate IR comparison image data.

2. Amethod of tracking localized temperature changes
within a scene, comprising:

capturing at a first instant first visual-light (VL)
image data of a scene and first infrared (IR) im-
age data of the scene, the first IR image data
being indicative of localized temperatures within
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the scene at the first instant;

capturing at a second instant second VL image
data of the scene and second IR image date of
the scene, the second IR image data being in-
dicative of the localized temperatures within the
scene at the second instant;

determining an alignment correlation between
the first and the second VL image data;
correlating the second IR image data with the
first IR image data using the alignment correla-
tion;

comparing at least a portion of the first IR image
data to a correlated portion of the second IR im-
age data to generate IR comparison image data
indicative of differences between the localized
temperatures within the scene at the first instant
and the second instant; and

displaying at least a portion of the IR comparison
image data.

The method of claim 1 or claim 2, further comprising
fusing the IR comparison image data with the first
VL image data or the second VL image data to pro-
duce a VL and IR fused comparison image.

The method of any one of the preceding claims,
wherein comparing the portion of the first IR image
data with the correlated portion of the second IR im-
age data comprises subtracting the correlated por-
tion of the second IR image data from the portion of
the first IR image data.

The method of any one of the preceding claims, fur-
ther comprising correlating the IR comparison image
data with temperature difference.

The method of any one of the preceding claims, fur-
ther comprising thresholding the IR comparison im-
age data to identify a subset of the IR comparison
image data exceeding a threshold temperature dif-
ference.

The method of claim 6, including displaying the at
least a portion of the IR comparison image data, the
display comprising displaying only the subset of the
IR comparison image data exceeding the threshold
temperature difference.

The method of any one of the preceding claims,
wherein the first known correlation is the same as
the second known correlation.

The method of any one of the preceding claims,
wherein the first known correlation is fixed.

A computer-readable storage medium having com-
puter-executable instructions for performing a meth-
od for generating infrared (IR) comparison image da-
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ta in accordance with the method of any one of the
preceding claims.

11. Aninfrared (IR) imaging camera, comprising:

a visible-light (VL) camera module having a VL
sensor for capturing VL image data from a
scene;

an IR camera module having an IR sensor for
capturing IR image data from the scene, the IR
cameral module having a known spatial corre-
lation to the VL camera module;

a display for displaying at least a portion of the
VL image data and/or at least a portion of the IR
image data; and

a programmable processor coupled with the dis-
play and the IR and the VL camera modules, the
processor programmed with instructions for

(a) selecting a first image data set of the
scene, the first image data set comprising
first VL image data captured by the VL cam-
era module from a first VL point of view and
first IR image data captured by the IR cam-
era module from a first IR point of view, the
first VL and the first IR points of view related
by the known spatial correlation,

(b) selecting a second image data set of the
scene, the second image data set compris-
ing second VL image data captured by the
VL camera module from a second VL point
of view and second IR image data captured
by the IR camera module from a second IR
point of view, the second VL and the second
IR points of view related by the known spa-
tial correlation, and

(c) generating IR comparison image data
from the first and the second IR image data,
comprising:

(1) comprising the first VL image data
to the second VL image data to deter-
mine an alignment correlation between
the first VL point of view and the second
VL point of view,

(2) correlating the second IR image da-
ta with the first IR image data using the
known spatial correlation and the align-
ment correlation, and

(3) comparing at least a portion of the
first 1R image data to a correlated por-
tion of the second IR image data to gen-
erate the IR comparison image data.

12. The camera of claim 11, wherein the processor is

programmed with instructions for comparing the por-
tion of the first IR image data with the correlated por-
tion of the second IR image data including subtract-
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ing the correlated portion of the second IR image
data from the portion of the first IR image data.

The camera of claim 11 or claim 12, wherein the
processor is programmed with instructions for cor-
relating the IR comparison image data with temper-
ature difference.

The camera of any one of claims 11 to 13, wherein
the processor is programmed with instructions for
thresholding the IR comparison image data to iden-
tify a subset of the IR comparison image data ex-
ceeding a threshold temperature difference.
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