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(57)  Disclosed herein is an information processor in-
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resenting the appearance features of a target device and
data of an operation image used for operation of the tar-
get device, an acquisition section configured to acquire
an image captured by a camera, a recognition section
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based on the feature quantity data stored in the storage
section, and a display control section configured to dis-
play the operation image based on the data of the oper-
ation image stored in the storage section if the object
included in the image is recognized by the recognition
section as the target device.
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Description

[0001] The present invention relates to an information
processor, information processing method and program.
[0002] In order to operate a home electric appliance
or other device, itis common to press the switch provided
on the main body of the target device or press the switch
on the wall if the target device is a lighting device. Further,
if located at a distance, the target device is operated with
a remote controller.

[0003] Japanese Patent Laid-Open No. Hei 6-153016
discloses a technique adapted to remotely operate a tar-
get device by displaying an operation menu on a viewer
in the form of eyeglasses and detecting the user’s oper-
ation of the operation menu.

[0004] In order to operate a target device by pressing
the switch, the operator must move to where the switch
is located for operation. Further, the operator must re-
member the location of the switch for each target device.
[0005] Inordertooperate atarget device with aremote
controller, there is no need for the operator to move. How-
ever, the operator must look for the remote controller and
hold itin his or her hand, and then look for the right switch
(button) and press it. Further, the remote controllers are
different in shape. Therefore, the operator must remem-
ber the switch positions on the remote controller for each
target device.

[0006] The present invention has been made in light
of the foregoing, and it is an aim of the present invention
to remotely operate a target device with more ease.
[0007] According to an embodiment of the present in-
vention there is provided an information processor in-
cluding a storage unit, an acquisition unit, a recognition
unit and a display control unit. The storage unit stores
data representing the appearance features of a target
device and data of an operation image used for operation
of the target device. The acquisition unit acquires an im-
age captured by a camera. The recognition unit recog-
nizes an object included in the image based on the fea-
ture quantity data stored in the storage unit. The display
control unit displays the operation image based on the
data of the operation image stored in the storage unit if
the object included in the image is recognized by the
recognition unit as the target device.

[0008] The display control unit can display the opera-
tion image at the position of a display corresponding to
the in-image position of a target device included in the
image.

[0009] The information processor can further include
a finger recognition unit and a control unit. The finger
recognition unit recognizes the in-image position of a fin-
ger of the user included in the image captured by the
camera. The control unit transmits a command to the
target device if the in-image position of the finger of the
user recognized by the finger recognition unit is corre-
sponding to the position of the operation image displayed
on the display. The command instructs an operation to
be performed using the operation image.
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[0010] The finger recognition unit can further recog-
nize the in-image size of the finger of the user included
in the image. The control unit can transmit the command
when the finger of the user in the image is located at the
position corresponding to the position of the operation
image displayed on the display and when, at that position,
the in-image size of the finger of the user becomes larger
again after having become smaller than immediately be-
fore.

[0011] The finger recognition unit can further recog-
nize the in-image size of the finger of the user included
in the image. The control unit can transmit the command
when the finger of the user in the image is located at the
position corresponding to the position of the operation
image displayed on the display and when, atthat position,
the in-image size of the finger of the user becomes small-
er than immediately before.

[0012] The information processor can still further in-
clude a setting information storage unit adapted to store
setting information representing the details of settings
related to the display of the operation image. In this case,
the display control unit can control the display of the op-
eration image according to the details of the setting in-
formation.

[0013] According to another embodiment of the
present invention there is provided an information
processing method including steps of storing data rep-
resenting the appearance features of a target device and
data of an operation image used for operation of the tar-
get device, acquiring an image captured by a camera,
recognizing an object included in the image based on the
feature quantity data stored in the storage unit, and dis-
playing the operation image based on the data of the
operation image stored in the storage unit if the object
included in the image is recognized by the recognition
unit as the target device.

[0014] According to yet another embodiment of the
present invention there is provided a program causing a
computer to perform a process including the steps of stor-
ing data representing the appearance features of a target
device and data of an operation image used for operation
of the target device, acquiring an image captured by a
camera, recognizing an object included in the image
based on the feature quantity data stored in the storage
unit, and displaying the operation image based on the
data of the operation image stored in the storage unit if
the object included in the image is recognized by the
recognition unit as the target device.

[0015] Inthe mode of the present invention, data rep-
resenting the appearance features of a target device and
data of an operation image used for operation of the tar-
get device are stored. An image captured by a camera
is acquired. An object is recognized that is included in
the image based on the feature quantity data stored in
the storage unit. The operation image is displayed based
on the data of the operation image stored in the storage
unit if the object included in the image is recognized by
the recognition unit as the target device.
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[0016] The present invention aims to allow for remote
operation of target device with more ease.

[0017] Preferably, the invention relates to an informa-
tion processor, information processing method and pro-
gram that allow remote operation of a target device with
more ease.

[0018] Various respective aspects and features of the
invention are defined in the appended claims. Combina-
tions of features from the dependent claims may be com-
bined with features of the independent claims as appro-
priate and not merely as explicitly set out in the claims.
[0019] Embodiments of the invention will now be de-
scribed with reference to the accompanying drawings,
throughout which like parts are referred to by like refer-
ences, and in which:

Fig. 1 is adiagram illustrating an example of appear-
ance of an MR system using an information proces-
sor according to an embodiment of the present in-
vention;

Fig. 2 is a group of diagrams illustrating an example
of what the user wearing an HMD 2 sees;

Fig. 3 is a group of diagrams illustrating an example
of what the user sees when he or she operates a
button;

Fig. 4 is a group of diagrams illustrating an example
of display of operation images;

Fig. 5 is a block diagram illustrating an example of
hardware configuration of the information processor;
Fig. 6 is a block diagram illustrating an example of
functional configuration of the information processor;
Fig. 7 is a diagram describing object recognition;
Fig. 8 is a flowchart describing an operation image
display process performed by the information proc-
essor;

Fig. 9 is a group of diagrams describing the display
position of the operation image;

Fig. 10 is a flowchart describing a control process
performed by the information processor;

Fig. 11 is a flowchart continued from Fig. 10 describ-
ing the control process performed by the information
processor;

Figs. 12A and 12B are diagrams illustrating exam-
ples of the change in size of a finger;

Fig. 13 is aflowchart describing a process performed
by the target device;

Fig. 14 is a block diagram illustrating another exam-
ple of functional configuration of the information
processor;

Fig. 15is a group of diagrams illustrating an example
of display of the operation images;

Fig. 16 is a group of diagrams illustrating another
example of display of the operation images;

Fig. 17 is a diagram illustrating an example of ap-
pearance of a different type of HMD;

Fig. 18 is a diagram illustrating an example of ap-
pearance of a PDA (personal digital assistance); and
Fig. 19 is a diagram illustrating another example of
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appearance of the PDA.
<First Embodiment>
[MR (Mixed Reality) System]

[0020] Fig. 1 is a diagram illustrating an example of
appearance of an MR system using an information proc-
essor according to an embodiment of the present inven-
tion.

[0021] As illustrated in Fig. 1, a user U carries an in-
formation processor 1 which is a portable computer. The
user U also wears a head mounted display (HMD) 2. The
information processor 1 and HMD 2 can communicate
with each other in a wired or wireless fashion.

[0022] The HMD 2 has a camera 11 and display 12.
[0023] The camera 11 is attached where it can capture
the scene in front of the user U wearing the HMD 2. The
capture range of the camera 11 includes the line of sight
of the user U. The image captured by the camera 11 is
transmitted to the information processor 1. The camera
11 continues to capture images (moving images) at a
predetermined frame rate. This allows for images of the
scene seen by the user U to be supplied to the information
processor 1.

[0024] A display 12 is attached in front of the eyes of
the user U wearing the HMD 2. The display 12 includes
a transparent member and displays, for example, an im-
age based on data transmitted from the information proc-
essor 1. The user U can see the scene beyond the display
12. The user U can also see the image shown on the
display 12.

[0025] For example, the information processor 1 car-
ried by the user U recognizes the object seen by the user
U to determine what the object is based on the image
captured by the camera 11. The information processor
1 stores object recognition data adapted to recognize the
object seen by the user U. The object recognition data
includes data representing the appearance features of a
target device 21 extracted from the appearance image
of the target device 21.

[0026] That is, the image captured by the camera 11
includes the line of sight of the user U. Therefore, object
recognition is conducted assuming that the object includ-
ed in the image captured by the camera 11 is the object
seen by the user U.

[0027] Further, if the information processor 1 detects
that the user U is looking at the target device 21, an op-
eration image such as button is displayed on the display
12 based on GUI (Graphical User Interface) data of the
target device 21. The information processor 1 stores the
GUI data in association with various devices including
the target device 21. The GUI data is designed to display
operation images that are used for operation of the de-
vices.

[0028] Fig. 2 is a group of diagrams illustrating an ex-
ample of what the user wearing the HMD 2 sees.
[0029] Inthe example shown in Fig. 2, the vision of the
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user U is enclosed by a box. In reality, however, the user
U sees a wider scene than that shown in Fig. 2.

[0030] As shown in the left figure of Fig. 2, the target
device 21 is on a table slightly at a distance from the user
U. Immediately after looking at the target device 21, the
user U sees only the scene in front of him or her beyond
the display 12 because no image is shown on the display
12. The scene as illustrated in the left figure of Fig. 2 is
captured by the camera 11.

[0031] Ifitis detected based on the image captured by
the camera 11 that the user U is looking at the target
device 21, the operation image used for operation of the
target device 21 is shown on the display 12. What the
user U sees when the operation image is shown on the
display 12 is illustrated in the figure pointed to by outlined
arrow #1.

[0032] Inthe exampleillustrated in Fig. 2, an operation
image G includes an ON button and OFF button. The ON
button is operated to turn ON the power. The OFF button
is operated to turn OFF the power. The images of the
ON and OFF buttons are displayed in the same color.
[0033] The operation image G is displayed on the dis-
play 12 with a predetermined transparency. The display
surface of the display 12 is located closer to the eye po-
sition than the target device 21. Therefore, as far as what
the user U sees is concerned, the operation image G
appears as if the buttons are located more forward than
the target device 21. The operation image G is displayed
at the position of the display 12 where the image G ap-
pears to overlap the target device 21.

[0034] If,inthis condition, the user U moves while look-
ing atthe targetdevice 21, the operationimage G remains
face to face with the user U without changing its shape
or orientation and is displayed at different positions so
as to appear to overlap the target device 21 in response
to the change in what the user U sees. What the user U
sees when the target device 21 is viewed from different
angles is illustrated in the figure pointed to by outlined
arrow #2.

[0035] The user U can operate the target device 21 by
virtually pressing the buttons in the operation image G
shown on the display 12 as described above.

[0036] Fig. 3 is a group of diagrams illustrating an ex-
ample of what the user U sees when he or she operates
one of the buttons.

[0037] The information processor 1 is capable of rec-
ognizing the finger of the user U. For example, if the user
U makes a motion such as placing his or her finger on
the ON button in the operation image G and pressing in
the same button as shown in the left figure of Fig. 3, the
information processor 1 determines that the ON button
has been pressed. The information processor 1 controls
the display of the operation image G so thatthe ON button
changes its color as illustrated in the figure pointed to by
arrow #11. The ON button in the operation image G
shown in the right figure of Fig. 3 is shaded to indicate
that the button has changed its color.

[0038] It should be noted that the display surface of
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the display 12 is located closer to the eye position than
the finger of the user U. In reality, therefore, the finger of
the user U is not placed on the button.

[0039] As described later, the information processor 1
determines that the finger of the user is placed on the
button when the finger position in the image captured by
the camera 11 is corresponding to the position where the
button is displayed on the display 12. Further, if, in this
condition, the size of the finger in the image captured by
the camera 11 becomes smaller, the information proc-
essor 1 determines that the button has been pressed.
[0040] When determining that the button has been
pressed, the information processor 1 transmits a com-
mand to the target device 21 through wireless commu-
nication to instruct the execution of the process assigned
to the button. In response to the command, the target
device 21 performs the process appropriate to the com-
mand.

[0041] This allows for the user U to display the buttons
adapted to operate a device by looking at the device even
if the device is located at a distance. Further, the user U
can operate the device using the displayed buttons. That
is, the user U can operate the device with ease without
looking for the switches adapted to operate the device
or holding the remote controller in his or her hand.
[0042] Solong as recognition data used for object rec-
ognition and GUI data are available, any kind of device
can be operated.

[0043] Fig. 4 is a group of diagrams illustrating an ex-
ample of display of operation images used for operation
of lighting devices embedded in the ceiling of a room
which are different from the target device 21.

[0044] A description will be given below of a case in
which recognition data and GUI data for lighting devices
22-11t0 22-3 shown in the left figure of Fig. 4 are available
in the information processor 1. The lighting devices 22-1
to 22-3 have, for example, the same product number. If
the target devices are the same in type, only a set of
recognition data and GUI data is required.

[0045] Whenitis determined based on the image cap-
tured by the camera 11 that the user U is looking at the
lighting devices 22-1 to 22-3, operation images G1 to G3
are displayed in such a manner as to overlap the lighting
devices 22-1 to 22-3 as illustrated in the figure pointed
to by arrow #21.

[0046] The operation images may change in size ac-
cording to the distance between the target devices and
user U. In the example shown in Fig. 4, the operation
image G1 used for operation of the lighting device 22-1
is displayed larger than the operation images G2 and G3
used respectively for operation of the lighting devices
22-2 and 22-3 that are located farther from the user U.
[0047] The user U can operate the lighting device 22-1
by virtually pressing the buttons in the operation image
G1. Similarly, the user U can operate the lighting device
22-2 by virtually pressing the buttons in the operation
image G2. Still similarly, the user U can operate the light-
ing device 22-3 by virtually pressing the buttons in the
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operation image G3.

[0048] A description will be given later of a series of
processes performed by the information processor 1 to
display the operation images and control the target de-
vices as described above.

[Configuration of the Information Processor]

[0049] Fig.5is ablock diagram illustrating an example
of hardware configuration of the information processor 1.
[0050] A CPU (Central Processing Unit) 31, ROM
(Read Only Memory) 32 and RAM (Random Access
Memory) 33 are connected to each other via a bus 34.
[0051] Anl/O interface 35 is also connected to the bus
34. Aninputsection 36, output section 37, storage section
38, communication section 39 and drive 40 are connect-
ed to the 1/O interface 35.

[0052] The input section 36 communicates with the
HMD 2 and receives images captured by the camera 11
of the HMD 2.

[0053] The output section 37 transmits display data to
the HMD 2 and displays operation images on the display
12.

[0054] The storage section 38 includes, for example,
ahard disk or non-volatile memory and stores recognition
data and GUI data for target devices.

[0055] The communication section 39 includes, for ex-
ample, a network interface such as wireless LAN (Local
Area Network) module and communicates with servers
connected via networks. Recognition data and GUI data
for target devices stored in the storage section 38 are,
for example, downloaded from a server and supplied to
the information processor 1.

[0056] The drive 40 reads data from a removable me-
dium 41 loaded in the drive 40 and writes data to the
removable medium 41.

[0057] Fig.6is ablock diagram illustrating an example
of functional configuration of the information processor 1.
[0058] An image acquisition section 51, recognition
section 52, display control section 53, model data storage
section 54, GUI data storage section 55, communication
control section 56, finger recognition section 57, finger
data storage section 58, device control section 59 and
device information storage section 60 are materialized
in the information processor 1.

[0059] At least some of the sections shown in Fig. 6
are implemented as a result of execution of a predeter-
mined program by the CPU 31 shown in Fig. 5. The model
data storage section 54, GUI data storage section 55,
finger data storage section 58 and device information
storage section 60 are formed, for example, as the stor-
age section 38.

[0060] The image acquisition section 51 acquires an
image, captured by the camera 11, that has been re-
ceived by the input section 36. The image acquisition
section 51 outputs the acquired image to the recognition
section 52 and finger recognition section 57.

[0061] The recognition section 52 receives the image
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from the image acquisition section 51 as a query image
and recognizes the object included in the image based
on model data stored in the model data storage section
54. The model data storage section 54 stores data rep-
resenting the features of the target devices extracted
from the image including the appearances of the target
devices. The object recognition performed by the recog-
nition section 52 will be described later.

[0062] The recognition section 52 outputs, for exam-
ple, the ID of the recognized object (target device) and
posture information representing the relative positional
relationship between the recognized object and camera
11 (user U) to the display control section 53 as a recog-
nition result. For example, the distance to and the direc-
tion of the user U from the recognized target device are
identified based on the posture information. The ID of the
targetdeviceis also supplied to the device control section
59.

[0063] The display control section 53 reads the GUI
data from the GUI data storage section 55. The GUI data
is associated with the ID supplied from the recognition
section 52. Further, the display control section 53 con-
trols the output section 37 shown in Fig- 5 to transmit the
GUI data to the HMD 2 so that the operation images are
displayed onthe display 12. The GUIl data storage section
55 stores the IDs of the target devices and the GUI data
in association with each other. The GUI data output from
the display control section 53 is also supplied to the finger
recognition section 57.

[0064] Further, if a button ID is supplied from the finger
recognition section 57 in response to the pressing of a
button displayed on the display 12, the display control
section 53 controls the display of the operation image,
for example, by changing the color of the pressed button.
[0065] The communication control section 56 controls
the communication section 39 to communicate with a
server 71 and downloads model data used for recognition
of the target device and GUI data for the target device.
The server 71 is, for example, managed by the manu-
facturer that manufactures and sells the target device
and has databases for the model data and GUI data. The
communication control section 56 stores the downloaded
model data in the model data storage section 54 and the
downloaded GUI data in the GUI data storage section 55.
[0066] The finger recognition section 57 recognizes
the position and size of the finger of the user U included
in the image supplied from the image acquisition section
51 based on the data stored in the finger data storage
section 58. The finger data storage section 58 stores in-
formation such as finger color and outline as finger rec-
ognition data.

[0067] When determining, based on the recognized
position and size of the finger of the user U, that the button
displayed on the display 12 has been pressed, the finger
recognition section 57 outputs the button ID, i.e., identi-
fication information of the button that has been pressed,
to the display control section 53 and device control sec-
tion 59. Each of the buttons displayed as an operation
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image is assigned an ID. The position where each button
is displayed on the display 12 is identified based on the
GUI data supplied from the display control section 53.
[0068] When a button ID is supplied from the finger
recognition section 57, the device control section 59
reads a command from the device information storage
section 60. This command instructs the execution of the
process assigned to the pressed button. The device in-
formation storage section 60 stores the IDs of the target
devices and the information relating to the target devices
such as commands and network addresses in associa-
tion with each other.

[0069] The device control section 59 controls, for ex-
ample, the communication section 39 to communicate
with the target device 21 and transmit the command, read
from the device information storage section 60, to the
target device 21.

[0070] A communication control section 81 and control
section 82 are implemented in the target device 21 as
illustrated in Fig. 6.

[0071] The communication control section 81 receives
acommand from the information processor 1 and outputs
the command to the control section 82.

[0072] The control section 82 controls the various sec-
tions of the target device 21 according to the command
supplied from the communication control section 81 to
perform the process whose execution is instructed by the
command.

[0073] Fig. 7 is a diagram describing object (target de-
vice) recognition.

[0074] Among the algorithms used by the recognition
section 52 are RandomizedFern and SIFT (Scale Invar-
iant Feature Transform. RandomizedFem is disclosed in
"Fast Keypoint Recognition using Random Ferns Mus-
tafa Ozuysal, Michael Calonder, Vincent Le Petite and
Pascal FuaEcole Polytechnique Federale de Lausanne
(EPEL) Computer Vision Laboratory, &C Faculty CH-
1015 Lausanne,

[0075] Switzerland." On the hand, SIFT is disclosed
in "Distinctive Image Features from Scale-Invariant Key-
points David G. Lowe January 5,2004."

[0076] As illustrated in Fig. 7, an image processing
section 91, feature point detection section 92, feature
quantity extraction section 93 and combining section 94
are materialized in the server 71 which is a learning de-
vice. All the sections shown in Fig. 7 are materialized as
a result of execution of a predetermined program by the
CPU of the server 71. The server 71 also includes a com-
puter as shown in Fig. 5.

[0077] Theimage processing section 91 applies affine
transform or other process to a model image and outputs
the resultant model image to the feature point detection
section 92. An appearance image of each of the target
devices is sequentially fed to the image processing sec-
tion 91 as model images. The model images are also fed
to the feature quantity extraction section 93.

[0078] The feature point detection section 92 deter-
mines the points in the model image, supplied from the
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image processing section 91, as model feature points
and outputs the information representing the positions of
the model feature points to the feature quantity extraction
section 93.

[0079] The feature quantity extraction section 93 ex-
tracts, as model feature quantities, information of the pix-
els whose positions are corresponding to the positions
of the model feature points from among the pixels making
up the model image. The model feature quantity data
extracted by the feature quantity extraction section 93 is
registered in a model dictionary D1 in association with
the ID of the target device included in the model image
from which the feature quantity was extracted. The model
dictionary D1 includes data that associates the ID of the
target device with the model feature quantity data for
each of the model feature points extracted fromtheimage
including the target device.

[0080] Further, the feature quantity extraction section
93 outputs the extracted model feature quantity data to
the combining section 94.

[0081] The combining section 94 combines input
three-dimensional model data and model feature quan-
tity data supplied from the feature quantity extraction sec-
tion 93. Data that represents the form of three-dimension
corresponding to each target devices is input as three-
dimensional model data to the combining section 94.
[0082] For example, the combining section 94 calcu-
lates, based on the three-dimensional model data, the
position on the three-dimensional model of each of the
model feature points when the target device is viewed
from various angles. The combining section 94 assigns
the model feature quantity data to each of the calculated
positions of the model feature points, thus combining the
three-dimensional model data and model feature quan-
tity data and generating three-dimensional model data
D2.

[0083] The modeldictionary D1 and three-dimensional
model data D2 generated by the combining section 94
are supplied to the information processor 1 and stored
in the model data storage section 54.

[0084] As illustrated in Fig. 7, the recognition section
52 includes an image processing unit 101, feature point
detection unit 102, feature quantity extraction unit 103,
matching unit 104 and posture estimation unit 105. An
image captured by the camera 11 and acquired by the
image acquisition section 51 is fed to the image process-
ing unit 101 as a query image. This query image is also
supplied to the feature quantity extraction unit 103.
[0085] The image processing unit 101 applies affine
transform or other process to the query image and out-
puts the resultant query image to the feature point de-
tection unit 102 as does the image processing section 91.
[0086] The feature point detection unit 102 determines
the points in the query image, supplied from the image
processing unit 101, as query feature points and outputs
the information representing the positions of the query
feature points to the feature quantity extraction unit 103.
[0087] The feature quantity extraction unit 103 ex-



11 EP 2 372 495 A2 12

tracts, as query feature quantities, information of the pix-
els whose positions are corresponding to the positions
of the query feature points from among the pixels making
up the query image. The feature quantity extraction unit
103 outputs the extracted query feature quantity data to
the matching unit 104.

[0088] The matching unit 104 performs a K-NN search
or other nearest neighbor search based on the feature
quantity data included in the model dictionary D1, thus
determining the model feature point that is the closest to
each query feature point. The matching unit 104 selects,
for example, the target device having the largest number
of closest model feature points based on the number of
model feature points closest to the query feature points.
The matching unit 104 outputs the ID of the selected tar-
get device as a recognition result.

[0089] The ID of the target device output from the
matching unit 104 is supplied not only to the display con-
trol section 53 and device control section 59 shown in
Fig. 6 but also to the posture estimation unit 105. The
posture estimation unit 105 is also supplied with informa-
tion representing the position of each of the query feature
points.

[0090] The posture estimation unit 105 reads the three-
dimensional model data D2 of the target device recog-
nized by the matching unit 104 from the model data stor-
age section 54. The posture estimation unit 105 identi-
fies, based on the three-dimensional model data D2, the
position on the three-dimensional model of the model
feature point closest to each of the query feature points.
The posture estimation unit 105 outputs posture informa-
tion representing the positional relationship between the
target device and user U.

[0091] If the position on the three-dimensional model
of the model feature point closest to each of the query
feature points, detected from the query image captured
by the camera 11, can be identified, it is possible to de-
termine from which position of the target device the query
image was captured, i.e., where the user U is.

[0092] Further, if the size of and distance to the target
device included in the image are associated with each
other in advance, it is possible to determine, based on
the size of the target device included in the query image
captured by the camera 11, the distance from the target
device to the user U.

[0093] The relative positional relationship between the
target device looked by the user U and the user U is
recognized as described above.

[0094] The three-dimensional model data D2 contains
information of each of the model feature points obtained
when the target device is viewed from various angles.
Object recognition using the three-dimensional model
data D2 makes it possible to identify the target device
includedin animage by using the image as a query image
no mater from which direction the image of the target
device was captured.

[0095] It should be noted that not only an image cap-
tured by a monocular camera but also that captured by
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a stereo camera may be used as a query image for object
recognition.

[Operation of the Information Processor]

[0096] A description will be given here of the process
performed by the information processor 1 adapted to dis-
play operation images with reference to the flowchart
shown in Fig. 8. The process shown in Fig. 8 is repeated,
for example, during image capture by the camera 11.
[0097] Instep S1, the image acquisition section 51 ac-
quires an image captured by the camera 11.

[0098] In step S2, the recognition section 52 performs
object recognition in the image acquired by the image
acquisition section 51.

[0099] In step S3, it is determined whether the target
device is included in the image captured by the camera
11, that is, whether the user U is looking at the target
device.

[0100] Ifitis determined in step S3 that the user U is
notlooking atthe targetdevice, the display control section
53 determines in step S4 whether an operation image is
displayed on the display 12.

[0101] If it is determined in step S4 that an operation
image is displayed on the display 12, the display control
section 53 stops displaying an operation image. When
the display of an operation image is stopped, or when it
is determined in step S4 that no operation image is dis-
played, the process returns to step S 1 to repeat the proc-
ess steps that follow.

[0102] Onthe other hand, whenitis determined in step
S3 that the user U is looking at the target device, the
device control section 59 determines in step S6 whether
the network address of the target device at which the
user U is looking is available. When it is determined in
step S3 that the user U is looking at the target device,
the recognition section 52 supplies the ID of the target
device to the device control section 59. The device control
section 59 searches the device information storage sec-
tion 60, thus verifying whether the network address is
stored in association with the ID of the target device.
[0103] Ifitis determined in step S6 that the network
address of the target device is not available, the device
control section 59 controls the communication section
39, for example, to make an inquiry to an unshown router
device in step S7, thus acquiring the network address of
the target device. The device control section 59 stores
the acquired network address in the device information
storage section 60 in association with the ID of the target
device. The network address is used to transmit a com-
mand to the target device by way of a network.

[0104] When it is determined in step S6 that the net-
work address of the target device at which the user U is
looking is available because the network address is al-
ready stored in the device information storage section
60, the process step in step S7 is skipped.

[0105] The display control section 53 determines in
step S8 whether the operation image of the target device
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at which the user U is looking is displayed on the display
12.

[0106] Ifitis determined in step S8 that the operation
image of the target device is not displayed, the display
control section 53 reads the GUI data of the target device
from the GUI data storage section 55 and displays the
operation image on the display 12. The operation image
is displayed on the display 12 to face the user U according
to the position of the camera 11 and the posture of the
target device.

[0107] Onthe other hand, whenitis determined in step
S8 that the operation image of the target device is dis-
played, the display control section 53 changes the display
position of the operation image on the display 12 accord-
ing to the current position of the camera 11 and the cur-
rent posture of the target device in step S10.

[0108] Whenthe display of the operationimage begins
in step S9 or when the display position of the operation
image is changed in step S10, the process returns to step
S1 to repeat the process steps that follow.

[0109] Fig. 9is agroup of diagrams describing the dis-
play position of the operation image.

[0110] The topimage of Fig. 9 is captured by the cam-
era 11 and includes the target device 21. The position of
the target device 21 in the image (e.g., center position of
the area of the target device 21) is represented by a po-
sition p1.

[0111] The middle image of Fig. 9 shows the display
area of the display 12. The position of each pixel making
up the display area of the display 12 is associated with
the position of one of the pixels of the image captured by
the camera 11. The operation image G is displayed so
that the center of the operation image G, for example,
matches a position p11. The position p11 is the position
of the target device 21 on the display 12 and is corre-
sponding to the position p1 that is the position of the
target device 21 in the image captured by the camera 11.
[0112] As a result, the operation image G appears to
overlap the target device 21 when seen by the user U as
illustrated in the bottom image of Fig. 9.

[0113] If the position and posture of the target device
21 move in the image captured by the camera 11 in re-
sponse to the movement of the user U, the display of the
operation image G is updated so that the center of the
operation image G, for example, continues to match the
position of the target device 21 on the display 12 that is
corresponding to the position of the target device 21 in
the image.

[0114] A description will be given next of the process
performed by the information processor 1 adapted to con-
trol the target device with reference to the flowcharts
shown in Figs. 10 and 11. The process shown in Figs.
10 and 11 is repeated, for example, while the operation
image is displayed on the display 12.

[0115] In step S21, the finger recognition section 57
clears the button ID and finger size information from the
finger data storage section 58 and sets a press-in flag to
false for initialization.
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[0116] The button ID is an ID assigned to the button
displayed on the display 12 as an operation image. The
ID of the button on which the finger of the user U is placed,
for example, is stored in the finger data storage section
58.

[0117] Finger size information represents the size of
the finger included in the image captured by the camera
11. The finger size is represented, for example, by the
pixel count in the finger area included in the image cap-
tured by the camera 11.

[0118] The press-in flag represents whether the user
U is pressing in the button with his or her finger. The fact
thatthe press-inflagis set to true indicates that the button
is being pressed in. On the other hand, the fact that the
press-in flag is set to false means that the button is not
being pressed in.

[0119] In step S22, the image acquisition section 51
acquires an image captured by the camera 11.

[0120] In step S23, the finger recognition section 57
recognizes the position of the finger of the user U based
on the image supplied from the image acquisition section
51. The finger recognition section 57 determines whether
the finger is placed on either of the buttons displayed as
an operation image.

[0121] For example, it is determined that the finger is
placed on either of the buttons when the finger position
(e.g., finger tip) on the display 12 corresponding to the
finger position in the image captured by the camera 11
is located within the display area of the button.

[0122] Ifitis determined in step S23 that the finger is
not placed on either of the buttons, the process returns
to step S22 to repeat the process steps that follow.
[0123] Onthe other hand, whenitis determined in step
S23 that the finger is placed on either of the buttons, the
finger recognition section 57 determines in step S24
whether the ID of the button on which the finger is placed
is stored in the finger data storage section 58.

[0124] Ifitis determined in step S24 that the ID of the
button on which the finger is placed is not stored in the
finger data storage section 58, the finger recognition sec-
tion 57 determines in step S25 whether the press-in flag
is set to true.

[0125] Ifitis determined in step S25 that the press-in
flagis settotrue, the process returns to step S21 torepeat
the process steps that follow. If, as a result of the sliding
of the finger sideways after pressing in the button, the
button on which the finger was placed and which was
pressed in immediately prior to the determination differs
from the button on which the finger is being placed, it is
determined that the press-in flag is set to true.

[0126] When the finger recognition section 57 deter-
mines in step S25 that the press-in flag is not set to true
because the press-in flag is set to false, the finger rec-
ognition section 57 stores the ID of the button on which
the finger is placed in the finger data storage section 58
in step S26.

[0127] When it is determined in step S24 that the ID
of the button on which the finger is placed is stored in the
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finger data storage section 58, the process steps in steps
S25 and S26 are skipped.

[0128] In step S27, the finger recognition section 57
calculates the finger size based on the pixel count in the
finger areaincluded in the image captured by the camera
11 and other data.

[0129] In step S28, the finger recognition section 57
determines whether finger size information is stored in
the finger data storage section 58.

[0130] If it is determined in step S28 that finger size
information is not stored in the finger data storage section
58, the finger recognition section 57 stores finger size
information representing the size calculated in step S27
in the finger data storage section 58. Then, the process
returns to step S22 to repeat the process steps that fol-
low.

[0131] Onthe other hand, whenitis determinedin step
S28 that finger size information is stored in the finger
data storage section 58, the finger recognition section 57
calculates the difference between the size represented
by the finger size information stored in the finger data
storage section 58 and the calculated size in step S30.
[0132] The finger size information stored in the finger
data storage section 58 represents the finger size calcu-
lated from the image captured earlier by the camera 11.
On the other hand, the size calculated in step S27 rep-
resents the finger size calculated from the image cap-
tured later (at present) by the camera 11.

[0133] Therefore, the fact that the difference between
the earlier and later finger sizes is positive means that
the finger size has become smaller in the image captured
by the camera 11 as illustrated in Fig. 12A, that is, the
user U pressed in the button.

[0134] On the other hand, the fact that the difference
between the earlier and later finger sizes is negative
means thatthe finger size has become larger in the image
captured by the camera 11 as illustrated in Fig. 12B, that
is, the user U released the button from its pressed-in
position. The difference between the earlier and later fin-
ger sizes will be hereinafter referred to as a finger size
difference as appropriate.

[0135] Referring back to the description of Fig. 11, the
finger recognition section 57 determines in step S31
whether the finger size difference calculated in step S30
is positive and larger than a threshold.

[0136] Whenitis determinedinstep S31 that the finger
size difference is positive and larger than the threshold,
the finger recognition section 57 sets the press-in flag to
true in step S32. When the button is pressed in by as
much as or more than the threshold, the press-in flag is
settotrue. Then, the processreturns to step S22 torepeat
the process steps that follow.

[0137] On the other hand, if it is determined in step
S31 that the finger size difference is negative or smaller
than the threshold although being positive, the finger rec-
ognition section 57 determines in step S33 whether the
finger size difference is negative and whether the abso-
lute value of the finger size difference is larger than the
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threshold.

[0138] Whenitis determined in step S33 that the finger
size difference is negative and that the absolute value of
the finger size difference is larger than the threshold, the
finger recognition section 57 determines whether the
press-in flag is set to true.

[0139] Whenitisdeterminedinstep S34 thatthe press-
in flag is set to true, the device control section 59 reads
a command from the device information storage section
60 in step S35. This command instructs the execution of
the process assigned to the button identified by the button
ID. When it is determined in step S34 that the press-in
flag is set to true, the button ID stored in the finger data
storage section 58 is supplied to the device control sec-
tion 59. Further, the device control section 59 transmits
the command, read from the device information storage
section 60, to the target device 21.

[0140] It is determined that the finger size difference
is negative, that the absolute value of the finger size dif-
ference is larger than the threshold, and that the press-
in flag is set to true when, after the button has been
pressed in with the finger placed on the button, the button
is released from its pressed-in position by as much as or
more than the threshold.

[0141] Conceptually speaking, the command is trans-
mitted when the button is released after having been vir-
tually pressed in. The command may be transmitted sim-
ply when the button is virtually pressed in.

[0142] If the command is transmitted in step S35, the
process returns to step S22 to perform the process steps
that follow. If it is determined in step S33 that the finger
size difference is negative and that the absolute value of
the finger size difference is not larger than the threshold,
or if it is determined in step S34 that the press-in flag is
not set to true, the process steps from step S22 and be-
yond are performed.

[0143] A description will be given next of the process
performed by the target device 21 adapted to receive a
command from the information processor 1 with refer-
ence to the flowchart shown in Fig. 13.

[0144] In step S51, the communication control section
81 of the target device 21 receives a command from the
information processor 1. The command received by the
communication control section 81 is supplied to the con-
trol section 82.

[0145] In step S52, the control section 82 determines
whether the command transmitted from the information
processor 1 is executable.

[0146] I[fitis determinedin step S52 that the command
is not executable, the control section 82 controls the com-
munication control section 81 in step S53 to transmit in-
formation to the information processor 1 to inform that
the command is not executable.

[0147] Onthe other hand, whenitis determined in step
S52 that the command is executable, the control section
82 executes the command to perform the appropriate
process in step S54. For example, when a command is
transmitted from the information processor 1 in response
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to the pressing of the ON button shown in Fig. 3, the
power for the target device 21 is turned on for activation
as a process appropriate to the command.

[0148] The above process makes it possible for the
user U to remotely operate the target device with more
ease.

[Modification Example]

[0149] The display of an operation image may be cus-
tomizable according to the preference of the user U.
[0150] Fig. 14 is a block diagram illustrating another
example of functional configuration of the information
processor 1.

[0151] In Fig. 14, like sections to those shown in Fig.
6 are denoted by the same reference numerals, and the
description is omitted as appropriate to avoid redundan-
cy. The configuration shown in Fig. 14 differs from that
shown in Fig. 6 in that a setting information storage sec-
tion 61 is added.

[0152] The setting information storage section 61
stores setting information that represents the details of
settings related to the display of an operation image that
have been entered by the user U. Entry of settings related
to the display of an operation image is also made, for
example, by using virtual buttons as with the operation
of buttons described above.

[0153] Forexample, the sizes, colors and arranged po-
sitions of the buttons displayed as an operation image
are stored in the setting information storage section 61.
[0154] In order to display an operation image, the dis-
play control section 53 reads setting information from the
setting information storage section 61 and displays an
operation image according to the settings represented
by the setting information that has been read.

[0155] This allows for the user U to display the buttons
in the size and color of his or her preference.

[0156] Further, the size of the text or symbols dis-
played on the buttons may be changeable. For example,
the text or symbols for children or elderly are displayed
larger than those for people of other age groups. In this
case, the user specifies in advance the size in which the
text or symbols will be displayed.

[0157] Alternatively, what is displayed on the buttons
may be changeable. Although the text "ON" and "OFF"
is displayed in the operation images G1 to G3 in the ex-
ample shown in Fig. 4, the text "Switch ON light" and
"Switch OFF light" may be displayed instead.

[0158] Further, if a plurality of different operation im-
ages, associated with the same device, is available in
the information processor 1, the user may be able to
specify which operation image to be displayed. For ex-
ample, the user may be able to specify a setting to display
a simple operation image that contains only the ON and
OFF buttons or a complex image that allows for elaborate
operation of the target device.

[0159] Figs. 15 and 16 are diagrams illustrating exam-
ples of operation images of the lighting devices 22-1 to
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10

22-3.

[0160] For example, if two pieces of data are available
for the operation images G1 to G3, one as shown on the
rightin Fig. 15, and another as shown on the right in Fig.
16, the operation images of the lighting devices 22-1 to
22-3 are switched according to the user setting. This al-
lows for the user to operate the target device using the
operation image of his or her preference.

[0161] Although it was described above that recogni-
tion data for target devices is downloaded from the server
71, recognition data may be alternatively generated by
the information processor 1 using the image captured by
the camera 11 as a model image.

[0162] The menu display itself used to set up the dis-
play as described above may be customizable on a user-
to-user or terminal-to-terminal basis.

[0163] Onthe otherhand, adescription has been given
above of a case in which the HMD 2 is a so-called optical
transmission type HMD having the transmissive display
12. Alternatively, however, a video transmission type
HMD may be used.

[0164] Fig. 17 is a diagram illustrating an example of
appearance of the video transmission type HMD 2.
[0165] The video transmission type HMD 2 is, for ex-
ample, in the form of eyeglasses. When the HMD 2 is
worn, the image captured by the camera 11, attached to
face forward from the HMD 2, appears in front of the user
U. Further, an operation image orimages appear to over-
lap the target device or devices included in the image
captured by the camera 11 as described above.

[0166] The display of the image captured by the cam-
era 11 and operation images may be accomplished by
means of false image projection thatis composed of form-
ing a false image using a half mirror or other device for
recognition of the image by the user. Alternatively, the
display of the images may be accomplished by retinal
projection that is composed of directly forming an image
on the retina.

<Second Embodiment>

[0167] Fig. 18 is a diagram illustrating an example of
appearance of a PDA.

[0168] A PDA 101 shown in Fig. 18 has capabilities
similar to those of the information processor 1. A camera
111 as shown in Fig. 19 is provided on the back of the
PDA 101. The image captured by the camera 111 ap-
pears on a display 112 provided on the front of the en-
closure of the PDA 101. A touch panel, for example, is
laminated on the display 112.

[0169] For example, if the user U holds the PDA 101
in his or her hand and points the camera 111 in such a
manner that the target device is included in the capture
range, the target device is displayed on the display 112
and object recognition performed based on the image
captured by the camera 111. The camera 111 may be a
stereo camera rather than a monocular camera. Further,
the camera 111 need not necessarily be provided directly
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on the PDA 101. Instead, the camera 111 may be pro-
vided on a device having an enclosure different from that
of the PDA 101. In this case, the image captured by the
camera 111 is transferred to the PDA 101 through wired
or wireless communication.

[0170] On the other hand, when the target device is
detected to be included in the image captured by the
camera 111, the operation image of the target device
appears to overlap the target device displayed on the
display 112. An operation image or images are displayed
on the display 112 as described, for example, with refer-
ence to Figs. 2 and 4. The user U can operate the target
device by directly pressing the operationimage displayed
on the display 112 with a finger.

<Program>

[0171] Itshould be noted that the above series of proc-
esses may be performed by hardware or software. If the
series of processes are performed by software, the pro-
gram making up the software is installed from a program
recording medium to a computer incorporated in dedi-
cated hardware, a general-purpose personal computer
or other computer.

[0172] The program to be installed is supplied record-
ed on a removable medium 41 shown in Fig. 5 such as
optical disc (e.g., CD-ROM (Compact Disc-Read Only
Memory), DVD (Digital Versatile Disc)) or semiconductor
memory. Alternatively, the program may be supplied via
a wired or wireless transmission medium such as local
area network, the Internet or digital broadcasting. The
program may be installed in advance to the ROM 32 or
storage section 38.

[0173] The program executed by a computer may in-
clude not only the processes performed chronologically
according to the described sequence but also those that
are performed in parallel or when necessary as when
invoked.

[0174] The embodiments of the present invention are
notlimited to those described above, but may be modified
in various manners without departing from the spirit and
scope of the present invention.

[0175] The presentapplication contains subject matter
related to that disclosed in Japanese Priority Patent Ap-
plication JP 2010-076301 filed in the Japan Patent Office
on March 29, 2010.

[0176] It should be understood by those skilled in the
art that various modifications, combinations, sub-combi-
nations and alterations may occur depending on design
requirements and other factors insofar as they are within
the scope of the appended claims.

Claims
1. Aninformation processor comprising:

a storage unit configured to store data repre-
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senting the appearance features of a target de-
vice and data of an operation image used for
operation of the target device;

an acquisition unit configured to acquire an im-
age captured by a camera;

arecognition unit configured to recognize an ob-
ject included in the image based on the feature
quantity data stored in the storage unit; and

a display control unit configured to display the
operation image based on the data of the oper-
ationimage stored in the storage unitif the object
included in the image is recognized by the rec-
ognition unit as the target device.

The information processor of claim 1, wherein

the display control unit displays the operation image
at the position of a display corresponding to the in-
image position of the target device included in the
image.

The information processor of claim 1 further com-
prising:

a finger recognition unit configured to recognize
the in-image position of a finger of the user in-
cludedinthe image captured by the camera; and
a control unit configured to transmit a command
to the target device if the in-image position of
the finger of the user recognized by the finger
recognition unit is corresponding to the position
of the operation image displayed on the display,
the command adapted to instruct an operation
to be performed using the operation image.

The information processor of claim 3, wherein

the finger recognition unit further recognizes the in-
image size of the finger of the user included in the
image, and

the control unit transmits the command when the fin-
ger of the user in the image is located at the position
corresponding to the position of the operation image
displayed on the display and when, at that position,
the in-image size of the finger of the user becomes
larger again after having become smaller than im-
mediately before.

The information processor of claim 3, wherein

the finger recognition unit further recognizes the in-
image size of the finger of the user included in the
image, and wherein

the control unit transmits the command when the fin-
ger of the user in the image is located at the position
corresponding to the position of the operation image
displayed on the display and when, at that position,
the in-image size of the finger of the user becomes
smaller than immediately before.

The information processor of claim 1 still further com-
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prising:

a setting information storage unit configured to

store setting information representing the details

of settings related to the display of the operation &

image, wherein

the display control unit controls the display of

the operation image according to the details of

the setting information.

10
7. An information processing method comprising the
steps of:

storing data representing the appearance fea-
tures of a target device and data of an operation 15
image used for operation of the target device;
acquiring an image captured by a camera;
recognizing an object included in the image
based on the feature quantity data stored in the
storage unit; and 20
displaying the operation image based on the da-
ta of the operation image stored in the storage
unit if the object included in the image is recog-
nized by the recognition unit as the target device.
25
8. Aprogram causing a computer to perform a process,
the process comprising the steps of:

storing data representing the appearance fea-
tures of a target device and data of an operation 30
image used for operation of the target device;
acquiring an image captured by a camera;
recognizing an object included in the image
based on the feature quantity data stored in the
storage unit; and 35
displaying the operation image based on the da-

ta of the operation image stored in the storage

unit if the object included in the image is recog-

nized by the recognition unit as the target device.
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