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(54) Image processing apparatus

(57)  Animage is displayed without impairing visibil-
ity, even in the case of a screen having a limited size. A
display setting unitincludes atargetimage display means
for displaying an image of a workpiece on an LCD, an
image selection means for selecting, in accordance with
a selection operation, all or part of the image of the work-
piece displayed on the LCD, a menu display means for
displaying a menu image so as to be overlapped with the

image of the workpiece in a translucent state, the menu
image being made up of a plurality of parts that are partial
images for displaying information or receiving an input
operation, and a display switching means for switching,
in accordance with a switching instruction given via the
operation unit, between a first menu image of a first size
and a second menu image of a second size displayed
on the LCD.
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Description
BACKGROUND OF THE INVENTION
1. TECHNICAL FIELD

[0001] The present invention relates to an image
processing apparatus, and in particular to an image
processing apparatus that controls display of a process-
ing target image and display of a menu related to image
processing functions on the same screen.

2. RELATED ART

[0002] In the field of FA (Factory Automation) and the
like, a so-called visual sensor is used as an apparatus
for optically detecting defects in half-finished products in
the manufacturing process, in finished products before
shipping, and the like, and for optically measuring the
size of such defects.

[0003] When performing detection and measurement
with a visual sensor, an image of a workpiece (object) is
captured, and inspection and measurement are carried
out by performing various types of image processing on
the input image obtained by imaging. When a visual sen-
sor is installed at an actual manufacturing site or the like,
an image processing apparatus is used to process a cap-
tured input image that has been output from the imaging
apparatus included in the visual sensor. A user then dis-
plays the input image on a monitor, and sets values for
various items related to inspection and measurement
while checking the displayed input image. A function for
displaying an image serving as the processing target and
an image processing menu on the same screen is pro-
posed in Patent Document 1, for example.

[Related Art Documents]
[Patent Documents]
[0004]

[Patent Document 1] Japanese Unexamined Patent
Application No. H07-160456

SUMMARY

[0005] Patent Document 1 discloses a display method
for dividing a display screen into a work area in which
the processing target image is displayed and a display
area in which the image processing menu is displayed.
As long as the screen is sufficiently large, the visibility of
the processing target image will not suffer even if the
work area and the image processing menu display area
are displayed on the same screen at the same time.

[0006] However, the screen size is limited in the case
of, for example, a display device carried around a man-
ufacturing site or the like, and therefore when the area

10

15

20

25

30

35

40

45

50

55

for displaying the processing target image and the image
processing menu display area are displayed on the same
screen at the same time as in Patent Document 1, the
areas will inevitably be small. For this reason, the user
cannot sufficiently check the processing target image
when selecting an item from the menu while checking
the processing target image, and thus the operability in
such a display method is poor.

[0007] Inview ofthis, an object of the presentinvention
is to provide an image processing apparatus that can
display an image without impairing visibility, even in the
case of a screen having a limited size.

[0008] An image processing apparatus of the present
invention is an image processing apparatus for process-
ing an image of a target object while displaying the image
of the target object on a display unit for inspection of the
target object, the image processing apparatus including:
a target image display means for displaying the image
of the target object on the display unit; an image selection
means for selecting, in accordance with a selection op-
eration, all or part of the image of the target object dis-
played on the display unit; and a menu display means
for displaying a menu image so as to be overlapped with
the image of the target object in a translucent state, the
menu image being made up of a plurality of parts that
are partial images for displaying information or receiving
an input operation, wherein the menu display means in-
cludes a display switching means for switching, in ac-
cordance with a switching instruction from the outside,
the menu image displayed on the display unit between
a first menu image of a first size and a second menu
image of a second size that is different from the first size.
[0009] Preferably, the number of parts of the first menu
image may be different from the number of parts of the
second menu image.

[0010] Preferably, in accordance with the switching in-
struction, the display switching means switches between
display and non-display for all of the parts of the menu
image on the display unit. In other words, the number of
parts of either the first or second menu image may be
zero.

[0011] Preferably, in accordance with the switching in-
struction, the display switching means switches between
display and non-display of the entirety of the menu image
on the display unit. In other words, the size of either the
first or second menu image may be zero.

[0012] Preferably, the image processing apparatus
further includes: an instruction unit that is operated in
order to give the switching instruction, wherein the in-
struction unit is fixedly displayed at a predetermined po-
sition in a screen of the display unit.

[0013] Preferably, the display unit and the image
processing apparatus are configured integrally so as to
be portable.

[0014] According to the present invention, a menu im-
age made up of a plurality of parts that are partial images
for displaying information or receiving an input operation
is displayed overlapped with an image of a target object
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in a translucent state, and switching can be performed
in accordance with a switching instruction from the out-
side so as to vary the size of the area occupied by the
menu image on the display unit. This enables displaying
an image without impairing visibility even on a display
unit having a limited screen size. As aresult, itis possible
to obtain favorable operability even in the case of select-
ing all or part of the displayed image of the target object.

BRIEF DESCRIPTION OF THE DRAWINGS
[0015]

FIG. 1 is a schematic diagram showing an overall
configuration of a visual sensor system according to
an embodiment of the present invention;

FIG. 2 is a block configuration diagram of the visual
sensor system according to the embodiment of the
present invention;

FIG. 3 is a diagram schematically showing data ex-
changed between a display setting unit and the vis-
ual sensor according to the embodiment of the
present invention;

FIG. 4 is a diagram showing an example of a con-
figuration for performing image synthesis processing
according to the embodiment of the present inven-
tion;

FIG. 5 is a flowchart of image processing in an ad-
justment mode according to the embodiment of the
present invention;

FIGS. 6A and 6B are diagrams showing examples
of display screens according to the embodiment of
the present invention;

FIGS. 7A and 7B are diagrams showing examples
of display screens according to the embodiment of
the present invention;

FIGS. 8A and 8B are diagrams showing examples
of display screens according to the embodiment of
the present invention;

FIGS. 9A and 9B are diagrams showing examples
of display screens according to the embodiment of
the present invention;

FIGS. 10A to 10C are diagrams showing examples
of display screens according to the embodiment of
the present invention;

FIGS. 11A and 11B are diagrams showing examples
of display screens according to the embodiment of
the present invention;

FIG. 12is adiagram showing an example of adisplay
screen according to the embodiment of the present
invention;

FIG. 13isadiagramillustrating how the visual sensor
according to the embodiment of the present inven-
tion is attached,;

FIG. 14 is a diagram illustrating how a plurality of the
visual sensors according to the embodiment of the
present invention are attached;

FIG. 15 is a schematic diagram showing an overall
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configuration of a visual sensor system according to
another embodiment of the present invention; and
FIG. 16 is a hardware configuration diagram of an
image processing apparatus of the visual sensor
system according to the other embodiment of the
present invention.

DETAILED DESCRIPTION

[0016] The following is a detailed description of em-
bodiments of the present invention with reference to the
drawings. Note that portions in the drawings that are the
same or correspond to each other have been given the
same reference signs, and redundant descriptions there-
of will not be given.

[0017] Although animage processing apparatus is de-
scribed below as a display setting unitintegrally including
a screen for display, there is no limitation to this. The
screen for display may be provided separately. Also, al-
though the image processing apparatus is provided sep-
arately from a visual sensor having an imaging unit for
obtaining an input image, the image processing appara-
tus may be built into the visual sensor.

[0018] FIG. 1isaschematic diagram showing an over-
all configuration of a visual sensor system including an
image processing apparatus according to the present
embodiment. FIG. 2 shows a configuration of a display
setting unit and a visual sensor according to the present
embodiment. FIG. 3 schematically shows data ex-
changed between the display setting unit and the visual
sensor according to the present embodiment.

[0019] As shown in FIG. 1, in a visual sensor system
1 according to the present embodiment, a visual sensor
200 and a display setting unit 201 corresponding to the
image processing apparatus are connected by a trans-
mission cable 202 so as to be able to communicate with
each other in accordance with a predetermined protocol.
An 10 cable 203 connects the visual sensor 200 and a
PLC (Programmable Logic Controller) 400 so as to be
able to communicable with each other. The PLC 400 per-
forms overall control of the visual sensor system 1 by
receiving signals from another apparatus and transmit-
ting signals to the other apparatus.

[0020] A plurality of visual sensors 200 may be con-
nected to the display setting unit 201 via the transmission
cable 202 and a hub (not shown). A user can control
image processing and image capture processing by
transmitting data for image processing and image cap-
ture processing to the visual sensor 200 via the display
setting unit 201. The display setting unit 201 can receive
image processing results from the visual sensor 200 and
display them.

[0021] The visual sensor 200 also receives a supply
of power from an external power supply (not shown) via
the 10 cable 203.

[0022] The visual sensor system 1 is incorporated in
a production line, for example. The visual sensor system
1 executes processing such as character recognition and
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imperfection inspection (hereinafter, also referred to as
"inspection processing") based on an image obtained by
imaging an inspection target (the later-described "work-
piece 2").

[0023] The visual sensor 200 includes an imaging unit
212 and a controller unit 213, and the imaging unit 212
has an illumination unit 211 and an imaging lens 221. A
microcomputer is built into the controller unit 213. The
casing of the visual sensor 200 is provided with an at-
tachment unit 214 for attaching the visual sensor 200 to
a support member (not shown).

[0024] The display setting unit 201 has an LCD (Liquid
Crystal Display) touch panel 204 that is configured by an
LCD integrated with a touch panel for receiving an input
of an operation instruction due to the LCD screen being
touched by a finger or a special-purpose pen. The display
setting unit 201 receives image data captured by the im-
aging unit 212 and displays the image data on the LCD
touch panel 204, and also receives an input of an instruc-
tion given by a user operation from the LCD touch panel
204, and transmits the instruction to the controller unit
213 of the visual sensor 200.

[0025] Nextis adescription of communication data ex-
changed between the visual sensor 200 and the display
setting unit 201 with reference to FIG. 3. The communi-
cation data includes data that is transmitted from the vis-
ual sensor 200 to the display setting unit 201, namely
current value data 500 indicating the current values of
various types of parameters related to inspection
processing, inspection result data 502, and an input im-
age that the imaging unit 212 obtains by capturing an
image of the workpiece 2 and outputs. The communica-
tion data also includes data transmitted from the display
setting unit 201 to the visual sensor 200, namely setting
value data 501 that has been set for the various param-
eters related to inspection processing.

[0026] Next is a description of the configuration of the
visual sensor 200 and the display setting unit 201 with
reference to FIG. 2. The visual sensor 200 includes the
illumination unit 211, the imaging unit 212 for capturing
an image of the workpiece 2, and the controller unit 213.
The imaging unit 212 has the imaging lens 221 and a
camera 222.

[0027] The illumination unit 211 includes an illumina-
tion control system 223 that has an illumination lens 224
and an LED (Light Emitting Diode) 225 serving as the
light source.

[0028] The controller unit 213 includes an indicator
light control unit 227 that controls an indicator light (not
shown) such as a lamp, a CPU 226 for controlling the
visual sensor 200, a power supply system 228 for sup-
plying power to various units, an external device com-
munication system 229 that can be connected to the
transmission cable 202, an input/output system 230 for
inputting and outputting data from and to an external de-
vice, and a memory 231 for storing various types of data
such as the current value data 500 for the various pa-
rametersrelated toimages, inspection results, andimage
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processing.

[0029] The display setting unit 201 includes a power
supply unit 240 for supplying power to various units, an
operation unit 241 such as a touch panel on which an
operation is performed to input an instruction from the
outside, an LCD 242, an LCD control unit 243 that con-
trols the LCD 242, a display image control unit 244 that
controls the display of images on the LCD 242 via the
LCD control unit 243, an image storage unit 245 for stor-
ingimages, animage control unit 246, and atransmission
unit 247. The display setting unit 201 has a microcom-
puter for realizing the functionality of the LCD control unit
243, the display image control unit 244, the image control
unit 246, and the like.

[0030] The transmission unit 247 is connected to the
transmission cable 202 and includes a switch 248 for
performing input switching. In the present embodiment,
a plurality of visual sensors 200 can be connected to the
display setting unit 201 via the transmission cable 202.
The transmission unit 247 has a plurality of input ports
for communicating with a plurality of visual sensors 200.
The switch 248 selects one of the input ports in accord-
ance with a command from the microcomputer. This en-
ables the display setting unit 201 to communicate with
the visual sensor 200 that is connected to the selected
input port.

[0031] The display setting unit 201 has been made
compact so as to be capable of being carried by a user
who patrols a manufacturing line at a manufacturing site
or the like, and therefore the screen size of the LCD 242
has also been reduced.

[0032] The LCD 242 displays images based on a con-
trol signal from the LCD control unit 243. Based on an
image signal from the display image control unit 244, the
LCD control unit 243 generates a control signal for con-
trolling display processing performed by the LCD 242,
and outputs the control signal to the LCD 242.

[0033] The operation unit 241 is realized by, for exam-
ple, switches provided on the outer side of the casing of
the display setting unit 201, and a tablet (not shown) that
covers the surface of the LCD 242. The LCD 242 and
the tablet configure a touch panel. The user inputs vari-
ous types of instructions (or commands) to the display
setting unit 201 via the switches and the touch panel.
[0034] The display image control unit 244 generates a
synthesized image 303 based on an instruction signal
304 from the operation unit 241, an image 306 sent from
the image control unit 246, an input image 300 received
from the visual sensor 200 via the transmission unit 247,
and the current value data 500, and outputs the synthe-
sized image 303 to the LCD control unit 243.

[0035] Thedisplayimage controlunit244 alsoreceives
an input of values based on the instruction signal 304
from the operation unit 241, and outputs the values to
the transmission unit 247 as the setting value data 501.
The setting value data 501 is transmitted to the visual
sensor 200 via the transmission unit 247.

[0036] The image control unit 246 stores the input im-
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age received from the visual sensor 200 in the image
storage unit 245. The image control unit 246 also reads
out an image stored in the image storage unit 245, and
outputs the readout image to the display image control
unit 244. Accordingly, the transmission unit 247 may cor-
respond to a target image display means for displaying
the image of the target object on the display unit.
[0037] In the present embodiment, a display setting
screen is displayed on the LCD 242 of the display setting
unit 201 in order to display the current value data 500
related to items in inspection processing and allow the
user to input the setting value data 501. The following is
a detailed description of a method for generating the dis-
play setting screen.

[0038] FIG. 4 shows an example of the configuration
of the display image control unit 244 according to the
present embodiment. As shown in FIG. 4, the display
image control unit 244 includes a menuimage signal gen-
eration unit 251, a synthesis unit 252, and a storage unit
253.

[0039] In the present embodiment, the display setting
screen is assumed to be made up of a plurality of setting
screens in a hierarchy. The menu image signal genera-
tion unit 251 generates menu images 302 that are used
in the setting screens. The menu images 302 are made
up of a plurality of Ul (User Interface) parts, which are
partial images for displaying information such as various
types of parameter values related to image processing
for inspection processing and for receiving a user input
operation. The parameter values are adjustable for each
image processing item, and the Ul parts include, for ex-
ample, icons and checkboxes for selecting processing
items whose parameter values are to be adjusted among
the image processing items, and textboxes and slide bars
for the input of parameter values. When a Ul part corre-
sponding to one of the processing items is designated
and an operation is performed thereon, the menu image
302 of the next rank in the hierarchy for setting a param-
eter value for the processing item corresponding to the
designated Ul part is generated, and a synthesized im-
age 303 generated using that menu image 302 is dis-
played.

[0040] The menu image signal generation unit 251
generates a menu image signal based on information
301 related to the type and location of the Ul part read
out from the storage unit 253, the instruction signal 304
output from the operation unit 241, and the current value
data 500 read out from the memory 231 of the visual
sensor 200, and outputs the generated menu image 302
to the synthesis unit 252.

[0041] The synthesis unit 252 receives an input of the
images 300 or 306 sent in units of frames and the menu
image 302 output from the menu image signal generation
unit 251. The synthesis unit 252 synthesizes the menu
image 302 in units of frames so as to be superimposed
on the images 300 or 306, and outputs synthesized im-
ages 303 that have been synthesized in units of frames.
The menu image 302 sent to the synthesis unit 252 cor-
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responds to an input image received from the visual sen-
sor 200 that was obtained by imaging the workpiece 2,
or a captured image of the workpiece 2 that was read out
from the image storage unit 245 of the image control unit
246. Note that the synthesis unit 252 outputs the images
300 or 306 as they are if the menu image 302 has not
been sent. Accordingly, in this case, the synthesized im-
ages 303 correspond to the images 300 or 306.

[0042] The LCD control unit 243 receives an input of
the synthesized image 303 from the display image control
unit 244, generates a control signal for displaying the
synthesized image 303, and controls the LCD 242 using
the generated control signal. Accordingly, the synthe-
sized image 303 is displayed on the screen of the LCD
242 while being updated in units of frame.

[0043] Here, the menu image signal generation unit
251 and the synthesis unit 252 of the present embodi-
ment variably set parameter values indicating the trans-
parency of each pixel of the menu image 302 when syn-
thesis is performed. The parameter values are, for ex-
ample, a (alpha) values in o blend processing related to
image transparency processing.

[0044] A pixel becomes opaque if the parameter value
is set to the maximum value, becomes transparent if the
parameter value is set to "0", and becomes translucent
if the parameter value is set to an intermediate value
therebetween. Since the pixels of the menu image 302
to be displayed by the LCD 242 are set to be translucent,
the menu image 302 is displayed superimposed on the
image 300 in a translucent state. Accordingly, the user
can check the current values of the various parameters
related to inspection processing and set such values
while checking the image 300 displayed under the menu
image 302. Thus, the display image control unit 244 may
correspond to a menu display means for displaying a
menu image so as to be overlapped with the image of
the target object in a translucent state, the menu image
being made up of a plurality of parts that are partial im-
ages for displaying information or receiving an input op-
eration.

[0045] The visual sensor system 1 of the present em-
bodiment has various operating modes, including an ad-
justment mode in which the values of the various param-
eters related to inspection processing are set by being
adjusted, and an operation mode in which the workpieces
2 on the manufacturing line are subjected to inspection
processing. Images (including synthesized images) are
displayed by the display setting unit 201 in both the ad-
justment mode and the operation mode. Although a de-
scription of image processing in the adjustment mode is
given below, the switching of menu images described
below can be similarly applied in the operation mode as
well.

[0046] FIG. 5 shows a flowchart of image processing
performed by the display setting unit 201 in the adjust-
ment mode according to the present embodiment. The
following describes an image processing procedure of
the present embodiment with reference to FIG. 5. Note
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that the image 300 may be replaced with the image 306
in the following description.

[0047] When the adjustment mode starts, the synthe-
sized image 303 generated by the menu image 302 of
the highest rank in the hierarchy being superimposed on
the image 300 is displayed on the LCD 242 (step S3).
[0048] When the synthesized image 303 is displayed,
the user selects an item whose parameter value is to be
set by operating the operation unit 241 (step S7). The
menu image signal generation unit 251 receives an input
of the instruction signal 304 corresponding to the select-
ed item (step S9), and generates and outputs the menu
image 302 of the next rank in accordance with the re-
ceived instruction signal 304 (step S11). The synthesis
unit 252 generates the synthesized image 303 by super-
imposing the menu image 302 of the next rank onto the
image 300, and outputs the synthesized image 303 (step
S12). Accordingly, the LCD 242 displays the synthesized
image 303 in accordance with a control signal generated
by the LCD control unit 243 (step S13).

[0049] The user inputs a setting value for any of the
various parameters by operating the operation unit 241
with use of a Ul part in the synthesized image 303.
[0050] The instruction signal 304 related to the setting
value that was input is sent to the menu image signal
generation unit 251, and thereafter the menu image sig-
nal generation unit 251 generates and outputs a menu
image 302 in accordance with the instruction signal 304.
Accordingly, the synthesized image 303 on the LCD 242
is updated to a synthesized image 303 in which a value,
data, or the like is displayed in the Ul part based on the
instruction signal 304, and the updated synthesized im-
age 303 is displayed (step S15). Note that the setting
value that was input and determined is stored as the set-
ting value data 501 in a memory area (not shown) asso-
ciated with the menu image signal generation unit 251.
[0051] The menuimage signal generation unit 251 de-
termines whether the instruction signal 304 instructing a
switch between a menu image 302 (first menu image)
that occupies a large area in the synthesized image 303
and a menu image 302 (second menu image) that occu-
pies a small area in the synthesized image 303, has been
sent via the operation unit 241 (step S17). Accordingly,
the menu image signal generation unit 251 may corre-
spond to a display switching means for switching, in ac-
cordance with a switching instruction from the outside,
the menu image displayed on the display unit between
a first menu image of a first size and a second menu
image of a second size that is different from the first size.
This switching of the menu image 302 will be described
later.

[0052] If it has been determined that the instruction
signal 304 for switching the menu image 302 has not
been sent (NO in step S17), processing moves to the
later-described step S21, and if it has been determined
that the instruction signal 304 has been sent (YES in step
S17), display switching processing is performed (step
S$19).
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[0053] Each time the instruction signal 304 for switch-
ing has been sent, the menu image signal generation
unit 251 operates so as to store the instruction signal
304. Accordingly, in the display switching processing, it
is possible to determine, based on the stored instruction
signal 304, whether the occupied area of the menuimage
302 currently synthesized in the synthesized image 303
is large or small, i.e. whether the first or the second menu
image is displayed.

[0054] Using the operation unit 241, the user performs
a setting end operation if the user desires to end the
setting of the parameter value using the Ul part in the
displayed menu image 302, or the user performs an op-
eration for selecting an item in the menu image 302. The
instruction signal 304 indicating the operation content is
output to the menu image signal generation unit 251.
[0055] If the menu image signal generation unit 251
determines that setting is to be ended based on the in-
struction signal 304 (YES in step S21), the menu image
signal generation unit 251 reads out and outputs the set-
ting value data 501 from the memory area. Accordingly,
the setting value data 501 is transmitted to the visual
sensor 200 via the transmission unit 247 (step S25). The
CPU 226 of the visual sensor 200 stores the received
setting value data 501 in the memory 231 as the current
value data 500. Thereafter, in inspection processing us-
ing a captured image obtained by the imaging unit 212,
processing is executed using the current value data 500
that was read out from the memory 231.

[0056] If the menu image signal generation unit 251
determines that an item was selected based on the in-
struction signal 304 (NO in step S21, and furthermore
YES in step S23), processing returns to step S9, and
subsequent processing is performed in a similar manner
for the selected item.

[0057] If the menu image signal generation unit 251
determines, based on the instruction signal 304, that the
end of setting has not been instructed, and further an
item has not been selected (NO in step S21, and NO in
step S23), processing returns to step S15, and process-
ing for inputting a setting value in the currently displayed
menu image 302 continues.

[0058] Nextis a description of examples of the display
image displayed on the LCD 242 in accordance with the
above-described processing procedure shown in FIG. 5,
with reference to FIGS. 6 to 12. In these drawings, it is
assumed that the menu image 302 is displayed synthe-
sized with the image 300, which is an enlarged image of
the surface (characters) of the workpiece 2.

[0059] FIGS. 6A and 6B show setting screens for set-
ting a threshold value for a good/poor determination in
inspection processing. The image 300 is displayed over
the entirety of the screen of the LCD 242, and an inspec-
tion area frame 402 indicating the inspection range is set
to the entirety of the image 300 by default. Also, a model
area frame 401 input by the user by operating the oper-
ation unit 241 is displayed as a graphic in the image 300.
The model area frame 401 indicates the area of a partial
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image that is to serve as a reference (model) for inspec-
tion processing. Accordingly, the operation unit 241 may
constitute, or be part of, an image selection means for
selecting, in accordance with a selection operation, all or
part of the image of the target object displayed on the
display unit.

[0060] The menu image 302 displayed in FIG. 6A is
made up of Ul parts such as character string information
display units 601 and 602, common buttons 701 to 703,
a determine button 704, and a cancel button 705. The
character string information display unit 601 is always
arranged at the top of the screen and displays information
such as the content of setting items and the setting screen
being displayed, setting values, and user guidance. The
common buttons 701 to 703 are always arranged at the
bottom of the screen and are displayed for providing func-
tions common to each of the menu images 302. Since
the Ul parts constituting the menu image 302 are trans-
parentimages, the menu can be operated while checking
the image 300.

[0061] The common button 701 is an example of an
icon and is operated in order to input an instruction for
switching the menu image 302. The common button 701
is displayed fixed at a predetermined position (the bottom
left of the screen in the present embodiment) in all of the
screens that are displayed by switching, and therefore
the user is not likely to lose sight of the common button
701 even if the screen is switched.

[0062] The common button 702 is operated in order to
change how the image 300 is displayed (e.g., enlarged
orreduced). The common button 703 is operated in order
to execute screen capturing. The determine button 704
and the cancel button 705 are displayed at the bottom of
the screen and are operated in order to determine/cancel
setting value data 501 that was input via the menu image
302. If the determine operation has been performed, set-
ting values that were input via the menu image 302 are
determined and stored as the setting value data 501 in
the memory area associated with the menu image signal
generation unit 251, and the setting screen is changed
to a higher ranking screen. On the other hand, if the can-
cel operation has been performed, setting values that
were input via the menu image 302 are canceled, and
the setting screen is changed to a higher ranking screen.
[0063] In the display state of FIG. 6A, if the common
button 701 is operated, the Ul parts and the like of the
menu image 302 are hidden except for the common but-
ton 701 (see FIG. 6B). At this time, the model area frame
401 and the inspection area frame 402 continue to be
displayed. If the common button 701 in FIG. 6B is oper-
ated, the original Ul parts of the menu image 302 are
again displayed superimposed on the image 300 (see
FIG. 6A).

[0064] Note that the Ul parts 602 to 605 in FIG. 6A are
display units for displaying threshold values (correlation
values with respect to a model and a captured image,
and the type of determination) indicated by the current
value data 500 for performing inspection processing us-
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ing the partial image (model) inside the model area frame
401, and slide bars and text boxes for the numerical input
of threshold values that are operated via the operation
unit 241 for setting the correlation value.

[0065] Inthe presentembodiment, the common button
701 is displayed in the synthesized image 303, and the
menu image 302 can be switched by operating the com-
mon button 701, and the same follows for all synthesized
images 303.

[0066] As described above, switching the menuimage
302 enables changing the number of Ul parts in the menu
image 302 superimposed on the image 300, that is to
say, enables changing the amount of area occupied by
the menu image 302 superimposed on the image 300.
Accordingly, by switching to a menu image 302 that oc-
cupies less area, the user can more easily check the
entire area of the image 300 and make designations.
[0067] Also, a configuration is possible in which by en-
larging/reducing the Ul parts in the displayed menu im-
age 302 by operating the common button 701, the size
of the area occupied by the menu image 302 superim-
posed on the image 300 is changed while maintaining
the same number of displayed Ul parts.

[0068] Note that the operation unit for instructing
switching of the menu image 302 is not limited to being
the common button 701 that is displayed. An operation
switch provided on the casing of the display setting unit
201 or the like may be used instead of the common button
701. In this case, displaying and not displaying the menu
image 302 superimposed on the image 300 is switched
in conjunction with the operation of the operation switch.
[0069] Also, a configuration is possible in which, when
the menuimage 302 has been switched to occupy a small
area, the transparency of the common button 701 is in-
creased, or the position of the common button 701 can
be changed by a so-called drag-and-drop operation. Al-
so, a configuration is possible in which the common but-
ton 701 is not displayed, and switching to the screen in
which the menu image 302 is displayed is performed by
so-called double-tapping the touch panel made up of the
LCD 242 and the tablet. This enables the user to check
the entire region of the synthesized image 303 and make
designations without being hindered by the common but-
ton 701.

[0070] Nextis adescription of editing of the model area
frame 401 with reference to FIGS. 7A and 7B. FIG. 7A
shows a common button 706 that is operated in order to
display various types of setting item selection buttons for
model area editing. Specific examples of the selection
buttons displayed when the common button 706 has
been operated will be described later.

[0071] Inthe case of performing editing such as chang-
ing the size or position of the model area frame 401,
editing can be performed easier if the entirety of the im-
age 300 is displayed. In view of this, by cancelling the
display of the Ul parts of the menu image 302 (note that
the common button 701 remains displayed) through op-
erating the common button 701 (see FIG. 7B), the model
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area frame 401 becomes easier to edit.

[0072] In this way, in the case of selecting part or the
entirety of the displayed image 300 as an area for inspec-
tion processing (the model area or the like), the entirety
of the image 300 can be checked by hiding the Ul parts
of the menu image 302 through operating the common
button 701, thus facilitating the selection of an area. Also,
since the menu image 302 is displayed superimposed
on the image 300 in a translucent state, a portion of the
image 300 that is overlapped with the Ul parts of the
menu image 302 can also be selected as the model area
frame 401.

[0073] FIGS. 8A and 8B show examples of display
screens for setting parameter values related to color ex-
traction in image processing. In the case of color extrac-
tion, the menu image 302 displayed superimposed on
the image 300 includes Ul parts 606 to 611 for selecting
the color of an area to be extracted from the image 300.
Also displayed is a common button 707 that is operated
in order to instruct the end of the setting of parameter
values related to color extraction.

[0074] The Ulpart606 shows checkboxes for selecting
colors that are to be extracted. The Ul part 608 indicates
a color palette for color section. The color palette for color
section is provided with the Ul parts 610 that can slide in
the horizontal direction of the screen and the Ul parts
611 that can slide in the vertical direction of the screen.
Sliding the Ul parts 610 enables setting the degree of
hue, and sliding the Ul parts 611 enables setting the de-
gree of saturation. Furthermore, operating the Ul parts
609 (sliders) provided on the Ul part 607 (slide bar) en-
ables setting the color value.

[0075] The character string information display unit
601 displayed at the top of the screen displays values
(H: hue, S: saturation, and V: value) that are set by sliding
the Ul parts described above, and these values change
in conjunction with the sliding.

[0076] If parameter values for color extraction are set
via the Ul parts of the menu image 302, the set values
are read out by the display image control unit 244 as Ul
setting values 305. The image control unit 244 extracts
areas including the designated colors indicated by the Ul
setting values 305 from the image 300, and generates
an image 306 in which only the extracted color area por-
tions remain. The generated image 306 is sent to the
synthesis unit 252 in place of the image 300.

[0077] Accordingly, since the menu image 302 is dis-
played superimposed on the image 306 obtained using
the parameter values set via the Ul parts, the user can
set parameter values as well as check the result ofimage
processing performed using the set parameter values.
[0078] At this time, by cancelling the display of the Ul
parts of the menu image 302 (note that the common but-
ton 701 remains displayed) through operating the com-
mon button 701 (see FIG. 8B), the entirety of the image
306 resulting from image processing can be checked.
[0079] FIGS. 9 to 12 show other screens displayed in
the adjustment mode. Since the common button 701 is
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displayed in these screens as well, the menu image 302
can be easily switched between occupying a large area
and occupying a small area.

[0080] FIG. 9A shows a high ranking menu image 302
in the adjustment mode. In FIG. 9A, a Ul part 612 at the
left end of the menu image 302 shows an item menu
showing functions of the display setting unit 201. In FIG.
9A, if "Imaging" in the operation item menu has been
selected, selection buttons for "Camera adjustment",
"Trigger adjustment", and "Alignment correction", which
are setting items for imaging, are displayed on the right
side of the screen in the order in which setting needs to
be performed.

[0081] FIG. 9B shows an example of a display in the
case where "Inspection” in the operation item menu of
the Ul part 612 has been selected, in which a list of func-
tions used for inspection are displayed on the right side
of the screen in a menu format.

[0082] If "Camera adjustment" has been selected in
the setting item menu displayed on the right side of the
screen in FIG. 9A, the menu image 302 shown in FIG.
10Ais displayed. A Ul part 614 in FIG. 10A is for display-
ing a number indicating the focus value in the image 300
(in FIG. 10A, the value 85), and a corresponding bar
graph. The focus value shows the degree to which the
focal point of the imaging unit 212 coincides with the im-
aging subject such as a workpiece, and the focus value
changes in conjunction with focus adjustment operations
performed by the visual sensor 200. Note that since the
focus value correlates with the quantity of edges that ap-
pear inthe inputimage, the focus value can be calculated
based on, for example, color deviation included in the
input image.

[0083] FIG. 10B shows an example of the menuimage
302 displayed if "Alignment correction" has been select-
ed in the subordinate function menu shown in FIG. 9A.
In FIG. 10B, the character string information display unit
601 shows whether processing for correcting the align-
ment of the imaging unit 212 is selected, and the fact that
it is the alignment correction setting.

[0084] If "Alignment correction setting" was selected
in FIG. 10B, the menu image 302 shown in FIG. 10C is
displayed. In FIG. 10C, a Ul part 709 for selecting the
execution of teach processing for alignment correction
is displayed. In teach processing, processing for regis-
tering the model area frame 401 and the inspection area
frame 402 that have been set is performed (i.e., process-
ing for storage in a predetermined storage area of the
display setting unit 201, or processing for transmission
to the visual sensor 200 and storage in a predetermined
storage area).

[0085] If the common button 706 in FIG. 10C is oper-
ated, a setting item selection button 7061 is displayed as
shown in FIG. 11A. Here, if "Edit model area" is selected,
the menu image 302 shown in FIG. 11B is displayed, and
the model area to be used in alignment correction
processing can be set. The model area frames 401 and
405 have been set in FIG. 11B. The position and size of
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the set model area is detected and displayed in the char-
acter string information display unit 601. Also, the posi-
tion and size of the model area frame 401 and 405 on
the image 300 can be changed by operating the Ul part
613.

[0086] FIG. 12 shows an example of the menu image
302 displayed if "Edge position" was selected in the func-
tion menu shown in FIG. 9B.

[0087] Animage edge levelis setin the screen shown
in FIG. 12. Ul parts 614 and 615 for setting the level
according to which edges are to be extracted from the
image 300, as well as an edge graphic 403 are displayed
in FIG. 12. In the edge graphic 403, the edge level in the
inspection area frame 402 is detected, position in the
image 300 is plotted on the horizontal axis of the graph,
and edge level is plotted on the vertical axis.

[0088] The edge graphic 403 is generated by the im-
age control unit 246 performing edge detection based on
the brightness component level of each pixel in the image
300. The generated edge graphic 403 is displayed su-
perimposed on the image 300.

[0089] The Ul part 615 (slider) is displayed in associ-
ation with the edge graphic 403. By operating the slider,
the user can determine a desired edge level threshold
value while referencing the edge graphic 403. Note that
the detected edge position is shown by a cross mark 404.
[0090] While the slide operation is performed, the set
threshold value is numerically displayed in the numerical
value input box of the Ul part 614 while being sequentially
updated in conjunction with the slide operation.

[0091] In the above-described screens of FIGS. 9 to
12 as well, the entirety of the image 300 targeted for
processing is displayed, and the menu image 302 includ-
ing translucent Ul parts is displayed superimposed on
the image 300, and in such a screen, switching of the Ul
parts of the menu image 302 can be performed by oper-
ating the common button 701.

[0092] FIG. 13 shows an example of how the visual
sensor 200 is attached. FIG. 14 shows a state in which
visual sensors 200 are respectively attached to convey-
ing lines of belt conveyors or the like, which are a plurality
of conveying mechanisms 6 (the arrow in the figure indi-
cates the conveying direction), as viewed from above the
conveying lines. In FIG. 13, the visual sensor 200 corre-
sponding to each line is attached to a support member
(not shown) via the attachment unit 214 such that the
imaging range of the camera 222 is aligned with the con-
veying line. When imaging is performed, illumination light
is irradiated toward the conveying line of the conveying
mechanism 6, thus securing illumination in the imaging
range. The visual sensors 200 provided for the conveying
lines exchange inspection processing result information,
information for inspection processing including the cur-
rent value data 500, and the like with each other via the
transmission cable 202.
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Other Embodiments

[0093] Although the imaging function and the image
processing function for inspection processing are provid-
ed integrally in the visual sensor 200 in the above-de-
scribed embodiment, these functions may be provided
separately and independently as shown in the present
embodiment.

[0094] As shown in FIG. 15, in a visual sensor system
1 according to another embodiment that is incorporated
in an FA production/manufacturing line or the like, work-
pieces 2 that are objects to be subjected to measurement
are conveyed in the arrow direction in FIG. 15 by a con-
veying mechanism 6 such as a belt conveyor, and the
workpieces 2 are successively imaged by an imaging
apparatus 8 in order to perform inspection processing on
the workpieces 2. Image data obtained by the imaging
apparatus 8 (hereinafter, also referred to as "input imag-
es") are transmitted to an image processing apparatus
100. Note that it is possible to further provide an illumi-
nation mechanism that emits light onto the workpieces 2
that are imaged by the imaging apparatus 8.

[0095] A photoelectric sensor 4 made up of two parts
disposed on respective sides of the conveying mecha-
nism 6 detects the fact that a workpiece 2 has arrived at
the imaging range of the imaging apparatus 8. Specifi-
cally, the photoelectric sensor 4 includes a photorecep-
tion unit 4a and a photoemission unit 4b disposed on the
same optical axis. The photoreception unit 4a detects
the fact that light emitted from the photoemission unit 4b
is blocked by the workpiece 2, thus detecting the arrival
of the workpiece 2. A detection signal (hereinafter, also
referred to as a "trigger signal") from the photoelectric
sensor 4 is output to a PLC 5.

[0096] The PLC 5 receives the trigger signal from the
photoelectric sensor 4 or the like, and performs control
of the conveying mechanism 6.

[0097] The visual sensor system 1 in FIG. 15 further
includes the image processing apparatus 100, a display
102, and a keyboard 104. The image processing appa-
ratus 100 is connected to the PLC 5, the imaging appa-
ratus 8, the display 102, and the keyboard 104.

[0098] The image processing apparatus 100 has var-
ious types of operating modes, namely an operation
mode for executing inspection processing on the work-
pieces 2, and the above-described adjustment mode. In
the operation mode, the image processing apparatus 100
gives an imaging command to the imaging apparatus 8
upon receiving the trigger signal from the photoelectric
sensor 4 via the PLC 5. In response to the imaging com-
mand, the imaging apparatus 8 transmits an input image
obtained by capturing an image of the workpiece 2 to the
image processing apparatus 100. As an alternative
processing method, a configuration is possible in which
the imaging apparatus 8 is caused to continuously per-
form imaging, and the image processing apparatus 100
obtains only necessary input images in response to re-
ceiving the trigger signal.
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[0099] The imaging apparatus 8 is configured by, for
example, an optical system such as a lens, and an im-
aging element partitioned into a plurality of pixels, such
as a CCD (Charged Coupled Device) or a CMOS (Com-
plementary Metal Oxide Semiconductor) sensor. The im-
aging apparatus 8 is assumed to be attached such that
its installation location, which determines the imaging
range, can be changed manually.

[0100] Theimage processing apparatus 100 is a com-
puter having a general-purpose architecture, and pro-
vides various types of functions by executing a pre-in-
stalled program.

[0101] FIG. 16 is a schematic configuration diagram
showing the image processing apparatus 100 according
to this other embodiment of the present invention. As
shown in FIG. 16, the image processing apparatus 100
includes a CPU 110, which is an arithmetic processing
unit, a memory 112 and a hard disk 114, which are stor-
age units, a camera interface 116, an input interface 118,
a display controller 120, a PLC interface 122, a commu-
nication interface 124, and a data reader/writer 126.
These units are connected via a bus 128 such that data
can be exchanged therebetween.

[0102] The CPU 110 performs various types of com-
putation for processing in the operation mode and the
above-described adjustment mode by deploying pro-
grams (code) stored in the hard disk 114 to the memory
112 and executing the programs in a predetermined se-
quence.

[0103] The camera interface 116 mediates the trans-
mission of data between the CPU 110 and the imaging
apparatus 8. More specifically, the camera interface 116
includes an image buffer 116a that can be connected to
one or more imaging apparatuses 8 and is for temporarily
accumulating image data from the imaging apparatuses
8. When at least one frame-worth of input image data
has been accumulated in the image buffer 116a, the cam-
era interface 116 transfers the accumulated data to the
memory 112.

[0104] The memory 112 stores image data in units of
image files. In the case of performing processing on an
input image, the CPU 110 reads out an image file from
the memory 112.

[0105] The camera interface 116 gives an imaging
command to the imaging apparatus 8 in accordance with
an internal command issued by the CPU 110.

[0106] The inputinterface 118 mediates the transmis-
sion of data between the CPU 110 and input apparatuses
such as the keyboard 104, a mouse 103, and a touch
panel (not shown). Specifically, the input interface 118
receives an operation command given by the user oper-
ating an input apparatus.

[0107] The display controller 120 is connected to the
display 102, which is a typical example of a display ap-
paratus, and notifies the user of, for example, results of
image processing performed by the CPU 110.

[0108] The PLC interface 122 mediates the transmis-
sion of data between the CPU 110 and the PLC 5. More
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specifically, the PLC interface 122 transmits, to the CPU
110, information regarding the state of the production line
controlled by the PLC 5, information regarding the work-
piece, and the like.

[0109] The communication interface 124 mediates the
transmission of data between the CPU 110 and another
personal computer, a server apparatus, or the like, which
are not shown. The communication interface 124 is typ-
ically an Ethernet (registered trademark) interface, a USB
(Universal Serial Bus) interface, or the like. Note that as
will be described later, as an alternative to the embodi-
ment in which a program stored on the memory card 106
is installed in the image processing apparatus 100, an
embodiment is possible in which a program downloaded
from a distribution server (not shown) or the like via the
communication interface 124 is installed in the image
processing apparatus 100.

[0110] The data reader/writer 126 mediates the trans-
mission of data between the CPU 110 and the memory
card 106, which is a storage medium.

[0111] In the visual sensor system 1 shown in FIGS.
15 and 16, the display 102 corresponds to the LCD 242
in FIG. 2, and the above-described functions of the dis-
play settingunit 201 in the adjustment mode are executed
based on control performed by the CPU 110 of the image
processing apparatus 100. Accordingly, even with the
configuration shown in FIGS. 15 and 16, parameter val-
ues for inspection processing can be set while the menu
image 302 is displayed superimposed on the processing
target image 300 in a translucent state, and the menu
image 302 can be switched by operating the common
button 701. This enables obtaining favorable operability
with respect to the setting of parameter values while
checking the image 300.

[0112] The embodiments disclosed in this application
are to be considered in all respects as illustrative and not
limiting. The scope of the invention is indicated by the
appended claims rather than by the foregoing descrip-
tion, and all changes which come within the meaning and
range of equivalency of the claims are intended to be
embraced therein.

INDEX TO THE REFERENCE NUMERALS
[0113]

1 ... visual sensor system, 2 ... workpiece, 8 ... im-
aging apparatus, 100 ... image processing appara-
tus, 102 ... display, 200 ... visual sensor, 201 ... dis-
play setting unit, 202 ... transmission cable, 251 ...
menu image signal generation unit, 252 ... synthesis
unit.

Claims

1. An image processing apparatus for processing an
image of a target object while displaying the image
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of the target object on a display unit for inspection
of the target object, the image processing apparatus
comprising:

a target image display means for displaying the
image of the target object on the display unit;
an image selection means for selecting, in ac-
cordance with a selection operation, all or part
of the image of the target object displayed on
the display unit; and

a menu display means for displaying a menu
image so as to be overlapped with the image of
the target object in a translucent state, the menu
image being made up of a plurality of parts that
are partial images for displaying information or
receiving an input operation,

wherein the menu display means includes a dis-
play switching means for switching, in accord-
ance with a switching instruction from the out-
side, the menu image displayed on the display
unit between a first menu image of a first size
and a second menu image of a second size that
is different from the first size.

The image processing apparatus according to claim
1, wherein the number of parts of the first menu im-
age is different from the number of parts of the sec-
ond menu image.

The image processing apparatus according to claim
2, wherein in accordance with the switching instruc-
tion, the display switching means switches between
display and non-display for all of the parts of the
menu image on the display unit.

The image processing apparatus according to claim
2, wherein in accordance with the switching instruc-
tion, the display switching means switches between
display and non-display of the entirety of the menu
image on the display unit.

The image processing apparatus according to any
of claims 1 to 4, further comprising:

an instruction unit that is operated in order to
give the switching instruction,

wherein the instruction unit is fixedly displayed
at a predetermined position in a screen of the
display unit.

The image processing apparatus according to any
of claims 1 to 5, wherein the image selection means
can select a portion of the image of the target object
that is overlapped with any of the plurality of parts.

The image processing apparatus according to any
of claims 1 to 6, wherein the display unit and the
image processing apparatus are configured integral-
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ly so as to be portable.
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