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Description

Field of the Invention

[0001] In general, the invention relates to the field of imaging displays, in particular, the invention relates to controller
circuits and processes for controlling light modulators incorporated into imaging displays.

Background of the Invention

[0002] Displays built from mechanical light modulators are an attractive alternative to displays based on liquid crystal
technology. Mechanical light modulators are fast enough to display video content with good viewing angles and with a
wide range of color and grey scale. Mechanical light modulators have been successful in projection display applications.
Direct-view displays using mechanical light modulators have not yet demonstrated sufficiently attractive combinations
of brightness and low power.

[0003] Incontrast to projection displays in which switching circuitry and light modulators can be built on relatively small
die cut from silicon substrates, most direct-view displays require the fabrication of light modulators on much larger
substrates. In addition, in many cases, particularly for backlit direct view displays, both the control circuitry and the light
modulators are preferably formed on transparent substrates. As a result, many typical semiconductor manufacturing
processes are inapplicable, and switching circuits often need to be re-designed accordingly. A need remains for MEMS
direct-view displays that incorporate display processes in conjunction with switching circuitry that yield detailed images
along with rich levels of grayscale and contrast.

Summary

[0004] There is a need in the art for fast, bright, low-powered mechanically actuated direct-view displays. Specifically
there is a need for direct-view displays built on transparent substrates that can be driven at high speeds and at low
voltages for improved image quality and reduced power consumption.

[0005] In one aspect of the invention, a direct-view display includes an array of MEMS light modulators and a control
matrix both formed on a transparent substrate, where each of the light modulators can be driven into at least two states.
The control matrix transmits data and actuation voltages to the array and may include, for each light modulator, a
transistor and a capacitor. The direct-view display also includes a controller for controlling the states of each of the light
modulators in the array. The controller includes an input, a processor, a memory, and an output. The input receives
image data encoding an image frame for display on the direct-view display. The processor derives a plurality of sub-
frame data sets from the image data. Each sub-frame data set indicates desired states of light modulators in multiple
rows and multiple columns of the array. The memory stores the plurality of sub-frame data sets. The output outputs the
plurality of sub-frame data sets according to an output sequence to drive light modulators into the states indicated in the
sub-frame data sets. The plurality of sub-frame data sets may include distinct sub-frame data sets for at least two of at
least three color components of the image frame or for four color components of the image frame, where the four color
components may consist of red, green, blue, and white.

[0006] In one embodiment, the output sequence includes a plurality of events corresponding to the sub-frame data
sets. The controller stores different time values associated with events corresponding to at least two sub-frame data
sets. The time values may be selected to prevent illumination of the array while the modulators change states and may
correlate to a brightness of a sub-frame image resulting from an outputting of a sub-frame data set of the plurality of
sub-frame data sets. The direct-view display may include a plurality of lamps, in which case the controller may store
time values associated with lamp illumination events and/or lamp extinguishing events included in the output sequence.
The output sequence may include addressing events, where the controller stores time values associated with the ad-
dressing events.

[0007] In another embodiment, the output sequence is stored at least in part in memory. The direct-view display may
include a data link to an external processor for receiving changes to the output sequence. The direct-view display may
include a plurality of lamps, where the output sequence includes a lamp illumination sequence. The lamp illumination
sequence may include data corresponding to the length of time and/or intensity with which lamps are illuminated in
association with sub-frame data sets output in the output sequence. The length of time that a lamp is illuminated for
each sub-frame data set in the lamp illumination sequence is preferably less than or equal to 4 milliseconds.

[0008] In another embodiment, the processor derives the plurality of sub-frame data sets by decomposing the image
frame into a plurality of sub-frame images and assigning a weight to each sub-frame image of the plurality of sub-frame
images. The controller may cause a sub-frame image to be illuminated for a length of time and/or with an illumination
intensity proportional to the weight assigned to the sub-frame image. The processor may assign the weight according
to a coding scheme. In one implementation, the coding scheme is a binary coding scheme, the sub-frame data sets are
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bitplanes, and each color component of the image frame is decomposed into at least a most significant sub-frame image
and a next most significant sub-frame image. The most-significant sub-frame image may contribute to a displayed image
frame twice as much as the next most significant sub-frame image. According to the output sequence, the bitplane
corresponding to the most significant sub-image of at least one color component of the image frame may be output at
two distinct times which may be separated by no more than 25 milliseconds. The length of time between a first time the
bitplane corresponding to the most significant sub-frame image of a color component of the image frame is output and
a second time the bitplane corresponding to the most significant sub-frame image of the color component is output is
preferably within 10% of the length of time between the second time the bitplane corresponding to the most significant
sub-frame image of the color component is output and a subsequent time at which a sub-frame image corresponding
to a most significant sub-frame image of the color component is output.

[0009] In another embodiment, at least one sub-frame data set corresponding to a first color component of the image
frame is output before at least one sub-frame data set corresponding to a second color component of the image frame,
and at least one sub-frame data set corresponding to the first color component of the image frame is output after at least
one sub-frame data set corresponding to the second color component of the image frame. Lamps of at least two different
colors may be illuminated to display a single sub-frame image corresponding to a single sub-frame data set, where a
lamp of one of the colors may be illuminated with a substantially greater intensity than lamps of the other colors.
[0010] In another embodiment, the direct-view display includes a memory for storing a plurality of alternative output
sequences and may include an output sequence switching module for switching between the output sequence and the
plurality of alternative output sequences. The output sequence switching module may respond to the processor, to a
user interface included in the direct-view display, and/or to instructions received from a second processor, external to
the controller, included in the device in which the direct-view display is incorporated. The user interface may be a manual
switch.

[0011] Inanother embodiment, the direct-view display includes a sequence parameter calculation module for deriving
changes to the output sequence. Based on characteristics of a received image frame, the sequence parameter calculation
module may derive changes to the output sequence, to timing values stored in relation to events included in the output
sequence, and/or to sub-frame data sets. The direct-view display may include a plurality of lamps, in which case the
sequence parameter calculation module may derive changes to lamp intensity values stored in relation to lamp illumination
events included in the output sequence.

[0012] In another embodiment, the array of light modulators includes a plurality of independently actuatable banks of
light modulators. The control matrix may include a plurality of global actuation interconnects, where each global actuation
interconnect corresponds to a respective bank of light modulators. The plurality of banks may be located adjacent one
another in the array. Alternatively, each bank of light modulator may include a plurality of rows in the array, where the
banks are interwoven with one another in the array. In one implementation, the display of a sub-frame image corresponding
to a particular significance and color component in one of the banks is no more than 25 ms from a subsequent display
of a sub-frame image corresponding to the significance value and color component, and is no more than 25 ms after a
prior display of a sub-frame image corresponding to the significance and color component in the other of the banks.
[0013] In another embodiment, the light modulators include shutters. The shutters may selectively retlect light and/or
selectively allow low light to pass through corresponding apertures to form the image frame. The shutters may be driven
transverse to the substrate. In another embodiment, the light modulators are reflective light modulators. In another
embodiment, the light modulators selectively allow the passage of light towards a viewer. In another embodiment, a light
guide is positioned proximate the array of light modulators.

[0014] In another embodiment, the output sequence includes a plurality of global actuation events. The direct-view
display may include a global actuation interconnect coupled to the array of light modulators for causing light modulators
in multiple rows and multiple columns of the array of light modulators to actuate substantially simultaneously.

[0015] In another aspect of the invention, a direct-view display includes an array of MEMS light modulators and a
control matrix both formed on a transparent substrate, where each of the light modulators can be driven into at least two
states, and lamps of at least three colors. The control matrix transmits data and actuation voltages to the array. The
direct-view display also includes a controller for controlling the states of each of the light modulators in the array. The
controller also controls the illumination of lamps to illuminate the array of light modulators with lamps of at least two
colors at the same time to form a portion of an image. At least one of the colors illuminating the array of light modulators
may be of greater intensity than the other colors.

[0016] Another aspect of the invention includes a method for displaying an image frame on a direct-view display. The
method includes the steps of receiving image data encoding the image frame; deriving a plurality of sub-frame data sets
from the image data; storing the plurality of sub-frame data sets in a memory; and outputting the plurality of sub-frame
data sets according to an output sequence. Each sub-frame data set indicates desired states of MEMS light modulators
in multiple rows and multiple columns of a light modulator array formed on a transparent substrate. The step of outputting
the plurality of sub-frame data sets drives the MEMS light modulators into the desired states indicated in each sub-frame
data set and includes transmitting data and actuation voltages to the light modulator array via a control matrix formed
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on the transparent substrate.

[0017] In another aspect of the invention, a direct-view display includes an array of MEMS light modulators and a
control matrix both formed on a transparent substrate, wherein each of the light modulators can be driven into at least
two states. The control matrix transmits data and actuation voltages to the array. The direct-view display also includes
a controller for controlling the states of each of the light modulators in the array. The controller also controls the illumination
of lamps of at least four colors to display an image. The lamps may include at least a red lamp, a green lamp, a blue
lamp, and a white lamp. The lamps may include at least a red lamp, a green lamp, a blue lamp, and a yellow lamp. The
direct-view display may include a processor for translating three color image data into four color image data.

[0018] Another aspect of the invention includes a method for displaying an image on a direct-view display. The method
includes the steps of controlling states of MEMS light modulators in a light modulator array formed on a transparent
substrate, where each of the MEMS light modulators can be driven into at least two states; transmitting data and actuation
voltages to the light modulator array via a control matrix formed on the transparent substrate; and controlling the illumi-
nation of lamps of at least four colors to display the image.

Brief Description

[0019] In the detailed description which follows, reference will be made to the attached drawings, in which:

Figure 1 is a schematic diagram of a direct-view MEMS-based display according to an illustrative embodiment of
the invention;

Figure 2A is a perspective view of an illustrative shutter-based light modulator suitable for incorporation into the
direct-view MEMS-based display of Figure 1, according to an illustrative embodiment of the invention;

Figure 2B is a cross-sectional view of a rollershade-based light modulator suitable for incorporation into the direct-
view MEMS-based display of Figure 1, according to an illustrative embodiment of the invention;

Figure 2C is a cross sectional view of a light-tap-based light modulator suitable for incorporation into the direct-view
MEMS-based display of Figure 1, according to an illustrative embodiment of the invention;

Figure 2D is a cross sectional view of an electrowetting-based light modulator suitable for incorporation into the
direct-view MEMS-based display of Figure 1, according to an illustrative embodiment of the invention;

Figure 3A is a schematic diagram of a control matrix suitable for controlling the light modulators incorporated into
the direct-view MEMS-based display of Figure 1, according to an illustrative embodiment of the invention;

Figure 3B is a perspective view of an array of shutter-based light modulators connected to the control matrix of
Figure 3A, according to an illustrative embodiment of the invention;

Figure 3C illustrates a portion of a direct view display that includes the array of light modulators depicted in Figure
3B disposed on top of a backlight, according to an illustrative embodiment of the invention;

Figure 3D is a schematic diagram of another suitable control matrix for inclusion in the direct-view MEMS-based
display of Figure 1, according to an illustrative embodiment of the invention;

Figure 4 is a timing diagram for a method of displaying an image on a display using a field sequential color technique;
Figure 5 is a timing diagram for a method of displaying an image on a display using a time-division gray scale
technique;

Figure 6A is a schematic diagram of a digital image signal received by a display device, according to an illustrative
embodiment of the invention;

Figure 6B is a schematic diagram of a memory buffer useful for converting a received image signal into a bitplane,
according to an illustrative embodiment of the invention;

Figure 6C is a schematic diagram of portions of two bitplanes, according to anillustrative embodiment of the invention;
Figure 7 is a block diagram of a display apparatus, according to an illustrative embodiment of the invention;
Figure 8 is a flow chart of a method of displaying images suitable for use by the display apparatus of Figure 6,
according to an illustrative embodiment of the invention;

Figure 9 is a more detailed flow chart of a portion of a first implementation of the method of Figure 7, according to
an illustrative embodiment of the invention;

Figure 10 is a timing diagram illustrating the timing of various image formation events in the method of Figure 9,
according to an illustrative embodiment of the invention;

Figure 11 is a more detailed flow chart of a portion of a second implementation of the method of Figure 8, according
to an illustrative embodiment of the invention;

Figure 12 is a timing diagram illustrating the timing of various image formation events in a first implementation of
the method of Figure 11, according to an illustrative embodiment of the invention;

Figure 13 is a timing diagram illustrating the timing of various image formation events in a second implementation
of the method of Figure 11, according to an illustrative embodiment of the invention;

Figure 14A is a timing diagram illustrating the timing of various image formation events in a third implementation of
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the method of Figure 11, according to an illustrative embodiment of the invention;

Figure 14B is a timing diagram illustrating the timing of various image formation events in a fourth implementation
of the method of Figure 11, according to an illustrative embodiment of the invention;

Figure 14C depicts various pulse profiles for lamps, according to an illustrative embodiment of the invention;
Figure 15 is a timing diagram illustrating the timing of various image formation events in a fourth implementation of
the method of Figure 11, according to an illustrative embodiment of the invention;

Figure 16 is a timing diagram illustrating the timing of various image formation events in a fifth implementation of
the method of Figure 11, according to an illustrative embodiment of the invention;

Figure 17 is a timing diagram illustrating the timing of various image formation events in a sixth implementation of
the method of Figure 11, according to an illustrative embodiment of the invention;

Figure 18 is a more detailed flow chart of a portion of a third implementation of the method of Figure 8, according
to an illustrative embodiment of the invention;

Figure 19 is a timing diagram illustrating the timing of various image formation events in an implementation of the
method of Figure 18, according to an illustrative embodiment of the invention;

Figure 20 is a block diagram of a controller suitable for inclusion in the display apparatus of Figure 1, according to
an illustrative embodiment of the invention;

Figure 21 is a flow chart of a method of displaying an image suitable for use by the controller of Figure 20, according
to an illustrative embodiment of the invention;

Figure 22 is a block diagram of a second controller suitable for inclusion in the display apparatus of Figure 1,
according to an illustrative embodiment of the invention; and

Figure 23 is a flow chart of a method of displaying an image suitable for use by the controller of Figure 22, according
to an illustrative embodiment of the invention.

Detailed Description

[0020] Figure 1is aschematic diagram of a direct-view MEMS-based display apparatus 100, according to an illustrative
embodiment of the invention. The display apparatus 100 includes a plurality of light modulators 102a-102d (generally
"light modulators 102") arranged in rows and columns. In the display apparatus 100, light modulators 102a and 102d
are in the open state, allowing light to pass. Light modulators 102b and 102c are in the closed state, obstructing the
passage of light. By selectively setting the states of the light modulators 102a-102d, the display apparatus 100 can be
utilized to form an image 104 for a backlit display, if iluminated by a lamp or lamps 105. In another implementation, the
apparatus 100 may form an image by reflection of ambient light originating from the front of the apparatus. In another
implementation, the apparatus 100 may form an image by reflection of light from a lamp or lamps positioned in the front
of the display, i.e. by use of a frontlight.

[0021] In the display apparatus 100, each light modulator 102 corresponds to a pixel 106 in the image 104. In other
implementations, the display apparatus 100 may utilize a plurality of light modulators to form a pixel 106 in the image
104. For example, the display apparatus 100 may include three color-specific light modulators 102. By selectively opening
one or more of the color-specific light modulators 102 corresponding to a particular pixel 106, the display apparatus 100
can generate a color pixel 106 in the image 104. In another example, the display apparatus 100 includes two or more
light modulators 102 per pixel 106 to provide grayscale in an image 104. With respect to an image, a "pixel" corresponds
to the smallest picture element defined by the resolution of image. With respect to structural components of the display
apparatus 100, the term "pixel" refers to the combined mechanical and electrical components utilized to modulate the
light that forms a single pixel of the image.

[0022] Display apparatus 100 is a direct-view display in that it does not require imaging optics that are necessary for
projection applications. In a projection display, the image formed on the surface of the display apparatus is projected
onto a screen or onto a wall. The display apparatus is substantially smaller than the projected image. In a direct view
display, the user sees the image by looking directly at the display apparatus, which contains the light modulators and
optionally a backlight or front light for enhancing brightness and/or contrast seen on the display.

[0023] Direct-view displays may operate in either a transmissive or reflective mode. In a transmissive display, the light
modulators filter or selectively block light which originates from a lamp or lamps positioned behind the display. The light
from the lamps is optionally injected into a lightguide or "backlight" so that each pixel can be uniformly illuminated.
Transmissive direct-view displays are often built onto transparent or glass substrates to facilitate a sandwich assembly
arrangement where one substrate, containing the light modulators, is positioned directly on top of the backlight.
[0024] Each light modulator 102 includes a shutter 108 and an aperture 109. To illuminate a pixel 106 in the image
104, the shutter 108 is positioned such that it allows light to pass through the aperture 109 towards a viewer. To keep
a pixel 106 unlit, the shutter 108 is positioned such that it obstructs the passage of light through the aperture 109. The
aperture 109 is defined by an opening patterned through a reflective or light-absorbing material in each light modulator 102.
[0025] The display apparatus also includes a control matrix connected to the substrate and to the light modulators for
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controlling the movement of the shutters. The control matrix includes a series of electrical interconnects (e.g., intercon-
nects 110, 112, and 114), including at least one write-enable interconnect 110 (also referred to as a "scan-line intercon-
nect") per row of pixels, one data interconnect 112 for each column of pixels, and one common interconnect 114 providing
a common voltage to all pixels, or at least to pixels from both multiple columns and multiples rows in the display apparatus
100. In response to the application of an appropriate voltage (the "write-enabling voltage, V,,."), the write-enable inter-
connect 110 for a given row of pixels prepares the pixels in the row to accept new shutter movement instructions. The
data interconnects 112 communicate the new movement instructions in the form of data voltage pulses. The data voltage
pulses applied to the data interconnects 112, in some implementations, directly contribute to an electrostatic movement
of the shutters. In other implementations, the data voltage pulses control switches, e.g., transistors or other non-linear
circuit elements that control the application of separate actuation voltages, which are typically higher in magnitude than
the data voltages, to the light modulators 102. The application of these actuation voltages then results in the electrostatic
driven movement of the shutters 108.

[0026] Figure 2A is a perspective view of an illustrative shutter-based light modulator 200 suitable for incorporation
into the direct-view MEMS-based display apparatus 100 of Figure 1, according to an illustrative embodiment of the
invention. The light modulator 200 includes a shutter 202 coupled to an actuator 204. The actuator 204 is formed from
two separate compliant electrode beam actuators 205 (the "actuators 205"), as described in U.S. Patent Application No.
11/251,035, filed on October 14, 2005. The shutter 202 couples on one side to the actuators 205. The actuators 205
move the shutter 202 transversely over a surface 203 in a plane of motion which is substantially parallel to the surface
203. The opposite side of the shutter 202 couples to a spring 207 which provides a restoring force opposing the forces
exerted by the actuator 204.

[0027] Each actuator 205 includes a compliant load beam 206 connecting the shutter 202 to a load anchor 208. The
load anchors 208 along with the compliant load beams 206 serve as mechanical supports, keeping the shutter 202
suspended proximate to the surface 203. The surface includes one or more aperture holes 211 for admitting the passage
of light. The load anchors 208 physically connect the compliant load beams 206 and the shutter 202 to the surface 203
and electrically connect the load beams 206 to a bias voltage, in some instances, ground.

[0028] If the substrate is opaque, such as silicon, then aperture holes 211 are formed in the substrate by etching an
array of holes through the substrate 204. If the substrate 204 is transparent, such as glass or plastic, then the first step
of the processing sequence involves depositing a light blocking layer onto the substrate and etching the light blocking
layer into an array of holes 211. The aperture holes 211 1 can be generally circular, elliptical, polygonal, serpentine, or
irregular in shape.

[0029] Each actuator 205 also includes a compliant drive beam 216 positioned adjacent to each load beam 206. The
drive beams 216 couple at one end to a drive beam anchor 218 shared between the drive beams 216. The other end
of each drive beam 216 is free to move. Each drive beam 216 is curved such that it is closest to the load beam 206 near
the free end of the drive beam 216 and the anchored end of the load beam 206.

[0030] In operation, a display apparatus incorporating the light modulator 200 applies an electric potential to the drive
beams 216 via the drive beam anchor 218. A second electric potential may be applied to the load beams 206. The
resulting potential difference between the drive beams 216 and the load beams 206 pulls the free ends of the drive
beams 216 towards the anchored ends of the load beams 206, and pulls the shutter ends of the load beams 206 toward
the anchored ends of the drive beams 216, thereby driving the shutter 202 transversely towards the drive anchor 218.
The compliant members 206 act as springs, such that when the voltage across the beams 206 and 216 potential is
removed, the load beams 206 push the shutter 202 back into its initial position, releasing the stress stored in the load
beams 206.

[0031] A light modulator, such as light modulator 200, incorporates a passive restoring force, such as a spring, for
returning a shutter to its rest position after voltages have been removed. Other shutter assemblies, as described in U.S.
Patent Applications 11/251,035 and 11/326,696, incorporate a dual set of "open" and "closed" actuators and a separate
sets of "open" and "closed" electrodes for moving the shutter into either an open or a closed state.

[0032] U.S. Patent Applications Nos. 11/251,035 and 11/326,696 have described a variety of methods by which an
array of shutters and apertures can be controlled via a control matrix to produce images, in many cases moving images,
with appropriate gray scale. In some cases control is accomplished by means of a passive matrix array of row and
column interconnects connected to driver circuits on the periphery of the display. In other cases it is appropriate to
include switching and/or data storage elements within each pixel of the array (the so-called active matrix) to improve
either the speed, the gray scale and/or the power dissipation performance of the display.

[0033] The control matrices described herein are not limited to controlling shutter-based MEMS light modulators, such
as the light modulators described above. For example, Figure 2B is a cross-sectional view of a rolling actuator-based
light modulator 220 suitable for incorporation into the direct-view MEMS-based display apparatus 100 of Figure 1,
according to an illustrative embodiment of the invention. As described further in U.S. Patent No. 5,233,459, entitled
"Electric Display Device," and U.S. Patent No. 5,784,189, entitled "Spatial Light Modulator," the entireties of which are
incorporated herein by reference, a rolling actuator-based light modulator includes a moveable electrode disposed
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opposite a fixed electrode and biased to move in a preferred direction to produce a shutter upon application of an electric
field. In one embodiment, the light modulator 220 includes a planar electrode 226 disposed between a substrate 228
and an insulating layer 224 and a moveable electrode 222 having a fixed end 230 attached to the insulating layer 224.
In the absence of any applied voltage, a moveable end 232 of the moveable electrode 222 is free to roll towards the
fixed end 230 to produce a rolled state. Application of a voltage between the electrodes 222 and 226 causes the moveable
electrode 222 to unroll and lie flat against the insulating layer 224, whereby it acts as a shutter that blocks light traveling
through the substrate 228. The moveable electrode 222 returns to the rolled state after the voltage is removed. The bias
towards a rolled state may be achieved by manufacturing the moveable electrode 222 to include an anisotropic stress
state.

[0034] Figure 2C is a cross-sectional view of a light-tap-based light modulator 250 suitable for incorporation into the
direct-view MEMS-based display apparatus 100 of Figure 1, according to an illustrative embodiment of the invention.
As described further in U.S. Patent No. 5,771,321, entitled "Micromechanical Optical Switch and Flat Panel Display,"
the entirety of which is incorporated herein by reference, a light tap works according to a principle of frustrated total
internal reflection. That is, light 252 is introduced into a light guide 254, in which, without interference, light 252 is for the
most part unable to escape the light guide 254 through its front or rear surfaces due to total internal reflection. The light
tap 250 includes a tap element 256 that has a sufficiently high index of refraction that, in response to the tap element
256 contacting the light guide 254, light 252 impinging on the surface of the light guide adjacent the tap element 256
escapes the light guide 254 through the tap element 258 towards a viewer, thereby contributing to the formation of an
image.

[0035] In one embodiment, the tap element 256 is formed as part of beam 258 of flexible, transparent material.
Electrodes 260 coat portions one side of the beam 258. Opposing electrodes 260 are disposed on a cover plate 264
positioned adjacent the layer 258 on the opposite side of the light guide 254. By applying a voltage across the electrodes
260, the position of the tap element 256 relative to the light guide 254 can be controlled to selectively extract light 252
from the light guide 254.

[0036] Figure 2D is a cross sectional view of a third illustrative non-shutter-based light modulator suitable for inclusion
in various embodiments of the invention Specifically, Figure 2D is a cross sectional view of an electrowetting-based light
modulation array 270. The light modulation array 270 includes a plurality of electrowetting-based light modulation cells
272a-272d (generally "cells 272") formed on an optical cavity 274. The light modulation array 270 also includes a set of
color filters 276 corresponding to the cells 272.

[0037] Each cell 272 includes a layer of water (or other transparent conductive or polar fluid) 278, a layer of light
absorbing oil 280, a transparent electrode 282 (made, for example, from indium-tin oxide) and an insulating layer 284
positioned between the layer of light absorbing oil 280 and the transparent electrode 282. lllustrative implementation of
such cells are described further in U.S. Patent Application Publication No. 2005/0104804, published May 19, 2005 and
entitled "Display Device." In the embodiment described herein, the electrode takes up a portion of a rear surface of a
cell 272.

[0038] The remainder of the rear surface of a cell 272 is formed from a reflective aperture layer 286 that forms the
front surface of the optical cavity 274. The reflective aperture layer 286 is formed from a reflective material, such as a
reflective metal or a stack of thin films forming a dielectric mirror. For each cell 272, an aperture is formed in the reflective
aperture layer 286 to allow light to pass through.

[0039] The electrode 282 for the cell is deposited in the aperture and over the material forming the reflective aperture
layer 286, separated by another dielectric layer.

[0040] The remainder of the optical cavity 274 includes a light guide 288 positioned proximate the reflective aperture
layer 286, and a second reflective layer 290 on a side of the light guide 288 opposite the reflective aperture layer 286.
A series of light redirectors 291 are formed on the rear surface of the light guide, proximate the second reflective layer.
The light redirectors 291 may be either diffuse or specular reflectors. One of more light sources 292 inject light 294 into
the light guide 288.

[0041] In an alternative implementation, an additional transparent substrate is positioned between the light guide 290
and the light modulation array 270. In this implementation, the reflective aperture layer 286 is formed on the additional
transparent substrate instead of on the surface of the light guide 290.

[0042] In operation, application of a voltage to the electrode 282 of a cell (for example, cell 272b or 272c) causes the
light absorbing oil 280 in the cell to collect in one portion of the cell 272. As a result, the light absorbing oil 280 no longer
obstructs the passage of light through the aperture formed in the reflective aperture layer 286 (see, for example, cells
272b and 272c). Light escaping the backlight at the aperture is then able to escape through the cell and through a
corresponding color (for example, red, green, or blue) filter in the set of color filters 276 to form a color pixel in an image.
When the electrode 282 is grounded, the light absorbing oil 280 covers the aperture in the reflective aperture layer 286,
absorbing any light 294 attempting to pass through it.

[0043] The area under which oil 280 collects when a voltage is applied to the cell 272 constitutes wasted space in
relation to forming an image. This area cannot pass light through, whether a voltage is applied or not, and therefore,
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without the inclusion of the reflective portions of reflective apertures layer 286, would absorb light that otherwise could
be used to contribute to the formation of an image. However, with the inclusion of the reflective aperture layer 286, this
light, which otherwise would have been absorbed, is reflected back into the light guide 290 for future escape through a
different aperture.

[0044] The roller-based light modulator 220, light tap 250, and electrowetting-based light modulation array 270 are
not the only examples of a non-shutter-based MEMS modulator suitable for control by the control matrices described
herein. Other forms of non-shutter-based MEMS modulators could likewise be controlled by various ones of the control
matrices described herein without departing from the scope of the invention.

[0045] Figure 3Ais aschematic diagram of a control matrix 300 suitable for controlling the light modulators incorporated
into the direct-view MEMS-based display apparatus 100 of Figure 1, according to an illustrative embodiment of the
invention. Figure 3B is a perspective view of an array 320 of shutter-based light modulators connected to the control
matrix 300 of Figure 3A, according to an illustrative embodiment of the invention. The control matrix 300 may address
an array of pixels 320 (the "array 320"). Each pixel 301 includes an elastic shutter assembly 302, such as the shutter
assembly 200 of Figure 2A, controlled by an actuator 303. Each pixel also includes an aperture layer 322 that includes
aperture holes 324. Further electrical and mechanical descriptions of shutter assemblies such as shutter assembly 302,
and variations thereon, can be found in U.S. Patent Applications Nos. 11/251,035 and 11/326,696.

[0046] The control matrix 300 is fabricated as a diffused or thin-film-deposited electrical circuit on the surface of a
substrate 304 on which the shutter assemblies 302 are formed. The control matrix 300 includes a scan-line interconnect
306 for each row of pixels 301 in the control matrix 300 and a data-interconnect 308 for each column of pixels 301 in the
control matrix 300. Each scan-line interconnect 306 electrically connects a write-enabling voltage source 307 to the
pixels 301 in a corresponding row of pixels 301. Each data interconnect 308 electrically connects a data voltage source,
("Vd source") 309 to the pixels 301 in a corresponding column of pixels 301. In control matrix 300, the data voltage V4
provides the majority of the energy necessary for actuation of the shutter assemblies 302. Thus, the data voltage source
309 also serves as an actuation voltage source.

[0047] Referring to Figures 3A and 3B, for each pixel 301 or for each shutter assembly in the array of pixels 320, the
control matrix 300 includes a transistor 310 and a capacitor 312. The gate of each transistor 310 is electrically connected
to the scan-line interconnect 306 of the row in the array 320 in which the pixel 301 is located. The source of each transistor
310 is electrically connected to its corresponding data interconnect 308. The actuators 303 of each shutter assembly
include two electrodes. The drain of each transistor 310 is electrically connected in parallel to one electrode of the
corresponding capacitor 312 and to the one of the electrodes of the corresponding actuator 303. The other electrode of
the capacitor 312 and the other electrode of the actuator 303 in shutter assembly 302 are connected to a common or
ground potential.

[0048] In operation, to form an image, the control matrix 300 write-enables each row in the array 320 in sequence by
applying V,,, to each scan-line interconnect 306 in turn. For a write-enabled row, the application of V,,,, to the gates of
the transistors 310 of the pixels 301 in the row allows the flow of current through the data interconnects 308 through the
transistors to apply a potential to the actuator 303 of the shutter assembly 302. While the row is write-enabled, data
voltages V4 are selectively applied to the data interconnects 308. In implementations providing analog gray scale, the
data voltage applied to each data interconnect 308 is varied in relation to the desired brightness of the pixel 301 located
at the intersection of the write-enabled scan-line interconnect 306 and the data interconnect 308. In implementations
providing digital control schemes, the data voltage is selected to be either a relatively low magnitude voltage (i.e., a
voltage near ground) or to meet or exceed V, (the actuation threshold voltage). In response to the application of V to
a data interconnect 308, the actuator 303 in the corresponding shutter assembly 302 actuates, opening the shutter in
that shutter assembly 302. The voltage applied to the data interconnect 308 remains stored in the capacitor 312 of the
pixel 301 even after the control matrix 300 ceases to apply V,, to a row. It is not necessary, therefore, to wait and hold
the voltage V,,, on a row for times long enough for the shutter assembly 302 to actuate; such actuation can proceed
after the write-enabling voltage has been removed from the row. The voltage in the capacitors 312 in a row remain
substantially stored until an entire video frame is written, and in some implementations until new data is written to the row.
[0049] The pixels 301 of the array 320 are formed on a substrate 304. The array includes an aperture layer 322,
disposed on the substrate, which includes a set of aperture holes 324 for each pixel 301 in the array 320. The aperture
holes 324 are aligned with the shutter assemblies 302 in each pixel. In one implementation the substrate 304 is made
of a transparent material, such as glass or plastic. In another implementation the substrate 304 is made of an opaque
material, but in which holes are etched to form the aperture holes 324.

[0050] The shutter assembly 302 together with the actuator 303 can be made bi-stable. That is, the shutters can exist
in at least two equilibrium positions (e.g. open or closed) with little or no power required to hold them in either position.
More particularly, the shutter assembly 302 can be mechanically bi-stable. Once the shutter of the shutter assembly
302 is setin position, no electrical energy or holding voltage is required to maintain that position. The mechanical stresses
on the physical elements of the shutter assembly 302 can hold the shutter in place.

[0051] The shutterassembly 302 together with the actuator 303 can also be made electrically bi-stable. In an electrically
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bi-stable shutter assembly, there exists a range of voltages below the actuation voltage of the shutter assembly, which
if applied to a closed actuator (with the shutter being either open or closed), hold the actuator closed and the shutter in
position, even if an opposing force is exerted on the shutter. The opposing force may be exerted by a spring such as
spring 207 in shutter-based light modulator 200, or the opposing force may be exerted by an opposing actuator, such
as an "open" or "closed" actuator.

[0052] Thelightmodulatorarray 320 is depicted as having a single MEMS light modulator per pixel. Other embodiments
are possible in which multiple MEMS light modulators are provided in each pixel, thereby providing the possibility of
more than just binary "on’ or "off" optical states in each pixel. Certain forms of coded area division gray scale are possible
wherein the multiple MEMS light modulators in the pixel are provided, and where with aperture holes 324 associated
with each of the light modulators have unequal areas.

[0053] Figure 3D is yet another suitable control matrix 340 for inclusion in the display apparatus 100, according to an
illustrative embodiment of the invention. Control matrix 340 controls an array of pixels 342 that include shutter assemblies
344. The control matrix 340 includes a single data interconnect 348 for each column of pixels 342 in the control matrix.
The actuators in the shutter assemblies 344 can be made either electrically bi-stable or mechanically bi-stable.

[0054] The control matrix 340 includes a scan-line interconnect 346 for each row of pixels 342 in the control matrix
340. The control matrix 340 further includes a charge interconnect 350, and a global actuation interconnect 354, and a
shutter common interconnect 355. These interconnects 350, 354 and 355 are shared among pixels 342 in multiple rows
and multiple columns in the array. In one implementation, the interconnects 350, 354, and 355 are shared among all
pixels 342 in the control matrix 340. Each pixel 342 in the control matrix includes a shutter charge transistor 356, a
shutter discharge transistor 358, a shutter write-enable transistor 357, and a data store capacitor 359. Control matrix
340 also incorporates an optional voltage stabilizing capacitor 352 which is connected in parallel with the source and
drain of discharge switch transistor 358. The gate terminals of the charging transistor 356 are connected directly to the
charge interconnect 350, along with the drain terminal of the charging transistor 356. In operation, the charging transistors
356 operate essentially as diodes, they can pass a current in only one direction.

[0055] At the beginning of each frame addressing cycle the control matrix 340 applies a voltage pulse to the charge
interconnect 350, allowing current to flow through charging transistor 356 and into the shutter assemblies 344 of the
pixels 342. After this charging pulse, each of the shutter electrodes of shutter assemblies 344 will be in the same voltage
state. After the voltage pulse, the potential of charge interconnect 350 is reset to zero, and the charging transistors 356
will prevent the charge stored in the shutter assemblies 344 from being dissipated through charge interconnect 350.
The charge interconnect 350, in one implementation, transmits a pulsed voltage equal to or greater than V, e.g., 40V.
In one implementation the imposition of a voltage in excess of V, of causes all of the shutter assemblies connected to
the charging interconnect 350 to actuate or move into the same state, for instance the shutter closed state.

[0056] Each row is then write-enabled in sequence. The control matrix 340 applies a write-enabling voltage V,,, to
the scan-line interconnect 346 corresponding to each row. While a particular row of pixels 342 is write-enabled, the
control matrix 340 applies a data voltage to the data interconnect 348 corresponding to each column of pixels 342 in
the control matrix 340. The application of V,,,, to the scan-line interconnect 346 for the write-enabled row turns on the
write-enable transistor 357 of the pixels 342 in the corresponding scan line. The voltages applied to the data interconnect
348 is thereby caused to be stored on the data store capacitor 359 of the respective pixels 342.

[0057] In control matrix 340 the global actuation interconnect 354 is connected to the source of the shutter discharge
switch transistor 358. Maintaining the global actuation interconnect 354 at a potential significantly above that of the
shutter common interconnect 355 prevents the turn-on of the discharge switch transistor 358, regardless of what charge
is stored on the capacitor 359. Global actuation in control matrix 340 is achieved by bringing the potential on the global
actuation interconnect 354 to ground or to substantially the same potential as the shutter common interconnect 355,
enabling the discharge switch transistor 358 to turn-on in accordance to the whether a data voltage has been stored on
capacitor 359. During the global actuation step, for the pixels wherein a data voltage has been stored on capacitor 359,
the discharge transistor turns on, charge drainsout of the actuators of shutter assembly 344, and the shutter assembly
344 is allowed to move or actuate into its relaxed state, for instance the shutter open state. For pixels wherein no data
voltage was stored on the capacitor 359, the discharge transistor 358 do not turn on and the shutter assembly 344
remains charged. For those pixels a voltage remains across the actuators of shutter assemblies 344 and those pixels
remain, for instance, in the shutter closed state. During the global actuation step all pixels connected to the same global
actuation interconnect, and with data stored on capacitor 359, move into their new states at substantially at the same
time. Control matrix 340 does not depend on electrical bi-stability in the shutter assembly 344 in order to achieve global
actuation.

[0058] Applying partial voltages to the data store capacitor 359 allows partial turn-on of the discharge switch transistor
358 during the time that the global actuation interconnect 354 is brought to its actuation potential. In this fashion, an
analog voltage is created on the shutter assembly 344, for providing analog gray scale.

[0059] Insomeimplementation the global actuation interconnect 354 is connected to every shutter discharge transistor
358 in every row and column in the array of pixels. In other implementations the global actuation interconnect 354 is
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connected to the shutter discharge transistors within only a sub-group of pixels in multiple rows and columns. As will be
discussed with reference to Figure 18 and 19, the array of pixels can be arranged in banks, where each bank of pixels
is connected by means of a global actuation interconnects to a unique global actuation driver. In this implementation
the control circuit can load data into the selected banks and then actuate only the selected bank globally by means of
the selected global actuation driver. In one implementation, the display is separated into two banks, with one set of
global drivers and global actuation interconnects connected to pixels in the odd-numbered rows while a separate set of
global drivers and global actuation interconnects is connected to pixels in the even-numbered rows. In other implemen-
tations as many as 6 or 8 separately actuatable addressing banks are employed. Other implementations of circuits for
controlling displays are described in U.S. Serial No. 11/607,715 filed Dec. 1, 2006 and entitled "Circuits for Controlling
Display Apparatus," which is incorporated herein by reference.

[0060] Figure 3Cillustrates a portion of a direct view display 380 thatincludes the array of light modulators 320 depicted
in Figure 3B disposed on top of backlight 330. In one implementation the backlight 330 is made of a transparent material,
i.e. glass or plastic, and functions as a light guide for evenly distributing light from lamps 382, 384, and 386 throughout
the display plane. When assembling the display 380 as a field sequential display, the lamps 382, 384, and 386 can be
alternate color lamps, e.g. red, green, and blue lamps respectively.

[0061] A number of different types of lamps 382-386 can be employed in the displays, including without limitation:
incandescent lamps, fluorescent lamps, lasers, or light emitting diodes (LEDs). Further, lamp 382-386 of direct view
display 380 can be combined into a single assembly containing multiple lamps. For instance a combination of red, green,
and blue LEDs can be combined with or substituted for a white LED in a small semiconductor chip, or assembled into
a small multi-lamp package. Similarly each lamp can represent an assembly of 4-color LEDs, for instance a combination
of red, yellow, green, and blue LEDs.

[0062] The shutter assemblies 302 function as light modulators. By use of electrical signals from the associated control
matrix the shutter assemblies 302 can be set into either an open or a closed state. Only the open shutters allow light
from the lightguide 330 to pass through to the viewer, thereby forming a direct view image.

[0063] In direct view display 380 the light modulators are formed on the surface of substrate 304 that faces away from
the light guide 330 and toward the viewer. In other implementations the substrate 304 can be reversed, such that the
light modulators are formed on a surface that faces toward the light guide. In these implementations it is sometimes
preferable to form an aperture layer, such as aperture layer 322, directly onto the top surface of the light guide 330. In
other implementations it is useful to interpose a separate piece of glass or plastic between the light guide and the light
modulators, such separate piece of glass or plastic containing an aperture layer, such as aperture layer 322 and associated
aperture holes, such as aperture holes 324. It is preferable that the spacing between the plane of the shutter assemblies
302 and the aperture layer 322 be kept as close as possible, preferably less than 10 microns, in some cases as close
as 1 micron. Descriptions of other optical assemblies useful for this invention can be found in US Patent Application
Publication No. 20060187528A1 filed Sept. 2, 2005 and entitled "Methods and Apparatus for Spatial Light Modulation"
and in U.S. Serial No. 11/528,191 filed Sept. 26, 2006 and entitled "Display Apparatus with Improved Optical Cavities,"
which are both incorporated herein by reference.

[0064] Insome displays, color pixels are generated by illuminating groups of light modulators corresponding to different
colors, for example, red green and blue. Each light modulator in the group has a corresponding filter to achieve the
desired color. The filters, however, absorb a great deal of light, in some cases as much as 60% of the light passing
through the filters, thereby limiting the efficiency and brightness of the display. In addition, the use of multiple light
modulators per pixel decreases the amount of space on the display that can be used to contribute to a displayed image,
further limiting the brightness and efficiency of such a display.

[0065] The human brain, in response to viewing rapidly changing images, for example, at frequencies of greater than
20 Hz, averages images together to perceive an image which is the combination of the images displayed within a
corresponding period. This phenomenon can be utilized to display color images while using only single light modulators
for each pixel of a display, using a technique referred to in the art as field sequential color. The use of field sequential
color techniques in displays eliminates the need for color filters and multiple light modulators per pixel. In a field sequential
color enabled display, an image frame to be displayed is divided into a number of sub-frame images, each corresponding
to a particular color component (for example, red, green, or blue) of the original image frame. For each sub-frame image,
the light modulators of a display are set into states corresponding to the color component’s contribution to the image.
The light modulators then are illuminated by a lamp of the corresponding color. The sub-images are displayed in sequence
at a frequency (for example, greater than 60 Hz) sufficient for the brain to perceive the series of sub-frame images as
a single image. The data used to generate the sub-frames are often fractured in various memory components. For
example, in some displays, data for a given row of display are kept in a shift-register dedicated to that row. Image data
is shifted in and out of each shift register to a light modulator in a corresponding column in that row of the display
according to a fixed clock cycle.

[0066] Figure 4 is atiming diagram 400 corresponding to a display process for displaying images using field sequential
color, which can be implemented according to an illustrative embodiment of the invention, for example, by a MEMS
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direct-view display described in Figure 7. The timing diagrams included herein, including the timing diagram 400 of
Figure 4, conform to the following conventions. The top portions of the timing diagramsillustrate light modulator addressing
events. The bottom portions illustrate lamp illumination events.

[0067] The addressing portions depict addressing events by diagonal lines spaced apart in time. Each diagonal line
corresponds to a series of individual data loading events during which data is loaded into each row of an array of light
modulators, one row at a time. Depending on the control matrix used to address and drive the modulators included in
the display, each loading event may require a waiting period to allow the light modulators in a given row to actuate. In
some implementations, all rows in the array of light modulators are addressed prior to actuation of any of the light
modulators. Upon completion of loading data into the last row of the array of light modulators, all light modulators are
actuated substantially simultaneously. One method for such actuation is described further in relation to Figure 11.
[0068] Lamp illumination events are illustrated by pulse trains corresponding to each color of lamp included in the
display. Each pulse indicates that the lamp of the corresponding color is illuminated, thereby displaying the sub-frame
image loaded into the array of light modulators in the immediately preceding addressing event.

[0069] The time at which the first addressing event in the display of a given image frame begins is labeled on each
timing diagram as ATO. In most of the timing diagrams, this time falls shortly after the detection of a voltage pulse vsync,
which precedes the beginning of each video frame received by a display. The times at which each subsequent addressing
event takes place are labeled as AT1, AT2, ...AT(n-1), where n is the number of sub-frame images used to display the
image frame. In some of the timing diagrams, the diagonal lines are further labeled to indicate the data being loaded
into the array of light modulators. For example, in the timing diagrams of Figures 4 and 5, DO represents the first data
loaded into the array of light modulators for a frame and D(n-1) represents the last data loaded into the array of light
modulators for the frame. In the timing diagrams of Figures 10, 12-17 and 19, the data loaded during each addressing
event corresponds to a bitplane.

[0070] Asdescribed infurther detail in relation to Figures 6A-6C, a bitplane is a coherent set of data identifying desired
modulator states for modulators in multiple rows and multiple columns of an array of light modulators. Moreover, each
bitplane corresponds to one of a series of sub-frame images derived according to a binary coding scheme. That is, each
sub-frame image for a color component of an image frame is weighted according to a binary series 1, 2, 4, 8, 16, etc.
The bitplane with the lowest weighting is referred to as the least significant bitplane and is labeled in the timing diagrams
and referred to herein by the first letter of the corresponding color component followed by the number 0. For each next-
most significant bitplane for the color components, the number following the first letter of the color component increases
by one. For example, for an image frame broken into 4 bitplanes per color, the least significant red bitplane is labeled
and referred to as the RO bitplane. The next most significant red bitplane is labeled and referred to as R1, and the most
significant red bitplane is labeled and referred to as R3.

[0071] Lamp-related events are labeled as LTO, LT1, LT2...LT(n-1). The lamp-related event times labeled in a timing
diagram, depending on the timing diagram, either represent times at which a lamp is illuminated or times at which a
lamp is extinguished. The meaning of the lamp times in a particular timing diagram can be determined by comparing
their position in time relative to the pulse trains in the illumination portion of the particular timing diagram. Specifically
referring back to the timing diagram 400 of Figure 4, to display an image frame according to the timing diagram 400, a
single sub-frame image is used to display each of three color components of an image frame. First, data, DO, indicating
modulator states desired for a red sub-frame image are loaded into an array of light modulators beginning at time ATO.
After addressing is complete, the red lamp is illuminated at time LTO, thereby displaying the red sub-frame image. Data,
D1, indicating modulator states corresponding to a green sub-frame image are loaded into the array of light modulators
at time AT1. A green lamp is illuminated at time LT1. Finally, data, D2, indicating modulator states corresponding to a
blue sub-frame image are loaded into the array of light modulators and a blue lamp is illuminated at times AT2 and LT2,
respectively. The process then repeats for subsequent image frames to be displayed.

[0072] The level of gray scale achievable by a display that forms images according to the timing diagram of Figure 4
depends on how finely the state of each light modulator can be controlled. For example, if the light modulators are binary
in nature, i.e., they can only be on or off, the display will be limited to generating 8 different colors. The level of gray
scale can be increased for such a display by providing light modulators than can be driven into additional intermediate
states. In some embodiments related to the field sequential technique of Figure 4, MEMS light modulators can be provided
which exhibit an analog response to applied voltage. The number of grayscale levels achievable in such a display is
limited only by the resolution of digital to analog converters which are supplied in conjunction with data voltage sources,
such as voltage source 309.

[0073] Alternatively, finer grayscale can be generated if the time period used to display each sub-frame image is split
into multiple time periods, each having its own corresponding sub-frame image. For example, with binary light modulators,
a display that forms two sub-frame images of equal length and light intensity per color component can generate 27
different colors instead of 8. Gray scale techniques that break each color component of an image frame into multiple
sub-frame images are referred to, generally, as time division gray scale techniques.

[0074] Figure 5 is a timing diagram corresponding to a display process for displaying an image frame by displaying
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multiple equally weighted sub-frame images per color that can be implemented by various embodiments of the invention.
In the timing diagram of Figure 5, each color component of an image frame is divided into four equally weighted sub-
frame images. More particularly, each sub-frame image for a given color component is illuminated for the same amount
of time at the same lamp intensity. Thus, the number portion of the data identifier (e.g., RO, R1, or C3) only refers to the
order in which the corresponding sub-frame image is displayed, and not to any weighting value. Assuming the light
modulators are binary in nature, a display utilizing this grayscale technique can generate 5 gray scale levels per color
or 125 distinct colors.

[0075] More specifically, first, data, RO, indicating modulator states desired for a first red sub-frame image are loaded
into an array of light modulators beginning at time ATO. After the light modulators have achieved the states indicated by
data RO, the red lamp is illuminated, thereby displaying the first red sub-frame image. The red lamp is extinguished at
time AT1, which is when data, R1, indicating modulator states corresponding to the next red sub-frame image are loaded
into the array of light modulators. The same steps repeat for each red sub-frame image corresponding to data R1, R2
and R3. The steps as described for the red sub-frame images R0-R3 then repeat for the green sub-frame images GO-
G3, and then for the blue sub-frame images B0-B3. The process then repeats for subsequent image frames to be
displayed. The addressing times in Figure 5 can be established through a variety of methods. Since the data is loaded
at regular intervals, and since the sub-frame images are illuminated for equal times, a fixed clock cycle running with a
frequency 12 times that of the vsync frequency can be sufficient for coordinating the display process.

[0076] By contrast to the timing diagram shown in Figure 5, which employs equal-weighting for each of 4 sub-frame
images per color, other display processes made possible by this invention employ unequal illumination weightings
between sub-frame images. Such unequal weightings enable a coded time division gray scale technique wherein much
larger numbers of gray scale levels can be displayed with the same number of sub-frame images. Display processes
using coded time division gray scale, in some cases, utilizes bitplanes to implement a binary weighting scheme of sub-
frame images. Figures 6A-6C depict a process for generating a bitplane, according to an illustrative embodiment of the
invention. Figure 6A is a schematic diagram of a digital image signal 600 received by a display device. The image signal
600 encodes data corresponding to image frames. For a given image frame encoded in the image signal 600, the image
signal 600 includes a series of bits for each pixel included in the image frame. The data is encoded in a pixel-by-pixel
fashion. That is, the image signal includes all data for the color of a single pixel in the image frame before it includes
data for the next pixel.

[0077] For example, in Figure 6A, the data for an image frame begins with a vsync signal indicating the beginning of
the image frame. The image signal 600 then includes, for example, 24 bits indicating the color of the pixel in the first
row of the first column of the image frame. Of the 24 bits, 8 encode a red component of the pixel, 8 encode a green
component, and 8 encode a blue component of the pixel. Each set of eight bits is referred to as a coded word. An eight
bit coded word for each color enables a description of 256 unique brightness levels for each color, or 16 million unique
combinations of the colors red, green, and blue. Within the coded word, each of the 8 bits represents a particular position
or place value (also referred to as a significance value) in the coded word. In Figure 6A, these place values are indicated
by a coding scheme such as RO, R1, R2, R3, etc. RO represents the least significant bit for the color red. R7 represents
the most significant bit for the color red. G7 is the most significant bit for the color green, and B7 is the most significant
bit for the color blue. Quantitatively, in binary coding, the place values corresponding to RO, R1, R2, ...R7 are given by
the binary series 20, 21, 22 .27, In other examples, the image signal 600 may include more or fewer bits per color
component of an image. For example, the image signal 600 may include 3, 4, 5, 6, 7,9, 10, 11, 12 or more bits per color
component of an image frame.

[0078] The data as received in image signal 600 is organized by rows and columns. Generally the image signal
provides all of the data for pixels in the first row before proceeding to subsequent rows. Within the first row, all of the
data is received for the pixel in the first column before it is received for pixels in succeeding columns of the same row.
[0079] Figure 6B is a schematic diagram of a memory buffer 620 useful for converting a received image signal into a
bitplane, according to an illustrative embodiment of the invention. As described above, a bitplane includes data for pixels
in multiple columns and multiple rows of a display corresponding to a single significance value of a grayscale coded
word for a color component of an image frame. To convert a binary coded image signal, such as image signal 600 of
Figure 6A, into bitplanes, bits having the significance level are grouped together into a single data structure. A small
memory buffer 620 is employed to organize incoming image data. The memory buffer 620 is organized in an array of
rows and columns, and allows for data to be read in and out in by addressing either individual rows or by addressing
individual columns.

[0080] Incoming data, which, as described above, is received in a pixel by pixel format, is read into the memory buffer
620 in successive rows. The memory buffer 620 stores data relevant to only a single designated row of the display, i.e.
it operates on only a fraction of the incoming data at any given time. Each numbered row within the memory buffer 620
contains complete pixel data for a given column for the designated row. Each row of the memory buffer 620 contains
complete gray scale data for a given pixel.

[0081] Once the small memory buffer 620 has been loaded with data for all columns of a given row of the display, the
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data in the memory buffer 620 can be read out to populate a bitplane data structure. The data is read out column by
column. Each column includes a single place value of the gray scale code word of the pixels row of the display. These
values correspond to desired states of light modulators in the display. For example, a 0 may refer to an "open" light
modulator state and 1 may refer to a "closed" light modulator state, or visa versa. This process repeats for multiple rows
in the display.

[0082] Figure 6C is a schematic diagram of portions of two bitplanes 650 and 660, according to an illustrative embod-
iment of the invention. The first bitplane 650 includes data corresponding to the least significant bits of the gray scale
coded words identifying the level of red (i.e., RO values) for the first 10 columns and 15 rows of pixels of a display. The
second bitplane 660 includes data corresponding to the second-least significant bits of the gray scale coded words
identifying the level of red (i.e., R1) for the same 10 columns and 15 rows of pixels of the display.

[0083] Alternative weighting schemes are available within the method of coded time division gray scale. Binary coding
is appropriate where the spatial light modulators allow only two states, e.g. open or closed or e.g. on or off. A ternary
weighting system is also a possibility. For instance a spatial light modulator and associated control matrix could allow
for three unique states of light transmission or reflection. These could be closed, 2 open, and full open. MEMS-based
modulators could, for instance, be constructed where then 2 open and full open states result from the application of
distinct actuation voltages. Alternatively, the 2 open state could be achieved through the actuation of only one out of
two equal-area MEMS modulators which are supplied in each pixel.

[0084] A sub-frame data set will refer herein to the general case of data structures which are not necessarily bitplanes:
namely data structures that store information about the desired states of modulators in multiple rows and multiple columns
of the array. For the case of ternary coding a single sub-frame data set would include a ternary number value for each
of the pixels in multiple rows and columns, e.g. a 0,1, or 2. Sequential sub-frame images according to a ternary coding
scheme would be weighted according to the base-3 numbering system, with weights in the series 1,3,9,27, etc. Compared
to a binary coding system, a ternary coding system makes possible even greater numbers of achievable gray scale
levels when displayed using an equal nhumber of sub-frame images. By extension, as MEMS pixels or modulators are
developed capable of 4 or 5 unique modulation states at each pixel, the use of quaternary or base-5 coding systems
become advantageous in the control system..

[0085] Figure 7 is a block diagram of a direct-view display 700, according to an illustrative embodiment of the invention.
The direct-view display 700 includes an array of light modulators 702, a controller 704, a set of lamps 706, and driver
sets 708, 710, 714, and 716. The array of light modulators 702 includes lights modulators arranged in rows and columns.
Suitable light modulators include, without limitation, any of the MEMS-based light modulators described above in relation
to Figures 2A-2D. In one implementation, the array of light modulators 702 takes the form of the array of light modulators
320 depicted in Figure 3B. The light modulators are be controlled by a control matrix, such as the control matrices
described in Figures 3A and 3D.

[0086] In general, the controller receives an image signal 717 from an external source and generates outputs data
and control signals to the drivers 708, 710, 714, and 716 to control the light modulators in the array of light modulators
702 and the lamps 706. The order in which the data and control signals are output is referred to herein as an "output
sequence," described further below More particularly, the controller 704 includes an input processing module 718, a
memory control module 720, a frame buffer 722, a timing control module 724, and a schedule table store 726.

[0087] A module may be implemented as a hardware circuit including application specific integrated circuits, custom
VLSI circuits or gate arrays, off-the-shelf semiconductors such as logic chips, memories, transistors, or other discrete
components. A module may also be implemented in programmable hardware devices such as field programmable gate
arrays, programmable array logic, programmable logic devices or the like.

[0088] Modules may also be implemented in software for execution by various types of processors. An identified
module of executable code may, for instance, include one or more physical or logical blocks of computer instructions
which may, for instance, be organized as an object, procedure, or function. Nevertheless, the executables of an identified
module need not be physically located together, but may include disparate instructions stored in different locations which,
when joined logically together, make up the module and achieve the stated purpose for the module.

[0089] Indeed, a module of executable code could be a single instruction, or many instructions, and may even be
distributed over several different code segments, among different programs, and across several memory devices. Sim-
ilarly, operational data may be identified and illustrated herein within modules, and may be embodied in any suitable
form and organized within any suitable type of data structure. The operational data may be collected as a single data
set, or may be distributed over different locations including over different storage devices, and may exist, at least partially,
merely as electronic signals on a system or network.

[0090] The illustration of direct view display 700 in Figure 7 portrays the controller 704 and drivers 708, 710, 714, and
716 as separate functional blocks. These blocks are understood to represent distinguishable circuits and/or modules of
executable code. In some implementations the blocks 704, 708, 710, 714, and 716 may be provided as distinct chips
or circuits which are connected together by means of circuit boards and/or cables. In other implementations, several of
these blocks can be designed together into a single semiconductor chip such that their boundaries are nearly indistin-

13



10

15

20

25

30

35

40

45

50

55

EP 2 402 934 A2

guishable except by function. In some implementations the storage area referred to as frame buffer 722 is provided as
a functional area within a custom design of the controller circuit 704. In other implementations the frame buffer 722 is
represented by a separate off-the-shelf memory chip such as a DRAM or SRAM.

[0091] The input processing module 718 receives the image signal 717 and processes the data encoded therein into
a format suitable for displaying via the array of light modulators 702. The input processing module 718 takes the data
encoding each image frame and converts itinto a series of sub-frame data sets. A sub-frame data set includes information
about the desired states of modulators in multiple rows and multiple columns of the array of light modulators 702
aggregated into a coherent data structure. The number and content of sub-frame data sets used to display an image
frame depends on the grayscale technique employed by the controller 704. For example, the sub-frame data sets needed
to form an image frame using a coded time-division gray scale technique differs from the number and content of sub-
frame data sets used to display an image frame using a non-coded time division gray scale technique. While in various
embodiments, the image processing module 718 may convert the image signal 717 into non-coded sub-frame data sets,
ternary coded sub-frame data sets, or other form of coded sub-frame data set, preferably, the image processing module
718 converts the image signal 717 into bitplanes, as described above in relation to Figures 6A-6C.

[0092] In addition to and in many cases prior to deriving the sub-frame data sets, the input processing module can
carry out a number of other optional processing tasks. It may re-format or interpolate incoming data. For instance, it may
rescale incoming data horizontally, vertically, or both, to fit within the spatial-resolution limits of modulator array 702. It
may also convertincoming data from an interlaced format to a progressive scan format. It may also resample the incoming
data in time to reduce frame rates while maintaining acceptable flicker within the characteristics of MEMS display 700.
It may perform adjustments to contrast gradations of the incoming data, in some cases referred to as gamma corrections,
to better match the gamma characteristics and/or contrast precision available in the MEMS display 700. It may alter the
grayscale levels assigned between neighboring pixels (spatial dithering) and/or assigned between succeeding image
frames (temporal dithering) to enhance the gray scale precision available in the display. And it may perform adjustments
to color values expressed in the pixel data. In one instance of color adjustment, the data is transformed to match the
color coordinates of the lamps 706 used in display 700. For embodiments where four or more distinct-color lamps are
employed, the input processing module will transform the data from an incoming 3-color space and map it to coordinates
appropriate to the 4-color space.

[0093] The input processing module 718 outputs the sub-frame data sets to the memory control module 720. The
memory control module 720 then stores the sub-frame data sets in the frame buffer 722. The frame buffer is preferably
a random access memory, although other types of serial memory can be used without departing from the scope of the
invention. The memory control module 720, in one implementation, stores the sub-frame data set in a predetermined
memory location based on the color and significance in a coding scheme of the sub-frame data set. In other implemen-
tations, the memory control module 720 stores the sub-frame data set in a dynamically determined memory location
and stores that location in a lookup table for later identification. In one particular implementation, the frame buffer 722
is configured for the storage of bitplanes.

[0094] The memory control module 720 is also responsible for, upon instruction from the timing control module 724,
retrieving sub-image data sets from the frame buffer 722 and outputting them to the data drivers 708. The data drivers
708 load the data output from the memory control module 720 into the light modulators of the array of light modulators
702. The memory control module 720 outputs the data in the sub-image data sets one row at atime. In one implementation,
the frame buffer 722 includes two buffers, whose roles alternate. While the memory control module 720 stores newly
generated bitplanes corresponding to a new image frame in one buffer, it extracts bitplanes corresponding to the pre-
viously received image frame from the other buffer for output to the array of light modulators 702. Both buffer memories
can reside within the same circuit, separated only by address.

[0095] The timing control module 724 manages the output by the controller 704 of data and command signals according
to an output sequence. The output sequence includes the order and timing with which sub-frame data sets are output
to the array of light modulators 702 and the timing and character of illumination events. The output sequence, in some
implementations, also includes global actuation events. At least some of the parameters that define the output sequence
are stored in volatile memory. This volatile memory is referred to as schedule table store 726. A table including the data
stored in the schedule table store 726 is referred to herein as a "schedule table" or alternately as a "sequence table".
The data stored therein need not actually be stored in table format. Conceptually, the data stored in the schedule table
store 726 is easier for a human to understand if displayed in table format. The actual data structure used to store output
sequence data can be, for example a series of bit strings. Each string of bits includes a series of coded words corre-
sponding to timing values, memory, addresses, and illumination data. An illustrative data structure for storing output
sequence parameters is described further in relation to Figure 24. Other data structures may be employed without
departing from the scope of the invention.

[0096] Some output sequence parameters may be stored as hardwired logic in the timing control module 724. For
example, the logic incorporated into the timing control module to wait until a particular event time may be expressed as
follows:
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mycount <= mycount + 1;
if mycount = 1324 then
triggersignal <= '1’;
else
triggersignal <= '0’;

[0097] This logic employs a counter which increments at every clock cycle. When the clock counter reaches the timing
value 1324 a trigger signal is sent. For example, the trigger signal may be sent to the memory control module 720 to
initiate the loading of a bitplane into the modulators. Or, the trigger signal could be sent to lamp driver 706 to switch the
lamp on or off. In the example above, the logic takes the form of logic circuitry built directly into the timing control module
724. The particular timing parameter 1324 is a scalar value contained within the command sequence. In another imple-
mentation of timing control module 724, the logic does not include a specific value for a number of clock pulses to wait,
but refers instead to one of a series of timing values which are stored in schedule stable store 726.

[0098] The output sequence parameters stored in the schedule table store 726 vary in different embodiments of the
invention. In one embodiment, the schedule table store 726 stores timing values associated with each sub-frame data
set. For example, the schedule table store 726 may store timing values associated with the beginning of each addressing
event in the output sequence, as well as timing values associated with lamp illumination and/or lamp extinguishing
events. In other embodiments, the schedule table store 726 stores lamp intensity values instead of or in addition to
timing values associated with addressing events. In various embodiments, the schedule table store 726 stores an
identifier indicating where each sub-image data set is stored in the frame buffer 722, and illumination data indicating the
color or colors associated with each respective sub-image data set.

[0099] The nature of the timing values stored in the schedule table store 726 can vary depending on the specific
implementation of the controller 704. The timing value, as stored in the schedule table store 726, in one implementation,
is a number of clock cycles, which for example, have passed since the initiation of the display of an image frame, or
since the last addressing or lamp event was triggered. Alternatively, the timing value may be an actual time value, stored
in microseconds or milliseconds.

[0100] Table 1 is an illustrative schedule table illustrating parameters suitable for storage in the schedule table store
726 for use by the timing control module 724. Several additional illustrative schedule tables are described in further
detail in relation to Figures 13, 14A-B, 15-17 and 19.

Table 1: Schedule Table 1

Field Field Field Field Field Field Field Field Field
1 2 3 4 5 6 7 n-1 n
addressing time ATO | AT1 AT2 AT3 | AT4 | AT5 | AT6 AT(n-1) | ATn
memory location of sub-frame MO M1 M2 M3 M4 M4 M6 M(n-1) Mn
data set
lamp ID R R R R G G G B B
lamp time LTO LT1 LT2 LT3 LT4 LT5 LT6 LT(n-1) | LTn

[0101] The Table 1 schedule table includes two timing values for each sub-frame data set, an addressing time and a
lamp illumination time. The addressing times ATO-AT(n-1) are associated with times at which the memory control module
720 outputs a respective sub-frame data set, in this case a bitplane, to the array of light modulators 702. The lamp
illumination times LTO-LT(n-1) are associated with times at which corresponding lamps are illuminated. In fact, each
time value in the schedule table may trigger more than one event. For example, in some grayscale techniques, lamp
activity is synchronized with the actuation of the light modulators to avoid illuminating the light modulators while they
are not in an addressed state. Thus, in some implementations, the addressing times AT, not only trigger addressing
events, they also trigger lamp extinguishing events. Similarly, in other implementations, lamp extinguishing events also
trigger addressing events.

[0102] The address data, labeled in the table as "memory location of sub-frame data set," in the schedule table can
be stored in a number of forms. For example, in one implementation, the address is a specific memory location in the
frame buffer of the beginning of the corresponding bitplane, referenced by buffer, column, and row numbers. In another
implementation, the address stored in the schedule table store 726 is an identifier for use in conjunction with a look up
table maintained by the memory control module 720. For example, the identifier may have a simple 6-bit binary "xxxxxx"
word structure where the first 2 bits identify the color associated with the bitplane, while the next 4 bits refer to the
significance of the bitplane. The actual memory location of the bitplane is then stored in a lookup table maintained by
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the memory control module 720 when the memory control module 720 stores the bitplane into the frame buffer. In other
implementations the memory locations for bitplanes in the output sequence may be stored as hardwired logic within the
timing control module 724.

[0103] The timing control module 724 may retrieve schedule table entries using several different methods. In one
implementation the order of entries in the schedule table is fixed; the timing control module 724 retrieves each entry in
order until reaching a special entry that designates the end of the sequence. Alternatively, a sequence table entry may
contain codes that direct the timing control module 724 to retrieve an entry which may be different from the next entry
in the table. These additional fields may incorporate the ability to perform jumps, branches, and looping in analogy with
the control features of a standard microprocessor instruction set. Such flow control modifications to the operation of the
timing control module 724 allow a reduction in the size of the sequence table.

[0104] The direct-view display 700 also includes a programming link 730. The programming link 730 provides a means
by which the schedule table store 726 may be modified by external circuits or computers. In other embodiments the
programming link connects directly to a system processor within the same housing as the direct view display 700. The
system processor may be programmed to alter the schedule table store in accordance with the type of image or data to
be displayed by display 700. The external processor, using the programming link 730, can modify the parameters stored
in the schedule table store 726 to alter the output sequence used by the controller 704. For example, the programming
link 730 can be used to change the timing parameters stored in the schedule table store 726 to accommodate different
frame rates. The timing parameters associated with each bitplane and the number of bitplanes displayed can be modified
by the programming link 730 to adjust the number of colors or grayscale the display can provide.

[0105] Average brightness can be adjusted by changing lamp intensity values. Color saturation can be modified by
the programming link by altering percentage of brightness formed using a white color field or by adjusting color mixing
(described further in relation to figure 17).

[0106] The direct-view display includes a set of lamps 706 for illuminating the array of light modulators 702. In one
implementation, the direct-view display 700 includes ared lamp, agreenlamp, and a blue lamp. In anotherimplementation,
the direct-view display 700 also includes a white lamp. In still anotherimplementation, the direct-view display 700 includes
multiple lamps for each color spaced along a side of the array of light modulators 702.

[0107] In addition to the red, green, blue, white color combination, other lamp combinations are possible which expand
the space or gamut of achievable colors. A useful 4-color lamp combination with expanded color gamut is red, blue, true
green (about 520 nm) plus parrot green (about 550 nm). Another 5-color combination which expands the color gamut
is red, green, blue, cyan, and yellow. A 5-color analogue to the well known YIQ color space can be established with the
lamps white, orange, blue, purple, and green. A 5-color analog to the well known YUV color space can be established
with the lamps white, blue, yellow, red, and cyan.

[0108] Other lamp combinations are possible. For instance, a useful 6-color space can be established with the lamp
colors red, green, blue, cyan, magenta, and yellow. A 6-color space can also be established with the colors white, cyan,
magenta, yellow, orange, and green. A large number of other 4-color and 5-color combinations can be derived from
amongst the colors already listed above. Further combinations of 6,7, 8 or 9 lamps with different colors can be produced
from the colors listed above, Additional colors may be employed using lamps with spectra which lie in between the colors
listed above.

[0109] The direct-view display 700 also includes a number of sets of driver circuits 708, 710, 714, and 716 controlled
by, and in electrical communication with the various components of the controller 704. The direct-view display 700
includes a set of scan drivers 708 for write-enabling each of the rows of the array of light modulators in sequence. The
scan drivers 708 are controlled by, and in electrical communication with the timing control module 724. Data drivers 710
are in electrical communication with the memory control 720. The direct-view display 700 may include one driver circuit
710 for each column in the array of light modulators 702, or it may have some smaller number of data drivers 710, each
responsible for loading data into multiple columns of the array of light modulators 702.

[0110] The direct-view display 700 includes, a series of common drivers 714, including global actuation drivers, ac-
tuation voltage drivers, and, in some embodiments, additional common voltage drivers. Common drivers 714 are in
electrical communication with the timing control module 720 and light modulators in multiple rows and multiple columns
of the array of light modulators 702.

[0111] The lamps 706 are driven by lamp drivers 716. The lamps may be in electrical communication both with the
memory control module 720 and/or the timing control module 724. The timing control module 724 controls the timing of
the illumination of the lamps 706. lllumination intensity information may also be supplied by the timing control module
724, or it may be supplied by the memory control module 720.

[0112] Some electronic devices employing displays according to this invention employ variations on the design of
controller 704. For such displays the controller does not include an input processing module or a frame buffer. Instead
the system processor attached to the electronic device provides a pre-formatted output sequence of bitplanes for display
by the controller, drivers, and the array of MEMS light modulators. In such a display the timing control module coordinates
the output of bitplane data for the array of modulators and controls the illumination of lamps associated with each
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bitplanes. The timing control module may make reference to a schedule table store, within which are stored timing values
for addressing and lamp events and/or lamp intensities associated with each of the bitplanes.

[0113] Figure 8 is a flow chart of a method of displaying video 800 (the "display method 800") suitable for use by a
direct-view display such as the direct-view display 700 of Figure 7, according to aniillustrative embodiment of the invention.
Referring to Figures 7 and 8, the display method 800 begins with the provision of an array of light modulators (step 801),
such as the array of light modulators 702. Then, the display method 800 proceeds with two interrelated processes, which
operate in parallel. The first process is referred to herein as an image processing process 802 of the display method
800. The second process is referred to as a display process 804.

[0114] The image processing process 802 begins with the receipt of an image signal (step 806) by the video input
718. As described above, the image signal encodes one or more image frames for display on the direct-view display
700. In one embodiment, the image signal is received as indicated in Figure 6A. That is, data for each pixel is received
sequentially, pixel-by-pixel, row-by-row. The data for a given pixel includes one or more bits for each color component
of the pixel.

[0115] Upon receipt of data for an image frame (step 806), the controller 704 of the direct-view display 700 derives a
plurality of sub-frame data sets for the image frame (step 808). Preferably, the image processing module 718 of the
controller 704 derives a plurality of bitplanes based on the data in the image signal 717 as described above in relation
to Figures 6A-6C. The imaging process continues at step 810, wherein the sub-frame data sets are stored in the memory.
Preferably the biplanes are stored in frame buffer 722, according to address information that allows them to be randomly
accessed at a later points in the process.

[0116] The display process 804 begins with the initiation of the display of an image frame (step 812), for example, in
response to the detection of a vsync pulse in the input signal 717. Then, the first sub-frame data set corresponding to
the image frame is output by the memory control module 720 (step 814) to the array of light modulators 702 in an
addressing event. The memory address of this first sub-frame data set is determined based on data in the schedule
table store 726. Preferably, the sub-frame data set is a bitplane. After the modulators addressed in the first sub-frame
data set achieve the state indicated in the sub-frame data set, the lamp or lamps corresponding to the sub-frame data
set loaded into the light modulators is illuminated (step 816). The time at which the light is illuminated may be governed
by a timing value stored in the schedule table store 726 associated with sub-frame image. The lamp remains illuminated
until the next time the light modulators in the array of light modulators begin to change state, at which time the lamp is
extinguished. The extinguishing time, too, may be determined based on a time value stored in the schedule table store
726. Depending on the addressing technique implemented by the controller 704, the extinguishing time may be before
or after the next addressing event begins.

[0117] After the array of light modulators is illuminated, but not necessarily before or at the same time the lamp is
extinguished, the controller 704 determines, based on the output sequence, whether the recently displayed sub-frame
image is the last sub-frame image to be displayed for the image frame (decision block 818). If it is not the last sub-frame
image, the next sub-frame data set is loaded into the array of light modulators 702 in another addressing event (step
814). If the recently displayed sub-frame image is the last sub-frame image of an image frame, the controller 704 awaits
initiation of the display of a subsequent display initiation event (step 812).

[0118] Figure 9 is a more detailed flow chart of an illustrative display process 900 suitable for use as part of the display
method 800 for displaying images on the direct-view display 700. In the display process 900, the sub-frame data sets
employed by the direct-view display are bitplanes. The display process 900 begins with the initiation of the display of
an image frame (step 902). For example, the display of an image frame may be initiated (step 902) in response to the
detection by the controller 704 ofa vsync pulse in the image signal 717. Next, the bitplane corresponding to the image
frame is output by the controller 704 to the array of light modulators 702 (step 904). Each row of the sub-frame data set
is loaded sequentially. As each row is addressed, the controller 704 waits a sufficient amount of time to ensure the light
modulators in the respective row actuate before beginning to address the next row in the array of light modulators 702.
During this time, as states of the light modulators in the array of light modulators 702 are in flux, the lamps of the direct-
view display 700 remain off.

[0119] After waiting a sufficient amount of time to ensure all rows of the array of light modulators 702 have actuated
according to the data in the bitplane, the color lamp 702 corresponding to the bitplane is illuminated (step 906), thereby
displaying the sub-frame image corresponding to the bitplane loaded into the array of light modulators 702. In one
implementation, this waiting time is stored in the schedule table store 726. In other implementations, this waiting time
is a fixed value hardwired into the timing control modue 724 as a number of clock cycles following the beginning of an
addressing event.

[0120] The controller then waits a time stored in the schedule table data store 726 associated with the sub-frame
image before extinguishing the lamp (step 908). At decision block 910, the controller 704 determines whether the most
recently displayed sub-frame image is the last sub-frame image of the image frame being displayed. If the most recently
displayed sub-frame image is the last sub-frame image for the image frame, the controller awaits the initiation of the
display of a subsequent image frame (step 902). If it is not the last sub-frame image for the image frame, the controller
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704 begins loading the next bitplane (step 904) into the array of light modulators 702. This addressing event may be
triggered directly by the extinguishing of the lamp at step 908, or it may begin after a time associated with a timing value
stored in the schedule table store 726 passes.

[0121] Figure 10 is a timing diagram 1000 that corresponds to an implementation of the display process 900 that
utilizes an output sequence having as parameters the values stored in the Table 1 schedule table. The timing diagram
1000 corresponds to a coded-time division grayscale display process in which image frames are displayed by displaying
four sub-frame images for each of three color components (red, green, and blue) of the image frame. Each sub-frame
image displayed of a given color is displayed at the same intensity for half as long a time period as the prior sub-frame
image, thereby implementing a binary weighting scheme for the sub-frame images.

[0122] The display of an image frame begins upon the detection of a vsync pulse. As indicated on the timing diagram
and in the Table 1 schedule table, the first sub-frame data set R3, stored beginning at memory location MO, is loaded
into the array of light modulators 702 in an addressing event that begins at time ATO. According to the Table 1 schedule
table, the red lamp is then illuminated at time LTO. LTO is selected such that it occurs after each of the rows in the array
of light modulators 702 has been addressed, and the light modulators included therein have actuated. At time AT1, the
controller 704 of the direct-view display both extinguishes the red lamp and begins loading the subsequent bitplane, R2,
into the array of light modulators 702. According to the Table 1 schedule table, this bitplane is stored beginning at memory
location M1. The process repeats until all bitplanes identified in the Table 1 schedule table have been displayed. For
example, attime AT4, the controller 704 extinguishes the red lamp and begins loading the most significant green bitplane,
G3, into the array of light modulators 702. Similarly at time LT6, the controller 704 turns on the green lamp until time
AT7, at which it time it is extinguished again.

[0123] The time period between vsync pulses in the timing diagram is indicated by the symbol FT, indicating a frame
time. In some implementations the addressing times ATO, AT1, etc. as well as the lamp times LTO, LT1, etc. are designed
to accomplish 4 sub-frame images per color within a frame time FT of 16.6 milliseconds, i.e. according to a frame rate
of 60 Hz. In other implementations the time values stored in schedule table store 726 can be altered to accomplish 4
sub-frame images per color within a frame time FT of 33.3 milliseconds, i.e. according to a frame rate of 30 Hz. In other
implementations frame rates as low as 24 Hz may be employed or frame rates in excess of 100 Hz may be employed.
[0124] In the particular implementation of coded time division gray scale illustrated by timing diagram 1000, the con-
troller outputs 4 sub-frame images to the array 702 of light modulators for each color to be displayed. The illumination
of each of the 4 sub-frame images is weighted according to the binary series 1,2,4,8. The display process in timing
diagram 1000, therefore, displays a 4-digit binary word for gray scale in each color, that is, it is capable of displaying 16
distinct gray scale levels for each color, despite the loading of only 4 sub-images per color. Through combinations of
the colors, the implementation of timing diagram 1000 is capable of displaying more than 4000 distinct colors.

[0125] In other implementations of display process 800 the sub-frame images in the sequence of sub-frame images
need not be weighted according to the binary series 1,2,4,8, etc. As mentioned above, the use of base-3 weighting can
be useful as a means of expressing sub-frame data sets derived from a ternary coding scheme. Still other implementations
employ a mixed coding scheme. For instance the sub-frame images associated with the least significant bits may be
derived and illuminated according to a binary weighting scheme, while the sub-frame images associated with the most
significant bits may be derived and illuminated with a more linear weighting scheme. Such a mixed coding helps to
reduce the large differences in illumination periods for the most significant bits and is helpful in reducing image artifacts
such as dynamic false contouring.

[0126] Figure 11 is a more detailed flow chart of an illustrative display process 1100 suitable for use as part of the
display method 800 for displaying images on the direct-view display 700. As in the display process 900, the display
process 1100 utilizes bitplanes for sub-frame data sets. In contrast to display process 900, however, display process
1100 includes a global actuation functionality. In a display utilizing global actuation, pixels in mulitple rows and multiple
columns of the display are addressed before any of the actuators actuate. In the display process 1100, all rows of the
display are addressed prior to actuation. Thus, while in display process 900, a controller must wait a certain amount of
time after loading data into each row of light modulators to allow sufficient time for the light modulators to actuate, in
display process 1100, the controller need only wait this "actuation time" once, after all rows have been addressed. One
control matrix capable of providing a global actuation functionality is described above in relation to Figure 3D.

[0127] Display process 1100 begins with the initiation of the display of a new image frame (step 1102). Such an
initiation may be triggered by the detection of a vsync voltage pulse in the image signal 717. Then, at a time stored in
the schedule table store 726 after the initiation of the display process for the image frame, the controller 704 begins
loading the first bitplane into the light modulators of the array of light modulators 702 (step 1104).

[0128] At step 1106, any lamp currently illuminated is extinguished. Step 1106 may occur at or before the loading of
a particular bitplane (step 1104) is completed, depending on the significance of the bitplane. For example, in some
embodiments, to maintain the binary weighting of bitplanes with respect to one another, some bitplanes may need to
be illuminated for a time period that is less than the amount of time it takes to load the next bitplane into the array of
light modulators 702. Thus, a lamp illuminating such a bitplane is extinguished while the next bitplane is being loaded
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into the array of light modulators (step 1104). To ensure that lamps are extinguished at the appropriate time, in one
embodiment, a timing value is stored in the schedule table store 726 to indicate the appropriate light extinguishing time.
[0129] When the controller 704 has completed loading a given bitplane into the array of light modulators 702 (step
1104) and extinguished any illuminated lamps (step 1106), the controller 704 issues a global actuation command (step
1108) to a global actuation driver, causing all of the light modulators in the array of light modulators 702 to actuate at
substantially the same time. Global actuation drivers represent a type of common driver 714 included as part of display
700. The global actuation drivers may connect to modulators in the array of light modulators, for instance, by means of
global actuation interconnects such as interconnect 354 of control matrix 340.

[0130] In some implementations the step 1108, globally actuate, includes a series of steps or commands issued by
the timing control module 724. For instance, in certain control matrices described in co-pending U.S. Serial No.
111607,715, the global actuation step may involve a (first) charging of shutter mechanisms by means of a charging
interconnect, followed by a (second) driving of a shutter common interconnect toward ground potential (at which point
all commonly connected light modulators move into their closed state), followed after a constant waiting period for shutter
actuation, followed by a (third) grounding of the global actuation interconnect (at which point only selected shutters move
into their designated open states). Each of the charging interconnects, shutter common interconnects, and global actu-
ation interconnects is connected to a separate driver circuit, responsive to trigger signals sent at the appropriate times
according to timing values stored in the timing control module 724.

[0131] After waiting the actuation time of the light modulators, the controller 704 issues an illumination command (step
1110) to the lamp drivers to turn on the lamp corresponding to the recently loaded bitplane. The actuation time is the
same for each bitplane loaded, and thus need not be stored in the schedule table store 726. It can be permanently stored
in the timing control module 724 in hardware, firmware, or software.

[0132] After the lamp corresponding to the bitplane is illuminated (step 1110), at decision block 1112, the controller
704 determines, based on the output sequence, whether the currently loaded bitplane is the last bitplane for the image
frame to be displayed. If so, the controller 704 awaits initiation of the display of the next image frame (step 1102).
Otherwise, the controller 704 begins loading the next bitplane into the array of light modulators 702.

[0133] Figure 12 is a timing diagram 1200 that corresponds to an implementation of the display process 1100 that
utilizes an output sequence having as parameters the values stored in the Table 1 schedule table. While the display
processes corresponding to Figures 10 and 12 utilize similar stored parameters, their operation is quite different. Similar
to the display process corresponding to timing diagram 1000 of Figure 10, the display process corresponding to timing
diagram 1200 uses a coded-time division grayscale addressing process in which image frames are displayed by displaying
four sub-frame images for each of three color components (red, green, and blue) of the image frame. Each sub-frame
image displayed of a given color is displayed at the same intensity for half as long a time period as the prior sub-frame
image, thereby implementing a binary weighting scheme for the sub-frame images. However, the display process cor-
responding to timing diagram 1200 differs from the timing diagram 1000 in that it incorporates the global actuation
functionality described in the display process 1100. As such, the lamps in the display are illuminated for a significantly
greater portion of the frame time. The display can therefore either display brighter images, or it can operate its lamps at
lower power levels while maintaining the same brightness level. As brightness and power consumption are not linearly
related, the lower illumination level operating mode, while providing equivalent image brightness, consumes less energy.
[0134] More specifically, the display of an image frame in timing diagram 1200 begins upon the detection of a vsync
pulse. As indicated on the timing diagram and in the Table 1 schedule table, the bitplane R3, stored beginning at memory
location MO, is loaded into the array of light modulators 702 in an addressing event that begins at time ATO. Once the
controller 704 outputs the last row of data for a bitplane to the array of light modulators 702, the controller 704 outputs
a global actuation command After waiting the actuation time, the controller 704 causes the red lamp to be illuminated.
As indicated above, since the actuation time is a constant for all sub-frame images, no corresponding time value needs
to be stored in the schedule table store 726 to determine this time. At time AT1, the controller 704 begins loading the
subsequent bitplane R2, which, according to the schedule table, is stored beginning at memory location M1, into the
array of light modulators 702.

[0135] Lamp extinguishing event times LTO-LT11 occur at times stored in the schedule table store 726. The times
may be stored in terms of clock cycles following the detection of a vsync pulse, or they may be stored in terms of clock
cycles following the beginning of the loading of the previous bitplane into the array of light modulators 702. For bitplanes
which are to be illuminated for a period longer than the time it takes to load a bitplane into the array of light modulators
726, the lamp extinguishing times are set in the schedule table to coincide with the completion of an addressing event
corresponding to the subsequent sub-frame image. For example, LTO is set to occur at a time after ATO which coincides
with the completion of the loading of bitplane R2. LT1 is set to occur at a time after AT1 which coincides with the
completion of the loading of bitplane R1.

[0136] Some bitplanes, such as R0, GO, and BO, however, are intended to be illuminated for a period of time that is
less than the amount of time it takes to load a bitplane into the array. Thus, LT3, LT7, and LT11 occur in the middle of
subsequent addressing events.
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[0137] In alternate implementations the sequence of lamp illumination and data addressing can be reversed. For
instance the addressing of bitplanes corresponding to the subsequent sub-frame image can follow immediately upon
the completion of a global actuation event, while the illumination of a lamp can be delayed until a lamp illumination event
at some point after the addressing has begun.

[0138] Figure 13 is a timing diagram 1300 that corresponds to another implementation of the display process 1100
that utilizes a table similar to Table 2 as a schedule table. The timing diagram 1300 corresponds to a coded-intensity
grayscale addressing process similar to that described with respect to Figure 5 in that each sub-frame image for a given
color component (red, green, and blue) is illuminated for the same amount of time. However, in contrast to the display
process depicted in Figure 5, in the display process corresponding to timing diagram 1300, each sub-frame image of a
particular color component is illuminated at half the intensity as the prior sub-frame image of the color component,
thereby implementing a binary weighting scheme without varying lamp illumination times.

Table 2: Schedule Table 2

Field Field Field Field Field Field Field Field Field
1 2 3 4 5 6 7 n-1 n
addressing time ATO AT1 AT2 AT3 AT4 ATS AT6 A7(n-1) ATn
memory location of sub-frame MO M1 M2 M3 M4 M4 M6 M(n-1) Mn
data set
lamp ID R R R R G G G B B
lamp intensity ILO IL1 IL2 IL3 IL4 IL5 IL6 IT(n-1) ITn
[0139] More specifically, the display of an image frame in timing diagram 1300 begins upon the detection of a vsync

pulse. As indicated on the timing diagram and in the Table 2 schedule table, the bitplane R3, stored beginning at memory
location MO, is loaded into the array of light modulators 702 in an addressing event that begins at time ATO. Once the
controller 704 outputs the last row data of a bitplane to the array of light modulators 702, the controller 704 outputs a
global actuation command. After waiting the actuation time, the controller causes the red lamp to be illuminated at a
lamp intensity ILO stored in the Table 2 schedule table. Similar to the addressing process described with respect to
Figure 12, since the actuation time is a constant for all sub-frame images, no corresponding time value needs to be
stored in the schedule table store 726 to determine this time. Attime AT1, the controller 704 begins loading the subsequent
bitplane R2, which, according to the schedule table, is stored beginning at memory location M1, into the array of light
modulators 702. The sub-frame image corresponding to bitplane R2 is illuminated at an intensity level IL1, as indicated
in Table 2, which is equal to half of the intensity level ILO. Similarly, the intensity level IL2 for bitplane R1 is equal to half
of the intensity level IL1, and the intensity level 113 for bitplane RO is equal to half of the intensity level IL2.

[0140] For each sub-frame image, the controller 704 may extinguish the illuminating lamp at the completion of an
addressing event corresponding to the next sub-frame image. As such, no corresponding time value needs to be stored
in the schedule table store 726 corresponding to lamp illumination times.

[0141] Figure 14A is a timing diagram 1400 that corresponds to another implementation of the display process 1100
that utilizes a table similar to Table 3 as a schedule table. The timing diagram 1400 corresponds to a coded-time division
grayscale addressing process in which image frames are displayed by displaying five sub-frame images for each of
three color components (red, green, and blue) of the image frame. By including an extra sub-frame image per color
component, the display process corresponding to timing diagram 1400 can display twice the number of gray scale levels
at each color as the display process that corresponds to timing diagram 1200. Each sub-frame image displayed of a
given color is displayed at the same intensity for half as long a time period as the prior sub-frame image, thereby
implementing a binary pulse width weighting scheme for the sub-frame images.

Table 3: Schedule Table 3

Field Field Field Field Field Field Field Field Field
1 2 3 4 5 6 7 n-1 n
addressing time ATO AT1 AT2 AT3 AT4 | AT5 | AT6 AT(n-1) | ATn
memory location of sub-frame MO MA M2 M3 M4 M4 M6 M(n-1) Mn
data set
lamp ID R R R R R G G B B
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(continued)

Field Field Field Field Field Field Field Field  Field
1 2 3 4 5 6 7 n-1 n
lamp time ‘ LTO | LT ‘ LT2 | LT3 | LT4 ‘ LT5 | LT6 LT(n-1) | LTn

[0142] More specifically, the display of an image frame in timing diagram 1200 begins upon the detection of a vsync
pulse. As indicated on the timing diagram, the bitplane R4, stored beginning at memory location MO, is loaded into the
array of light modulators 702 in an addressing event that begins at time ATO. Once the controller 704 outputs the last
row data of a bitplane to the array of light modulators 702, the controller 704 outputs a global actuation command. After
waiting the actuation time, the controller causes the red lamp to be illuminated. Similar to the addressing process
described with respect to Figure 12, since the actuation time is a constant for all sub-frame images, no corresponding
time value needs to be stored in the schedule table store 726 to determine this time. At time AT1, the controller 704
begins loading the subsequent bitplane R3, which is stored beginning at memory location M1, into the array of light
modulators 702.

[0143] Lamp extinguishing event times occur at times stored in the schedule table store 726. The times may be stored
in terms of clock cycles following the detection of a vsync pulse, or they may be stored in terms of clock cycles following
the beginning of the loading of the previous bitplane into the array of light modulators 702. For bitplanes which are to
be illuminated for a period longer than the time it takes to load a bitplane into the array of light modulators 726, the lamp
extinguishing times are set in the schedule table to coincide with the completion of an addressing event corresponding
to the subsequent sub-frame image. For example, LTO is set to occur at a time after ATO which coincides with the
completion of the loading of bitplane R3. LT1 is set to occur at a time after AT1 which coincides with the completion of
the loading of bitplane R2.

[0144] Similar to the addressing process corresponding to the timing diagram 1200 of Figure 12, some bitplanes, such
as R1 and RO, G1 and GO0, and B and BO are intended to be illuminated for a period of time that is less than the amount
of time it takes to load a bitplane into the array. Thus, their corresponding lamp extinguishing times occur in the middle
of subsequent addressing events. Because the lamp extinguishing times depend on whether the corresponding illumi-
nation times are less than or greater than the time required for addressing, the corresponding schedule table includes
lamp times, e.g., LTO, LT1, LT2, etc.

[0145] Figure 14B is a timing diagram 1450 that corresponds to another implementation of the display process 1100
that utilizes the parameters stored in Table 4 as a schedule table. The timing diagram 1450 corresponds to a coded-
time division and intensity grayscale addressing process similar to that of the timing diagram 1400, except that the
weighting of the least significant sub-image and the second least significant sub-image are achieved by varying lamp
intensity in addition to lamp illumination time. In particular, sub-frame images corresponding to the least significant
bitplane and the second least significant bitplane are illuminated for the same length of time as the sub-frame images
corresponding to the third least significant bitplane, but at one quarter and one halfthe intensity, respectively. By combining
intensity grayscale with time division grayscale, all the bitplanes may be illuminated for a period of time equal to or longer
thanthetimeittakestoload abitplane into the array of light modulators 702. This eliminates the need for lamp extinguishing
times to be stored in the schedule table store 726.

Table 4: Schedule Table 4

Field Field Field Field Field Field Field Field Field
1 2 3 4 5 6 7 n-1 n
addressing time ATO AT1 AT2 AT3 AT4 | AT5 | AT6 AT(n-1) | ATn
memory location of sub-frame MO M1 M2 M3 M4 M4 M6 M(n-1) Mn
data set
lamp ID R R R R R G G B B
lamp intensity ILO IL1 IL2 IT3 IT4 ITS5 IT6 IT(n-1) ITn

[0146] More specifically, the display of an image frame in timing diagram 1450 begins upon the detection of a vsync
pulse. As indicated on the timing diagram and schedule table 4, the bitplane R4, stored beginning at memory location
MO, is loaded into the array of light modulators 702 in an addressing event that begins at time AT0. Once the controller
704 outputs the last row of data of a bitplane to the array of light modulators 702, the controller 704 outputs a global
actuation command. After waiting the actuation time, the controller causes the red lamp to be illuminated at a lamp
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intensity ILO stored in the schedule table store 726. Similar to the addressing process described with respect to Figure
12, since the actuation time is a constant for all sub-frame images, no corresponding time value needs to be stored in
the schedule table store 726 to determine this time. At time AT1, the controller 704 begins loading the subsequent
bitplane R3, which, according to the schedule table, is stored beginning at memory location M1, into the array of light
modulators 702. The sub-frame image corresponding to bitplane R3 is illuminated at an intensity level IL1, as indicated
in Table 2, which is equal to the intensity level ILO. Similarly, the intensity level IL2 for bitplane R2 is equal to the intensity
level IL1. However, the intensity level IT3 for bitplane R1 is half that of the intensity level IL2, and the intensity level IT4
for bitplane RO is half that of the intensity level IT3.

[0147] Similar to the display process described with respect to Figure 13, for each sub-frame image, the controller
704 may extinguish the illuminating lamp at the completion of an addressing event corresponding to the next sub-frame
image. As such, no corresponding time value needs to be stored in the schedule table store 726 to determine this time.
[0148] The timing diagram 1450 corresponds to a display process in which perceived brightness of sub-images of an
output sequence are controlled in a hybrid fashion. For some sub-frame images in the output sequence, brightness is
controlled by modifying the period of illumination of the sub-frame image. For other sub-frame images in the output
sequence, brightness is controlled by modifying illumination intensity. It is useful in a direct view display to provide the
capability for controlling both pulse widths and intensities independently. In one implementation of such independent
control, the lamp drivers 714 are responsive to variable intensity commands issued from the timing control module 724
as well as to timing or trigger signals from the timing control module 724 for the illumination and extinguishing of the
lamps. For independent pulse width and intensity control, the schedule table store 726 stores parameters that describe
the required intensity of lamps in addition to the timing values associated with their illumination.

[0149] It is useful to define an illumination value as the product (or the integral) of an illumination period (or pulse
width) with the intensity of that illumination. For a given time interval assigned in an output sequence for the illumination
of a bitplane there are numerous alternative methods for controlling the lamps to achieve any required illumination value.
Three such alternate pulse profiles for lamps appropriate to this invention are compared in Figure 14C. In Figure 14C
the time markers 1482 and 1484 determine time limits within which a lamp pulse must express its illumination value. In
a global actuation scheme for driving MEMS-based displays, the time marker 1482 might represent the end of one global
actuation cycle, wherein the modulator states are set for a bitplane previously loaded, while the time marker 1484 can
represent the beginning of a subsequent global actuation cycle, for setting the modulator states appropriate to the
subsequent bitplane. For bitplanes with smaller significance, the time interval between the markers 1482 and 1484 can
be constrained by the time necessary to load data subsets, e.g. bitplanes, into the array of modulators. The available
time interval, in these cases, is substantially longer that the time required for illumination of the bitplane, assuming a
simple scaling from the pulse widths assigned to bits of larger significance.

[0150] The lamp pulse 1486 is a pulse appropriate to the expression of a particular illumination value. The pulse width
1486 completely fills the time available between the markers 1482 and 1484. The intensity or amplitude of lamp pulse
1486 is adjusted, however, to achieve a required illumination value. An amplitude modulation scheme according to lamp
pulse 1486 is useful, particularly in cases where lamp efficiencies are not linear and power efficiencies can be improved
by reducing the peak intensities required of the lamps.

[0151] The lamp pulse 1488 is a pulse appropriate to the expression of the same illumination value as in lamp pulse
1486. The illumination value of pulse 1499 is expressed by means of pulse width modulation instead of by amplitude
modulation. As shown in the timing diagram 1400, for many bitplanes the appropriate pulse width will be less than the
time available as determined by the addressing of the bitplanes.

[0152] The series of lamp pulses 1490 represent another method of expressing the same illumination value as in lamp
pulse 1486. A series of pulses can express an illumination value through control of both the pulse width and the frequency
of the pulses. The illumination value can be considered as the product of the pulse amplitude, the available time period
between markers 1482 and 1484, and the pulse duty cycle.

[0153] The lamp driver circuitry can be programmed to produce any of the above alternate lamp pulses 1486, 1488,
or 1490. For example, the lamp driver circuitry can be programmed to accept a coded word for lamp intensity from the
timing control module 724 and build a sequence of pulses appropriate to intensity. The intensity can be varied as a
function of either pulse amplitude or pulse duty cycle.

[0154] Figure 15 is a timing diagram 1500 that corresponds to another implementation of the display process 1100
that utilizes a schedule table similar to Table 5. The timing diagram 1500 corresponds to a coded-time division grayscale
addressing process similar to that described with respect to Figure 12, except that restrictions have been placed on
illumination periods for the most significant bits and rules have been established for the ordering of the bitplanes in the
display sequence. The sequencing rules illustrated for timing diagram 1500 are established to help reduce two visual
artifacts which detract from image quality in field sequential displays, i.e. color breakup and flicker. Color breakup is
reduced by increasing the frequency of color changes, that is by alternating between sub-images of different colors at
a frequency preferably in excess of 180 Hz. Flicker is reduced in its simplest manifestation by ensuring that frame rates
are substantially greater than 30 Hz, that is, by ensuring that bitplanes of similar significance which appear in subsequent
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image frames are separated by time periods of less than 25 milliseconds.

Table 5: Schedule Table 5

Field Field Field Field Field Field Field Field Field
1 2 3 4 5 6 7 n-1 n
addressing time ATO AT1 AT2 AT3 AT4 | ATS5 | AT6 AT(n-1) | ATn
memory location of sub-frame MO M1 M2 M3 m M4 M6 M(n-1) Mn
data set
lamp ID R G B R R G G G B

[0155] Sequencing rules associated with color breakup and flicker can be implemented by the technique of bit splitting.
In particular, in timing diagram 1500, the most significant bits, e.g. R3, G3, and B3, are split in two, that is: reduced to
half of their nominal illumination period and then repeated or displayed twice within the time of any given image frame.
The red bitplane R3 for instance, is first loaded to the modulation array at time event ATO and is then loaded for the
second time at the time event AT9. The illumination period associated with the most significant bitplane R3, loaded at
time event AT9, is equal to the illumination period associated with bitplane R2, which is loaded at the time event AT12.
Because the most significant bitplane R3 appears twice within the image frame, however, the illumination value associated
with the information contained within bitplane R3 is still twice that allotted to the next most significant bitplane R2.
[0156] In addition, instead of displaying sub-frame images of an image grouped by color, as shown in the timing
diagrams 1000, 1200, 1300, 1400 and 1450, the timing diagram 1500 displays sub-frame images corresponding to a
given color interspersed among sub-frame images corresponding to other colors. For example, to display an image
according to the timing diagram 1500, a display first loads and displays the first occurrence of the most significant bitplane
for red, R3, followed immediately by the most significant green bitplane, G3, followed immediately by the most significant
blue bitplane B3. Since the most significant bitplanes have been split, these color changes occur fairly rapidly, with the
longest time periods between color changes about equal to the illumination time of the next most significant bitplane,
R2. The time periods between illumination of sub-frame images of different colors, illustrated as the time period J in
timing diagram 1500, are preferably held to less than 4 milliseconds, more preferably less than 2.8 milliseconds. The
smaller bitplanes , R1 and R0, 01 and GO, and B1 and B0 can still be grouped together, since the total of their illumination
times is still less than 4 milliseconds.

[0157] Interspersing or alternating between bitplanes or different colors helps to reduce the imaging artifact of color
breakup. It is preferable to avoid grouping the output of bitplanes by color. For instance, although the bitplane B3 is the
third of the bitplanes to be output by the controller (at addressing event AT2), the appearance of the blue bitplane B3
does not imply the end of all possible appearances of red bitplanes within the frame time. Indeed the bitplane R1 for the
color red immediately follows B3 in the sequence of timing diagram 1500. It is preferable to alternate between bitplanes
of different color with the highest frequency possible within an image frame.

[0158] To reduce the power associated with refreshing a display it is not always possible to establish a frame rate in
excess of 30 Hz. Alternate rules related to the ordering of the bitplanes may still be applied, however, to minimize flicker
in the perceived image. In timing diagram 1500 the time periods K and L represent the separation in time between events
in which the most significant bitplane in red, i.e. the most significant bitplane R3 is output to the display. Similar time
periods K and L exist between successive occurrences of the other most significant bitplanes G3 and B3. The time
period K represents the maximum time between output of most significant bitplanes within a given image frame. The
time period L represents the maximum time between output of most significant bitplanes in two consecutive image
frames. In timing diagram 1500 the sum of K + L is equal to the frame time, and for this embodiment, the frame time
may be as long as 33 milliseconds (corresponding to a 30 Hz frame rate). Flicker may still be reduced in displays where
bit-splitting is employed, if both time intervals K and L are held to less than 25 milliseconds, preferably less than 17
milliseconds.

[0159] Flicker may arise from a variety of factors wherein characteristics of a display are repeated at frequencies as
low as 30 Hz. In timing diagram 1500, for instance, the lesser significance bitplanes R1 and RO are illuminate only once
per frame, and the frame rate is as long as 30 Hz. Therefore images associated with these lesser bitplanes may contribute
to the perception of flicker. The bank-wise addressing method described with respect to Figure 19, however, will provide
another mechanism by which even lesser bitplanes can be repeated at frequencies substantially greater than the frame
rate.

[0160] Flicker may also be generated by the characteristic of bitplane jitter. Jitter appears when the spacing between
similar bitplanes is not equal in the sequence of displayed bitplanes. Flicker would ensue, for instance, if the time periods
K and L between MSB red bitplanes were not equal. Flicker can be reduced by ensuring that time periods K and L are
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equal to within 10%. That is the length of time between a first time the bitplane corresponding to the most significant
sub-frame image of a color component of the image frame is output and a second time the bitplane corresponding to
the most significant sub-frame image of the color component is output is within 10% of the length of time between the
second time the bitplane corresponding to the most significant sub-frame image of the color component is output and
a subsequent time at which a sub-frame image corresponding to the most significant sub-frame image of the color
component is output.

[0161] Figure 16 is a timing diagram 1600 that corresponds to another implementation of the display process 1100
that utilizes the parameters listed in Table 6. The timing diagram 1600 corresponds to a coded-time division grayscale
addressing process in which image frames are displayed by displaying four sub-frame images for each color component
of the image frame. Each sub-frame image displayed of a given color is displayed at the same intensity for half as long
a time period as the prior sub-frame image, thereby implementing a binary weighting scheme for the sub-frame images.
The timing diagram 1600 is similar to the timing diagram 1200 of Figure 12, but has sub-frame images corresponding
to the color white, in addition to the colors red, green and blue, that are illuminated using a white lamp. The addition of
a white lamp allows the display to display brighter images or operate its lamps at lower power levels while maintaining
the same brightness level. As brightness and power consumption are not linearly related, the lower illumination level
operating mode, while providing equivalent image brightness, consumes less energy. In addition, white lamps are often
more efficient, i.e. they consume less power than lamps of other colors to achieve the same brightness.

[0162] More specifically, the display of an image frame in timing diagram 1600 begins upon the detection of vsync
pulse. As indicated on the timing diagram and in the Table 6 schedule table, the bitplane R3, stored beginning at memory
location MO, is loaded into the array of light modulators 702 in an addressing event that begins at time ATO. Once the
controller 704 outputs the last row data of a bitplane to the array of light modulators 702, the controller 704 outputs a
global actuation command. After waiting the actuation time, the controller causes the red lamp to be illuminated. Similar
to the addressing process described with respect to Figure 12, since the actuation time is a constant for all sub-frame
images, no corresponding time value needs to be stored in the schedule table store 726 to determine this time. At time
AT4, the controller 704 begins loading the first of the green bitplanes, G3, which, according to the schedule table, is
stored beginning at memory location M4.. At time AT8, the controller 704 begins loading the first of the blue bitplanes,
B3, which, according to the schedule table, is stored beginning at memory location M8.. At time AT 12, the control ler
704 begins loading the first of the white bitplanes, W3, which, according to the schedule table, is stored beginning at
memory location M12. After completing the addressing corresponding to the first of the white bitplanes, W3, and after
waiting the actuation time, the controller causes the white lamp to be illuminated for the first time.

[0163] Because all the bitplanes are to be illuminated for a period longer than the time it takes to load a bitplane into
the array of light modulators 726, the controller 704 extinguishes the lamp illuminating a sub-frame image upon completion
of an addressing event corresponding to the subsequent sub-frame image. For example, LTO is set to occur at a time
after ATO which coincides with the completion of the loading of bitplane R2. LT1 is set to occur at a time after AT1 which
coincides with the completion of the loading of bitplane R1.

[0164] The time period between vsync pulses in the timing diagram is indicated by the symbol FT, indicating a frame
time. In some implementations the addressing times ATO, AT1, etc. as well as the lamp times LTO, LT1, etc. are designed
to accomplish 4 sub-frame images for each of the 4 colors within a frame time FT of 16.6 milliseconds, i.e. according to
a frame rate of 60 Hz. In other implementations the time values stored in schedule table store 726 can be altered to
accomplish 4 sub-frame images per color within a frame time FT of 33.3 milliseconds, i.e. according to a frame rate of
30 Hz. In other implementations frame rates as low as 24 Hz may be employed or frame rates in excess of 100 Hz may
be employed.

Table 6: Schedule Table 6

Field Field Field Field Field Field Field Field Field
1 2 3 4 5 6 7 n-1 n
addressing time ATO AT1 AT2 AT3 AT4 | AT5 | AT6 AT(n-1) | ATn
memory location of sub-frame MO M1 M2 M3 M4 M4 M6 M(n-1) Mn
data set
lamp ID R R R R G G G w w

[0165] The use of white lamps can improve the efficiency of the display. The use of four distinct colors in the sub-
frame images requires changes to the data processing in the input processing module 718. Instead of deriving bitplanes
for each of 3 different colors, a display process according to timing diagram 1600 requires bitplanes to be stored corre-
sponding to each of 4 different colors. The input processing module 718 may therefore convert the incoming pixel data,
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encoded for colors in a 3-color space, into color coordinates appropriate to a 4-color space before converting the data
structure into bitplanes.

[0166] In addition to the red, green, blue, and white lamp combination, shown in timing diagram 1600, other lamp
combinations are possible which expand the space or gamut of achievable colors. A useful 4-color lamp combination
with expanded color gamut is red, blue, true green (about 520 nm) plus parrot green (about 550 nm). Another 5-color
combination which expands the color gamut is red, green, blue, cyan, and yellow. A 5-color analogue to the well known
Y1Q color space can be established with the lamps white, orange, blue, purple, and green. A 5-color analog to the well
known YUV color space can be established with the lamps white, blue, yellow, red, and cyan.

[0167] Other lamp combinations are possible. For instance, a useful 6-color space can be established with the lamp
colors red, green, blue, cyan, magenta, and yellow. A 6-color space can also be established with the colors white, cyan,
magenta, yellow, orange, and green. A large number of other 4-color and 5-color combinations can be derived from
amongst the colors already listed above. Further combinations of 6,7, 8 or 9 lamps with different colors can be produced
from the colors listed above, Additional colors may be employed using lamps with spectra which lie in between the colors
listed above.

[0168] Figure 17 is a timing diagram 1700 that corresponds to another implementation of the display process 1100
that utilizes the parameters listed in the schedule table of Table 7. The timing diagram 1700 corresponds to a hybrid
coded-time division and intensity grayscale display process in which lamps of different colors may be illuminated simul-
taneously. Though each sub-frame image is illuminated by lamps of all colors, sub-frame images for a specific color are
illuminated predominantly by the lamp of that color. For example, during illumination periods for red sub-frame images,
the red lamp is illuminated at a higher intensity than the green lamp and the blue lamp. As brightness and power
consumption are not linearly related, using multiple lamps each at a lower illumination level operating mode may require
less power than achieving that same brightness using one lamp at an higher illumination level.

[0169] The addressing timing is similar to that described in Figure 12 in that each sub-frame image is displayed at the
same intensity for half as long a time period as the prior sub-frame image, except for the sub-frame images corresponding
to the least significant bitplanes which are instead each illuminated for the same length of time as the prior sub-frame
image, but at half the intensity. As such, the sub-frame images corresponding to the least significant bitplanes are
illuminated for a period of time equal to or longer than that required to load a bitplane into the array.

Table 7: Schedule Table 7

Field Field Field Field Field Field Field Field Field
1 2 3 4 5 6 7 n-1 n

data time ATO AT1 AT2 AT3 | AT4 AT5 | AT6 AT(n-1) | ATn
memory location of sub-frame MO MA M2 M3 Ma M5 M6 M(n-1) Mn
data set
red average intensity RIO RI1 RI2 RI3 R4 RI5 RI6 R1(n-1) Rn
green average intensity GIO GI1 Gl2 GI3 Gl4 Gl5 Gl6 Gl(n-1) Gn
blue average intensity BIO BI1 BI2 BI3 Bl4 BI5 BI6 Bl(n-1) Bn

[0170] More specifically, the display of an image frame in timing diagram 1700 begins upon the detection of a vsync
pulse. As indicated on the timing diagram and in the Table 7 schedule table, the bitplane R3, stored beginning at memory
location MO, is loaded into the array of light modulators 702 in an addressing event that begins at time AT0. Once the
controller 704 outputs the last row data of a bitplane to the array of light modulators 702, the controller 704 outputs a
global actuation command. After waiting the actuation time, the controller causes the red, green and blue lamps to be
illuminated at the intensity levels indicated by the Table 7 schedule, namely RIO, GIO and BIO, respectively. Similar to
the addressing process described with respect to Figure 12, since the actuation time is a constant for all sub-frame
images, no corresponding time value needs to be stored in the schedule table store 726 to determine this time. At time
AT1, the controller 704 begins loading the subsequent bitplane R2, which, according to the schedule table, is stored
beginning at memory location M1, into the array of light modulators 702. The sub-frame image corresponding to bitplane
R2, and later the one corresponding to bitplane R1, are each illuminated at the same set of intensity levels as for bitplane
R1, as indicated by the Table 7 schedule. In comparison, the sub-frame image corresponding to the least significant
bitplane RO, stored beginning at memory location M3, is illuminated at half the intensity level for each lamp. That is,
intensity levels RI3, GI3 and BI3 are equal to half that of intensity levels RIO, GI0 and BIO, respectively. The process
continues starting at time AT4, at which time bitplanes in which the green intensity predominates are displayed. Then,
at time ATS, the controller 704 begins loading bitplanes in which the blue intensity dominates.
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[0171] Because all the bitplanes are to be illuminated for a period longer than the time it takes to load a bitplane into
the array of light modulators 726, the controller 704 extinguishes the lamp illuminating a sub-frame image upon completion
of an addressing event corresponding to the subsequent sub-frame image. For example, LTO is set to occur at a time
after ATO which coincides with the completion of the loading of bitplane R2. LT1 is set to occur at a time after AT1 which
coincides with the completion of the loading of bitplane R1.

[0172] The mixing of color lamps within sub-frame images in timing diagram 1700 can lead to improvements in power
efficiency in the display. Color mixing can be particularly useful when images do not include highly saturated colors.
[0173] Figure 18 is a more detailed flow chart of an illustrative display process 1800 suitable for use as part of the
display method 800 for displaying images on the direct-view display 700. As in the display process 1100, the display
process 1800 utilizes bitplanes for sub-frame data sets. Display process 1800 also includes a global actuation functionality
similar to that used in display process 1100. Display process 1800, however, adds a bankwise addressing functionality
as a tool for improving the illumination efficiency in the display.

[0174] For many display processes, especially where a display loads and displays large numbers of bitplanes (for
example, greater than 5) for each color component of an image, proportionately more time must be dedicated to the
addressing of the display at the expense of illumination of corresponding sub-images This is true even when global
actuation techniques are employed as in display process 1100. The situation is illustrated by the timing diagram 1400
of Figure 14A. Timing diagram 1400 illustrates a 5-bit sequence per color with illumination values assigned to the bitplanes
according to a binary significance sequence 16:8:4:2:1. The illumination periods associated with the bitplanes R1 and
RO, however, are considerably shorter than the time required for loading data sets into the array appropriate to the next
bitplane. As a result, a considerable amount of time passes between the times the lamps illuminating the R1 and RO
bitplanes are extinguished and the times the lamps illuminating the RO and G4 bitplanes, respectively, are turned on.
This situation results in a reduced duty cycle and therefore reduced efficiency for lamp illumination.

[0175] Bankwise addressing is a functionality by which duty cycles for lamps can be increased by reducing the times
required for addressing. This is accomplished by dividing the display into multiple independently actuatable banks of
rows such that only a portion of the display needs to be addressed and actuated at any one time. Shorter addressing
cycles increase the efficiency of the display for those bitplanes that require only the shortest of illumination times.
[0176] In one particular implementation, bank-wise addressing involves segregating the rows of the display into two
segments. In one embodiment, the rows in the top half of the display are controlled separately from rows in the bottom
half of the display. In another embodiment the display is segregated on an every-other row basis, such that even-
numbered rows belong to one bank or segment and the odd-numbered rows belong to the other bank. Separate bitplanes
are stored for each segment at a distinct addresses in the buffer memory 722. For bank-wise addressing, the input
processing module 718 is programmed to not only derive bitplane information from the incoming video stream, but also
to identify, and in some cases store, portions of bitplanes separately according to their assignment to different banks.
In the following description bitplanes are labeled by color, bank, and significance value. For example, bitplane RE3 in
a five bit per color component gray scale process refers to the second most significant bitplane for the even numbered
rows of the display apparatus. Bitplane BOO corresponds to the least significant blue bitplane for the odd numbered rows.
[0177] When the bankwise addressing scheme employs a global actuation functionality, then independent global
actuation voltage drivers and independent global actuation interconnects are provided for each bank. For instance the
odd-numbered rows are connected to one set of global actuation drivers and global actuation interconnects, while the
even numbered rows are connected to an independent set of global actuation drivers and interconnects.

[0178] Display process 1800 begins with the initiation of the display of a new image frame (step 1802). Such an
initiation may be triggered by the detection of a vsync voltage pulse in the image signal 717. Then, at a time identified
in the schedule table store 726 after the initiation of the display process for the image frame, the controller 704 begins
loading the first bitplane into the light modulators of the array of light modulators 702 (step 1804). In contrast to step
1104 of Figure 11, at step 1804, bitplanes for either one or both of the banks of the display are loaded into the corresponding
rows of the array of light modulators 702. In one embodiment, at step 1804, the timing control module 724 analyzes its
output sequence to see how many banks need to be addressed in a given addressing event and then addresses each
bank needed to be addressed in sequence. In one implementation, for one bank, bitplanes are loaded into corresponding
light modulator rows in order of increasing significance while for the other bank, bitplanes are loaded into the corresponding
light modulator rows in order of decreasing significance.

[0179] At step 1806, any lamp currently illuminated is extinguished. Step 1806 may occur at or before the loading of
a particular bitplane (step 1804) is completed, depending on the significance of the bitplane. For example, in some
embodiments, to maintain the binary weighting of bitplanes with respect to one another, some bitplanes may need to
be illuminated for a time period that is less than the amount of time it takes to load the next bitplane into the array of
light modulators 702. Thus, a lamp illuminating such a bitplane is extinguished while the next bitplane is being loaded
into the array of light modulators (step 1804). To ensure that lamps are extinguished at the appropriate time, a timing
value is stored in the schedule table to indicate the appropriate light extinguishing time.

[0180] When the controller 704 has completed loading either or both of the bitplane data into either or both of banks
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in the array of light modulators 702 (step 1804) and when the controller has extinguished any illuminated lamps (step
1806), the controller 704 issues a global actuation command (step 1808) to either or both of the global actuation drivers,
depending on where it is in its output sequence, thereby causing either only one of the banks of addressable modulators
or both banks in the array of light modulators 702 to actuate at substantially the same time. The timing of the global
actuation is determined by logic in the timing control module based on whether the schedule indicates that one or both
of the banks requires addressing. That is, if a single bank needs addressing according to the schedule table store 726,
the timing control module 724 waits a first amount of time before causing the controller 704 to issue the global actuation
command. If the schedule table store 726 indicates both banks require addressing, the timing control module 724 waits
about twice that amount of time before triggering global actuation. As only two possible time values are needed for timing
global actuation (i.e., a single bank time, or a dual bank time), these values can be stored permanently in the timing
control module 724 in hardware, firmware, or software.

[0181] After waiting the actuation time of the light modulators, the controller 704 issues an illumination command (step
1810) to the lamp drivers to turn on the lamp corresponding to the recently loaded bitplane. The actuation time is
measured from the time a global actuation command is issued (step 1808), and thus is the same for each bitplane
loaded. Therefore, it need not be stored in a schedule table. It can be permanently stored in the timing control module
724 in hardware, firmware, or software.

[0182] After the lamp corresponding to the bitplane is illuminated (step 1810), at decision block 1812, the controller
704 determines, based on the schedule table store 726, whether the currently loaded bitplane is the last bitplane for the
image frame to be displayed. If so, the controller 704 awaits initiation of the display of a subsequent image frame (step
1802). Otherwise, at the time of the next addressing event listed in the schedule table store 726, the controllers 704
begins loading the corresponding bitplane or bitplanes into the array of light modulators 702 (step 1804).

[0183] Figure 19is atiming diagram 1900 that corresponds to an implementation of the display process 1800 through
utilization of the parameters listed in the schedule table of Table 8. The timing diagram 1900 corresponds to a coded-
time division grayscale display process in which image frames are displayed by displaying 5 sub-frame images for each
of three color components (red, green, and blue) of the image frame. Each sub-frame image displayed of a given color
is displayed at the same intensity for half as long a time period as the prior sub-frame image, thereby implementing a
binary weighting scheme for the sub-frame images. In addition, the timing diagram 1900 incorporates the global actuation
functionality described in the display process 1100 and the bankwise addressing functionality described in the display
process 1800. By reducing the times required for addressing, the display can therefore either display brighter images,
or it can operate its lamps at lower power levels while maintaining the same brightness level. As brightness and power
consumption are not linearly related, the lower illumination level operating mode, while providing equivalent image
brightness, consumes less energy.

Table 8: Schedule Table 8

Field1 Field2 Field3 Field4 Field5 Field6 Field7 Field n-1  Fieldn
data time ATO AT1 AT2 AT3 AT4 AT5 AT6 AT(n-1) ATn
memory location
for Bank 1 "odd MO0 0 0 0 0 MO5 MO6 MO(n-1) MOn
rows"
memory location
for Bank 2 "even MEO ME1 ME2 ME3 ME4 0 0 ME(n-1) MEn
rows"
lamp ID R R R R R R R B B
lamp time LTO LT1 LT2 LT3 LT4 LTS5 LT6 LT(n-1) LTn

[0184] More specifically, the display of an image frame in timing diagram 1900 begins upon the detection of a vsync
pulse. As indicated on the timing diagram and in the Table 8 schedule table, the bitplane RO4, stored beginning at
memory location MOO, is loaded into only the odd rows of the array of light modulators 702 in an addressing event that
begins at time ATO. Immediately thereafter, the bitplane RE1 is loaded into only the even rows of the array of light
modulators, using data stored in the location MEQ. Once the controller 704 outputs the last of the even rows of data of
a bitplane to the array of light modulators 702, the controller 704 outputs a global actuation command to both of the
independently addressable global actuation drivers connected to the banks of even and odd rows. After waiting the
actuation time following the issuance of the global actuation command, the controller 704 causes the red lamp to be
illuminated. As indicated above, since the actuation time is a constant for all sub-frame images and is based on the
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issuance of the global actuation command, no corresponding time value needs to be stored in the schedule table store
726 to determine this time.

[0185] At time AT1, the controller 704 begins loading the subsequent bitplane REO, stored beginning at memory
location ME1, into the even rows of the array of light modulators 702. During the addressing event beginning at AT1,
the timing control module 724 skips any process related to loading of the data into the odd rows. This may be accomplished
by storage of a coded parameter in the schedule table store 726 associated with the timing value AT1, for instance, the
numeral zero. In this fashion the amount of time to complete the addressing event initiated at time AT1 is only ¥z of the
time required for addressing both banks of rows at time ATO. Note that the least significant red bitplane for the odd rows
is not loaded into the array of light modulators 702 until much later, at time AT5.

[0186] Lamp extinguishing event times LTO-LTn-1 occur at times stored in the schedule table store 726. The times
may be stored in terms of clock cycles following the detection of a vsync pulse, or they may be stored in terms of clock
cycles following the beginning of the loading of the previous bitplane into the array of light modulators 702. For bitplanes
which are to be illuminated for a period longer than the time it takes to load a bitplane into the array of light modulators
726, the lamp extinguishing times are set in the schedule table to coincide with the completion of a corresponding
addressing event. For example, LTO is set to occur at a time after ATO which coincides with the completion of the loading
of the even-numbered rows. LTO is set to occur at a time after AT1 which coincides with the completion of the loading
of bitplane REOQ into the even-numbered rows. LT3 is set to occur at a time after AT4, which coincides with the completion
of the loading of bitplane R01 into the odd-numbered rows. After all red bitplanes for each bank are loaded and illuminated
for the appropriate amounts of time, the process begins again with the green bitplanes.

[0187] The example of bank-wise addressing by timing diagram 1900 provides for only two independently addressable
and actuatable banks. In other embodiments, arrays of MEMS modulators and their drive circuits can be interconnected
so as to provide 3, 4, 5, 6, 7, 8 or more independently addressable banks. A display with 6 independently addressable
banks would require only 1/6 the time for addressing the rows within one bank, in comparison to time needed for
addressing of the whole display. With the use of 6 banks, 6 different bitplanes attributed to the same color of lamp can
be interleaved and illuminated simultaneously. For the 6-bit example, the rows associated with each bank may be
assigned to every 6th row of the display.

[0188] Insomeembodiments thatemploy bank-wise addressing, itis not necessary to turn off the lamps while switching
a given bank of rows from states indicated by one bitplane to states indicated in the next, as long as the states of the
rows in the other contemporaneous banks are associated with the same color.

[0189] Referring again to the sequencing rules introduced with respect to timing diagram 1500, the bank-wise ad-
dressing scheme provides additional opportunities for reducing flicker in a MEMS-based field sequential display. In
particular the red bitplane R1 for the even rows, introduced at addressing event ATO, is displayed within the same
grouping of red sub-images as the red bitplane R1 for the odd rows, introduced at timing event AT4. Each of these
bitplanes is displayed only once per frame. If the frame rate in timing diagram 19 was as low as 30 Hz, then the display
of these lesser bitplanes would be separated by substantially more than 25 milliseconds between frames, contributing
to the perception of flicker. However, this situation can be improved if the bitplanes in timing diagram 19 are further re-
arranged such that the display of R1 bitplanes between adjacentframes are never separated by more than 25 milliseconds,
preferably less than 17 milliseconds.

[0190] In particular, the display of the most significant bitplane in red, i.e. the most significant bit- R4, can be split, for
instance at some point between the addressing events AT3 and AT4. The two groupings of red sub-images can then
be re-arranged amongst similar sub-groupings in the green and blue sub-images. The red, green, and blue sub-groupings
can be interspersed, as in the timing diagram 1500. The result is that that the display of the e.g. R1, G1, B1, sub-frame
data sets can be arranged to appear at roughly equal time intervals, both within and between successive image frames.
In this example, the R1 bitplane for the even rows would still appear only once per image frame. Flicker can be reduced,
however, if the display of the R1 bitplane alternates between odd and even rows, and if the time separation between
display of the odd or even portions of the bitplane is never more than 25 milliseconds, preferably less than 17 milliseconds.
[0191] Figure 20 is a block diagram of a controller 2000 for use in a direct-view display, according to an illustrative
embodiment of the invention. For example, the controller 2000 can replace the controller 704 of the direct-view MEMS
display 700 of Figure 7. The controller 2000 receives an image signal 2017 from an external source and outputs both
data and control signals for controlling light modulators and lamps of the display into which it is incorporated

[0192] The controller 2000 includes an input processing module 2018, a memory control module 2020, a frame buffer
2022, a timing control module 2024, four unique schedule table stores 2026, 2027, 2028, and 2029. For the controller
2000, instead of a programming link which allows alteration of the parameters in a schedule table store, the controller
provides a switch control module 2040 which determines which of the 4 schedule table stores will be active at any given
time. In some implementations the components 2018 - 2040 may be provided as distinct chips or circuits which are
connected together by means of circuit boards and/or cables. In other implementations several of these components
can be designed together into a single semiconductor chip such that their boundaries are nearly indistinguishable except
by function.

28



10

15

20

25

30

35

40

45

50

55

EP 2 402 934 A2

[0193] The input processing module 2018 receives the image signal 2017 and processes the data encoded therein,
similar to input processing module 718, into a format suitable for displaying via the array of light modulators. The input
processing module 2018 takes the data encoding each image frame and converts it into a series of sub-frame data sets.
While in various embodiments, the input processing module 2018 may convert the image signal 2017 into non-coded
sub-frame data sets, ternary coded sub-frame data sets, or other form of coded sub-frame data set, preferably, the input
processing module 2018 converts the image signal 2017 into bitplanes, as described above in relation to Figures 6A-6C.
[0194] The input processing module 2018 outputs the sub-frame data sets to the memory control module 2020. The
memory control module 2020 then stores the sub-frame data sets in the frame buffer 2022. The frame buffer is preferably
a random access memory, although other types of serial memory can be used without departing from the scope of the
invention. The memory control module 2020, in one implementation stores the sub-frame data set in a predetermined
memory location based on the color and significance in a coding scheme of the sub-frame data set. In other implemen-
tations, the memory control module 2020 stores the sub-frame data set in a dynamically determined memory location
and stores that location in a lookup table for later identification. In one particular implementation, the frame buffer 2022
is configured for the storage of bitplanes.

[0195] The memory control module 2020 is also responsible for, upon instruction from the timing control module 2024,
retrieving sub-image data sets from the frame buffer 2022 and outputting them to the data drivers. The data drivers load
the data output by the memory control module 2020 into the light modulators of the array of light modulators . The
memory control module 2020 outputs the data in the sub-image data sets one row at a time. In one implementation, the
frame buffer 2022 includes two buffers, whose roles alternate. While the memory control module 2020 stores newly
generated bitplanes corresponding to a new image frame in one buffer, it extracts bitplanes corresponding to the pre-
viously received image frame from the other buffer for output to the array of light modulators Both buffer memories can
reside within the same circuit, distinguished only by address.

[0196] The orderin which the sub-image data sets are output, referred to as the "sub-frame data set output sequence,"
and the time at which the memory control module 2022 begins outputting each sub-image data set is controlled, at least
in part, by data stored in one of the alternate schedule table stores 2026, 2027, 2028, and 2029. Each of the schedule
table stores 2026 -.2029 stores at least one timing value associated with each sub-frame data set, an identifier indicating
where the sub-image data set is stored in the frame buffer 2022, and illumination data indicating the color or colors
associated with the sub-image data set. In some implementations, the schedule table stores 2026 - 2029 also store
intensity values indicating the intensity with which the corresponding lamp or lamps should be illuminated for a particular
sub-frame data set.

[0197] In one implementation the timing values stored in the schedule table stores 2026-2029 determine when to
begin addressing the array of light modulators with the sub-frame data set. In another implementation, the timing value
is used to determine when a lamp or lamps associated with the sub-frame data set should be illuminated and/or extin-
guished. In one implementation, the timing value is a number of clock cycles, which for example, have passed since the
initiation of the display of an image frame, or since the last addressing or lamp event was triggered.

[0198] Alternatively, the timing value may be an actual time value, stored in microseconds or milliseconds.

[0199] The distinct timing values stored in the various schedule table stores 2026-2029 provide a choice between
distinct imaging algorithms, for instance between display modes which differ in the properties of frame rate, lamp bright-
ness, achievable grayscale precision, or in the saturation of displayed colors. The storage of multiple schedule tables,
therefore, provides for flexibility in the method of displaying images, a flexibility which is especially advantageous when
it provides a method for saving power for use in portable electronics. Direct view display 2000 includes 4 unique schedule
tables stored in memory. In other implementations the number of distinct schedules that are stored may be 2, 3, or any
other number. For instance it may be advantageous to store schedule parameters for as many as 100 unique schedule
table stores.

[0200] The multiple schedule tables stored in controller 2000 allow for the exploitation of trade-offs between image
quality and power consumption. For some images, which do not require a display of deeper, saturated colors, it is
possible to rely on white lamps or mixed colors to provide brightness, especially as these color schemes can be more
power efficient. Similarly, not all images or applications require the display of 16 million colors. A palette of 250,000
colors may be sufficient (6 bits per color) for some images or applications. For other images or applications, a color
range limited to only 4,000 colors (4 bits per color) or 500 colors (3 bits per color) may be sufficient. It is advantageous
to include electronics in a direct view MEMS display controller so as to provide display flexibility to take advantage of
power saving opportunities.

[0201] Many of the variables effecting both image quality and power consumption in a MEMS direct view display are
governed by the timing and bitplane parameters which are stored in the schedule table store stores 2026-2029. Together
with the sequencing commands stored within the timing control module 2024, these parameters allow the controller
2000 to output variations on lamp intensities, frame rates, different pallets of colors (based on the mixing of lamp colors
within a subfield), or different grey scale bit depths (based on the number of bitplanes employed to display animage frame).
[0202] Inone implementation, each schedule table corresponds to a different display process. For example, schedule
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table 2026 corresponds to a display process capable of generating approximately 16 million colors (8 bits per color) with
high color saturation. Schedule table 2027 corresponds to a display process appropriate only for black and white (e.g.
text) images with a frame rate, or refresh rate, that is very low, e.g. less than 20 frames per second. Schedule table
2028 corresponds to a display process suited for outdoor viewing of color or video images where brightness is at a
premium but where battery power must nevertheless be conserved. Schedule table 2029 corresponds to a display
process providing a restricted choice of colors (e.g. 4,000) which would provide an easy to read and low-power display
appropriate for most icon or text-type information with the exception of video. Of the display processes represented by
the schedule table stores 2026-2029, the display process represented by schedule table 2026 requires the most power,
whereas the display process represented by schedule table 2027 requires the least. The display processes corresponding
to schedule tables 2028 and 2029 require power usage somewhere in between that required by the other display
processes.

[0203] In the controller 2000, for any given image frame, the timing control module 2024 derives its display process
parameters or constants from only one of the four possible sequence tables. A switch control module 2040 governs
which of the sequence tables is referenced by the timing control module 2040. This switch control module 2040 could
be a user controlled switch, or it could be responsive to commands from an external processor, contained either within
the same housing as the MEMS display device or external to it (referred to as an "external module"). The external module,
for instance, can decide whether the information to be displayed is text or video, or whether the information displayed
should be colored or strictly black and white. In some embodiments the switch commands can originate from the input
processing module 2018. Whether in response to an instruction from the user or an external module, the switch control
module 2040 selects a schedule table store that corresponds to the desired display process or display parameters.
[0204] Figure 21 is a flow chart of a process of displaying images 2100 (the "display process 2100") suitable for use
by a direct-view display such as the controller 2000 of Figure 20, according to an illustrative embodiment of the invention.
Referring to Figures 20 and 21, the display process 2100 begins with the selection of an appropriate schedule table for
use in displaying an image frame (step 2102). For example, a selection is made between schedule table stores 2026 -
2029. This selection can be made by the input processing module 2118, a module in another part of the device in which
the direct-view MEMS display is incorporated, or it can be made directly by the user of the device. When the selection
amongst schedule tables is made by the input processing module or an external module, it can be made in response to
the type of image to be displayed (for instance video or still images require finer levels of gray scale contrast versus an
image which needs only a limited number of contrast levels (such as a text image)). Another factor which that might
influence the selection of an imaging mode or schedule table, whether selected directly by a user or automatically by
the external module, might be the lighting ambient of the device. For example, one might prefer one brightness for the
display when viewed indoors or in an office environment versus outdoors where the display must compete in an envi-
ronment of bright sunlight. Brighter displays are more likely to be viewable in an ambient of direct sunlight, but brighter
displays consume greater amounts of power. The external module, when selecting schedule tables on the basis of
ambient light, can make that decision in response to signals it receives through an incorporated photodetector. Another
factor that might influence the selection of an imaging mode or schedule table, whether selected directly by a user or
automatically by the external module, might be the level of stored energy in a battery powering the device in which the
display is incorporated. As batteries near the end of their storage capacity it may be preferable to switch to an imaging
mode which consumes less power to extend the life of the battery.

[0205] The selection step 2102 can be accomplished by means of a mechanical relay, which changes the reference
within the timing control module 2024 to only one of the four schedule table stores 2026-2029. Alternately, the selection
step 2102 can be accomplished by the receipt of an address code which indicates the location of one of the schedule
table stores 2026-2029. The timing control module 2024 then utilizes the selection address, as received through the
switch control module 2040, to indicate the correct memory source for its schedule parameters. Alternately the timing
control module 2024 can make reference to a schedule table stored in memory by means of a multiplexer circuit, similar
to a memory control circuit. When a selection code is entered into the controller 2000 by means of the switch control
module 2040, the multiplexer is reset so that schedule table parameters requested by the timing control module 2024
are routed to the correct address in memory.

[0206] The process 2100 then continues with the receipt of the data for an image frame. The data is received by the
input processing module 2018 by means of the input line 2017 at step 2104. The input processing module then derives
a plurality of sub-frame data sets, for instance bitplanes, and stores them in the frame buffer 2022 (step 2106). After
storage of the sub-frame data sets the timing control module 2024 proceeds to display each of the sub-frame data sets,
at step 2108, in their proper order and according to timing values stored in the selected schedule table.

[0207] The process 2100 then continues iteratively with receipt of subsequent frames of image data. The sequence
of receiving image data at step 2104 through the display of the sub-frame data sets at step 2108 can be repeated many
times, where each image frame to be displayed is governed by the same selected schedule table. This process can
continue until the selection of a new schedule table is made at a later time, e.g. by repeating the step 2102. Alternatively,
the input processing module 2018 may select a schedule table for each image frame received, or it may periodically

30



10

15

20

25

30

35

40

45

50

55

EP 2 402 934 A2

examine the incoming image data to determine if a change in schedule table is appropriate.

[0208] Figure 22 is a block diagram of a controller 2200, suitable for inclusion in a MEMS direct-view display, according
to an illustrative embodiment of the invention. For example, the controller 2200 may replace the controller 704 of the
MEMS direct-view display 700. The controller 2200 receives an image signal 2217 from an external source and outputs
both data and control signals for controlling the drivers, light modulators, and lamps of the display in which the controller
is included.

[0209] The controller 2200 includes an input processing module 2218, a memory control module 2220, a frame buffer
2222, a timing control module 2224. In contrast to controllers 704 and 2000, the controller 2200 includes a sequence
parameter calculation module 2228. The sequence parameter calculation module receives monitoring data from the
input processing module 2218 and outputs changes to the sequencing parameters stored within the schedule table store
2226, and in some implementations, changes to the bitplanes stored for a given image frame. In some implementations,
the components 2218, 2220, 2222, 2224, 2226, and 2228 may be provided as distinct chips or circuits which are connected
together by means of circuit boards and/or cables. In other implementations, several of these components can be
designed together into a single semiconductor chip such that their boundaries are nearly indistinguishable except by
function.

[0210] The input processing module 2218 receives the image signal 2217 and processes the data encoded therein
into a format suitable for displaying via the array of light modulators. The input processing module 2218 takes the data
encoding each image frame and converts it into a series of sub-frame data sets. A sub-frame data set includes information
about the desired states of modulators in multiple rows and multiple columns of the array of light modulators . The number
and content of sub-frame data sets used to display an image frame depends on the grayscale technique employed by
the controller 2200. For example, the sub-frame data sets needed to form an image frame using a coded time-division
gray scale technique differs from the number and content of sub-frame data sets used to display an image frame using
a non-coded-time division gray scale technique. While in various embodiments, the input processing module 2218 may
convert the image signal 2217 into non-coded sub-frame data sets, ternary coded sub-frame data sets, or other form of
coded sub-frame data set, preferably, the input processing module 2218 converts the image signal 2217 into bitplanes,
as described above in relation to Figures 6A-6C.

[0211] The input processing module 2218 outputs the sub-frame data sets to the memory control module 2220. The
memory control module 2220 then stores the sub-frame data sets in the frame buffer 2222. The memory control module
2220, in one implementation stores the sub-frame data set in a predetermined memory location based on the color and
significance in a coding scheme of the sub-frame data set. In other implementations, the memory control module 2220
stores the sub-frame data set in a dynamically determined memory location and stores that location in a lookup table
for later identification. In one particular implementation, the frame buffer 2222 is configured for the storage of bitplanes.
[0212] The memory control module 2220 is also responsible for, upon instruction from the timing control module 2224,
retrieving bitplanes sets from the frame buffer 2222 and outputting them to the data drivers 2208. The data drivers 2208
load the data output by the memory control module 2220 into the light modulators of the array of light modulators . The
memory control module 2220 outputs the data in the sub-image data sets one row at a time. In one implementation, the
frame buffer 2222 includes two buffers, whose roles alternate. While the memory control module 2220 stores newly
generated bitplanes corresponding to a new image frame in one buffer, it extracts bitplanes corresponding to the pre-
viously received image frame from the other buffer for output to the array of light modulators Both buffer memories can
reside within the same circuit, distinguished only by address.

[0213] The orderin which the sub-image data sets are output, referred to as the "sub-frame data set output sequence,"
and the time at which the memory control module 2220 begins outputting each sub-image data set is controlled, at least
in part, by data stored in the schedule table store 2226. The schedule table store 2226 stores at least one timing value
associated with each sub-frame data set, an identifier indicating where the sub-image data set is stored in the frame
buffer 2222, and illumination data indicating the color or colors associated with the sub-image data set. In some imple-
mentations, the schedule table store 2226 also stores intensity values indicating the intensity with which the corresponding
lamp or lamps should be illuminated for a particular sub-frame data set.

[0214] In one implementation the timing values stored in the schedule table store 2226 determine when to begin
addressing the array of light modulators with each sub-frame data set. In another implementation, the timing value is
used to determine when alamp or lamps associated with the sub-frame data set should be illuminated and/or extinguished.
In one implementation, the timing value is a number of clock cycles, which for example, have passed since the initiation
of the display of an image frame, or since the last addressing or lamp event was triggered. Alternatively, the timing value
may be an actual time value, stored in microseconds or milliseconds.

[0215] Controller 2200 includes a re-configurable schedule table store 2226. As described above with respect to
controllers 704 and 2000 the schedule table store 2226 provides a flexible or programmable component to the controller.
A programming link, such as the interface 730 allowed the schedule table store 726 within controller 704 to be altered
or reprogrammed according to different lamp intensities, frame rates, color schemes, or grey scale bit depths. Similar
alterations to the display process are possible for schedule table store 2226 within controller 2200, except that these
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variations now occur automatically in response to the requirements of individual image frames, based on characteristics
of those image frames detected by the input processing module 2218

[0216] Based on the data contained within the image frame, it is often possible to reduce power consumption in the
display by controlling variables such as lamp brightness, color saturation, and bit depth without any change or distortion
perceptible in the image. This is because many images do not require full brightness from the lamps, or they do not
require the deepest or most saturated of colors, or they require only a limited number of gray scale levels. Controller
2200 is configured to sense the display requirements for an image frame based on the data within the image frame and
to adapt the display algorithm by means of changes to the schedule table store 2226.

[0217] A method by which the controller 2200 can adapt the display characteristics based on the content of incoming
image data is shown in Figure 23 as display method 2300. Display method 2300 is suitable for use by a MEMS direct-
view display such as the MEMS direct-view display 2200 of Figure 22, according to an illustrative embodiment of the
invention. Referring to Figures 22 and 23, the display method 2300 begins with the receipt of the data for an image
frame at step 2302. The data is received by the input processing module 2218 by means of the input line 2217. The
input processing module 2218 derives a plurality of sub-frame data sets, for instance bitplanes, from the data and stores
the bitplanes in the frame buffer 2222. Additionally, however, at step 2304 prior to the storage of the bitplanes in step
2306, the input processing module monitors and analyzes the content of the incoming image to look for characteristics
which might effect the display of that image. For instance at step 2304 the input processing module might make note of
the pixel or pixels with the most saturated colors in the image frame, i.e. pixels which call for significant brightness values
from one color which are not balanced, diluted or desaturated by requiring illumination in the same pixel from the other
color lamps in the same image frame. In another example of input data monitoring, the input processing module 2218
might make note of the pixel or pixels with the brightest values required of each of the lamps, regardless of color saturation.
[0218] After a complete image frame has been received and stored in the frame buffer 2222 the method 2300 proceeds
to step 2308. At step 2308 the sequence parameter calculation module 2228 assesses the data collected at step 2304
and identifies changes to the display process that can be implemented by adjusting values in the sequence table 2226.
The changes to the sequence table 2226 are then affected at step 2310 by re-writing certain of the parameters stored
within table 2226. Finally, at step 2312, the method 2300 proceeds to the display of sub-images according to the ordering
parameters and timing values that have been re-programmed within the schedule table 2226.

[0219] The method 2300 then continues iteratively with receipt of subsequent frames of image data. As indicated in
the method 800, the processes of receiving (step 2302) and displaying image data (step 2312) may run in parallel, with
one image being displayed from the data of one buffer memory according to the re-programmed schedule table at the
same time that new sub-frame data sets are being analyzed and stored into a parallel buffer memory. The sequence of
receiving image data at step 2302 through the display of the sub-frame data sets at step 2312 can be repeated intermi-
nably, where each image frame to be displayed is governed by a schedule table which is re-programmed in response
to the incoming data.

[0220] Itisinstructive to consider some examples of how the method 2300 can reduce power consumption by adjusting
the display characteristics in the schedule table store 2226 in response to data collected at step 2304. These examples
are referred to as adaptive power schemes.

[0221] In one scheme for adaptive power that is responsive to the incoming image data, the data monitoring at step
2304 detects the pixels in each frame with the most saturated colors. If it is determined that the most saturated color
required for a frame is only 82% of the saturation available from the colored lamps, then it is possible to remix the colors
that are provided to the bitplanes so that power can be saved - while still providing the 82% saturation level required by
the image. By adding, for instance subordinate red, green, or blue colors to the primary color in each frame, power can
be saved in the display. In this example the sequence parameter calculation module 2228 would receive a signal from
the input processing module 2218 indicating the degree of color mixing which is allowed. Before the frame is displayed
the sequence parameter calculation module re-writes the intensity parameters in the sequence table 2226 which deter-
mine color mixing at each bitplane, so that colors are correspondingly desaturated and power is saved.

[0222] In another adaptive power scheme, a process is provided within the sequence parameter calculation module
2228 which determines whether the image is comprised solely of text or text plus symbols as opposed to video or a
photographic image. The sequence parameter calculation module 2228 then re-writes the parameters in the sequence
table accordingly. Text images, especially black and white text images, do not need to be refreshed as often as video
images and typically require only a limited number of different colors or gray shades. The sequence parameter calculator
2228 can therefore adjust both the frame rate as well as the number of sub-images to be displayed for each image
frame. Text images require fewer sub-images in the display process than photographic images

[0223] In still another adaptive power scheme, the monitoring function at step 2304 analyzes or searches for the
maximum intensity attributed to each color in each pixel. If an image is to be displayed that requires no more than 65%
of the brightness from any of the lamps for any of the pixels, then in some cases it is possible to display that image
correctly by reducing the average intensity of the lamps accordingly. The lamp intensity values within the schedule table
store 2226 can be reduced by a set of commands within the sequence parameter calculation module 2228.
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Appendix 1

Appendix 1 presents a timing sequence 3000 expreséed by means of schedule
table 9, which expresses an embodiment for the timing sequences of this invention.

The timing sequence 3000 of Appendix 1 is appropriate to the display ;:)f
image information at a 30 Hz frame rate (e.g. 33.3 milliseconds between vsync
pulses); it includes the display of 7 bits for each of the colors red, green, and blue.
The timing sequence 3000 is constrained by the following parameters related to
setting of modulator states in the array:

e 240 microseconds required for loading a complete bitplane to the array

e 120 microseconds required for loading bitplanes to only a single bank

(odd or even) of rows

e 100 microseconds required for global actuation

The schedule table for timing sequence 3000 includes the following information,

required by the timing control module 724 for display of the sub-images

e Subfield number

e Bitplane interval (elapsed time between global actuation pulses)

e Alphanumeric code for memory locations of the bitplanes, separated by
their assigned banks (e.g. R0, R1,R2, ... R6)

o Illumination intensity

The schedule table for timing sequence 3000 does not distinguish between
addressing times and illumination times. Instead the logic within the timing control
module 724 assumes that each bitplane interval begins immediately after completion
of a global actuation event. In the first action of the sequence after global actuation
the lamps are illuminated according to the intensity values listed in Table 9.

The timing sequence 3000 includes the following features as described
previously. Similar to timing sequence 1200, the display that employs timing
sequence 3000 includes the capability of global actuation. The display that employs
timing sequence 3000 includes two independent global actuation circuits, for each of

the odd and even banks respectively. The timing sequence 3000 includes a scheme
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for control of the lamps, similar to that described in timing sequence 1450, in which
both pulse periods and pulse intensity is used to express illumination value. The
timing sequence 3000 is capable of mixing colors, as in timing sequence 1700,
although in this embodiment only one lamp is illuminated at one time.

The timing sequence 3000 includes bank-wise addressing. The lesser
bitplanes, e.g. RO, R1, R2, and R3 are always displayed successively within a given
bank, e.g. the odd rows, and this sequence of lesser bitplanes is illuminated at the
same time that the most significant bit (e.g. R6) is illuminated in the other bank (e.g.
in the even rows).

The timing sequence 3000 splits the most significant bits (e.g. R6, G6, and

B6 into four separate but equally timed sub-images. The timing sequence alternates

colors frequently, with a maximum period between colors of 1.38 milliseconds. The

time between the expression of most significant bits is not always equal between
successive pairs of most significant bits, but in no case is that period between most

significant bits greater than 4.16 milliseconds.

Table 9: Schedule Table 9

Field Number [llumination lllumination Interval Time Odd Load Even Load
Width Intensity Width (ms) bitplane bitplane
0 R1 R6
1 1 1 0.1301 R2 *
2 2 1 0.2602 R3 *
3 4 1 0.5203 RO *
4 1 0.5 0.1301 G1 G6
5 1 1 0.1301 G2 *
6 2 1 0.2602 G3 *
7 4 1 0.5203 GO *
8 1 0.5 0.1301 B1 B6
9 1 1 0.1301 B2 *
10 2 1 0.2602 B3 *
11 4 1 0,5203 BO *
12 1 0.5 0,1301 R6 R6
13 8 1 1,0406 G6 G6
14 8 1 1,0406 B6 B6
15 8 1 1.0406 R5 R5
16 8 1 1.0406 G5 G5
17 8 1 1.0406 B5 B5
18 8 1 1.0406 R4 R6
19 8 1 1.0406 G4 G6
20 8 1 1.0406 84 B6

34




10

15

20

25

30

35

40

45

50

55

EP 2 402 934 A2

(continued)

Field Number lllumination lllumination Interval Time Odd Load Even Load
Width Intensity Width (ms) bitplane bitplane
21 8 1 1.0406 R6 R1
22 1 1 0.1301 * R2
23 2 1 0.2602 * R3
24 4 1 0.5203 * RO
25 1 0.5 0.1301 G6 G1
26 1 0.1301 * G2
27 2 1 0.2602 * G3
28 4 1 0.5203 * GO
29 1 0.5 0.1301 B6 B1
30 1 1 0.1301 * B2
31 2 1 0.2602 * B3
32 4 1 0.5203 * BO
33 1 0.5 0.1301 R6 R6
34 8 1 1.0406 G6 G6
35 8 1 1.0406 B6 B6
36 8 1 1.0406 R5 R5
37 8 1 1,0406 G5 G5
38 8 1 1.0406 B5 B5
39 8 1 1.0406 R6 R4
40 8 1 1,0406 G6 G4
41 8 1 1.0406 B6 84
42 8 1 1.0406 R1 R6
Claims
1. A direct-view display comprising:

a transparent substrate;
an array of MEMS light modulators formed on the transparent substrate,

wherein each of the light modulators can be driven into at least two states;

a control matrix formed on the transparent substrate for transmitting data and actuation voltages to the array; and
a controller configured for controlling the states of each of the light modulators in the array by:

obtaining a plurality of subframe data sets from a memory, wherein the plurality of sub-frame data sets
correspond to an image frame, each sub-frame data set is associated with a coded weight, and each sub-
frame data setindicates desired states of light modulators in multiple rows and multiple columns of the array;
outputting the plurality of sub-frame data sets according to an output sequence, stored at least partially in
memory, to drive light modulators into the states indicated in the sub-frame data sets; and

controlling illumination of each of the respective sub-frame data sets of the plurality of sub-frame data sets
based on the coded weight associated with the respective sub-frame data set.

The direct-view display of claim 1, comprising a lamp, wherein the controller controls the illumination of a sub-frame
data set by illuminating the lamp for a length of time proportional to the weight of the corresponding sub-frame image.

The direct-view display of claim 1, comprising a lamp, wherein the controller controls the illumination of a sub-frame
data set by illuminating the lamp with an illumination intensity proportional to the weight of the corresponding sub-

frame image.

The direct-view display of claim 1, wherein the controller controls the illumination of a sub-frame data set by controlling
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the length of time for which the desired states of the light modulators are maintained.

The direct view display of claims 1, comprising a lamp and wherein the length of time that the lamp is illuminated
for each sub-frame data in the output sequence is less than or equal to 4 milliseconds.

The direct-view display of claim 1, comprising a plurality of lamps and wherein the controller causes at least two
lamps of at least two different colors to be illuminated to display a single sub-frame image corresponding to a single
sub-frame data set.

The direct-view display of claim 1, comprising a plurality of lamps and wherein the plurality of sub-frame data sets
includes distinct sub-frame data sets for four color components of the image frame and the four color components
consist of red, green, blue, and white.

The direct-view display of claim 1, comprising a global actuation interconnect coupled to the array of light modulators
for causing light modulators in multiple rows and multiple columns to actuate substantially simultaneously, and
wherein the controller is configured keep a lamp illuminated during the outputting of the sub-frame data set to the
array of light modulators.

The direct view display of claim 1, wherein the light modulators are shutters and where the shutters are configured
for motion substantially parallel to the plane of the substrate.

The direct-view display of claim 1, wherein the coded weights are selected according to a binary coding scheme,
the sub-frame data sets are bitplanes, and each color component of the image frame is decomposed into at least
a most significant sub-frame image and a next most significant sub-frame image.

The direct-view display of claim 10, wherein the most-significant sub-frame image contributes to a displayed image
frame twice as much as the next most significant sub-frame image.

The direct-view display of claim 11, wherein the output sequence includes outputting the bitplane corresponding to
the most significant sub-image of at least one color component of the image frame at two distinct times and the two
distinct times at which the bitplane corresponding to the most significant sub-frame image are output are separated
by no more than 25 milliseconds.

The direct-view display of claim 1, wherein the output sequence includes:

outputting at least one sub-frame data set corresponding to a first color component of the image frame before
outputting at least one sub-frame data set corresponding to a second color component of the image frame, and
outputting at least one sub-frame data set corresponding to the first color component of the image frame after
outputting at least one sub-frame data set corresponding to the second color component of the image frame.

A method for displaying an image frame on a direct-view display, comprising:

obtaining a plurality of sub-frame data sets corresponding to an image frame stored in a memory, wherein each
sub-frame data set is associated with a coded weight and indicates desired states of MEMS light modulators
in multiple rows and multiple columns of a light modulator array formed on a transparent substrate;

outputting the plurality of sub-frame data sets according to an output sequence stored at least partially in memory,
to drive light modulators into the states indicated in the sub-frame data sets, and

controlling illumination of each of the respective sub-frame data sets of the plurality of sub-frame data sets
based on the coded weight associated with the respective sub-frame data set.

The method of claim 14, comprising

outputting the sub-frame data set to the array of light modulators while at least one lamp of the direct-view display
is illuminated; and

actuating substantially simultaneously, after the lamp is turned off, the MEMS light modulators in multiple rows and
multiple columns via a global actuation interconnect coupled to the array of light modulators.

The method of claim 14, wherein the coded weights are selected according to a binary coding, the sub-frame data
sets are bitplanes, and each color component of the image frame is decomposed into at least a most significant

36



10

15

20

25

30

35

40

45

50

55

EP 2 402 934 A2

sub-frame image and a next most significant sub-frame image, and wherein the most-significant sub-frame image
contributes to a displayed image frame twice as much as the next most significant sub-frame image.

17. The method of claim 16, wherein the outputting the plurality of sub-frame data sets includes outputting a bitplane
corresponding to the most significant sub-frame image of at least one color component of the image frame at two

distinct times.

18. The method of claim 14, wherein the coded weights are selected according to a non-binary coding scheme.
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Figure 6C
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(—‘“

802 <
N
—

804 <

EP 2 402 934 A2

PROVIDE ARRAY OF
LIGHT MODULATORS

STEP 801

J

RECEIVE IMAGE
SIGNAL
STEP 806

y

DERIVE SUBSETS OF
IMAGE DATA FOR
IMAGE FRAME
STEP 808

!

STORE SUBSETS OF
IMAGE DATA
STEP 810

A

INITIATE DISPLAY OF
IMAGE FRAME

STEP 812

4

LOAD SUBSET OF
IMAGE DATA -

STEP 814

Y

ILLUMINATE
MODULATOR STATE
SET
STEP 816

LAST SUBFIELD
FOR IMAGE FRAME?
DB 818

53




Figure 9
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Figure 18

EP 2 402 934 A2

RECEIVE FRAME
INITIATION TRIGGER
STEP 1802

!

LOAD NEW DATA
SUBSET TO BANK
OR BANKS
STEP 1806

'/— 1800

y

TURN OFF LAMP
STEP 1808

 /
GLOBALLY
ACTUATE UPDATED
BANK OR BANKS
STEP 1810

Y

TURN ON LAMP
STEP 1812

LAST
SUB FIELD?
DB 1814

64




EP 2 402 934 A2

61 2inbi4

§ |
i |
_ |
|- LT UL E
L |
“ | ?
{ |
| _ IR E
_ | IR R |
| _ Lot Il |
_ | | Il I
/ | ,,mm owm ¥39 OM%/ 7 mm m v_,mm /“o_,mm/ |
— i il 1
b e mm/mm ! mo/_mw m__mm I | mm;mm"
A\ - / X ASRL IR S /"
! { [ | Pl
{ y R ]
! Sm/Bm % _ _ Nomﬂ/am EEonbb Ay
| |
Y e0a\00g vod P00 edu) dou o
/ \ / | RN BN /
0 ] I Y T I T ]
) i | FTRR T Pt 1
L1 617 £17 11
TR AT AR NN
A — 1 1 j) ] L ! L ] L _’__ ] 1 _w H H; ; ] _ ! ___’_ ~
msi NN T R T _
| 7LV eIy LY
o+< Gly o+<
u§m> u§m>

NOLLYNINNTTI

SMOY NaAT
ONISS3Haav

SOy aao
ONISSTHAAY

SIWIL dINV

SANIL
ONISS3adv

65



EP 2 402 934 A2

6202 :/ 8202 ./ 1202 / 920C /
, ) Y Y
yI3¥0LS || £3doLsS Z3OLS | IHOLS
< Tiavl TavL Favl Tav.L
TOHLNQD difV] 3onanoas| | 3onanoas | |3oNanoas| | onanoas
~ NOILYNLOV
V8019 _ .
© OMINOD 0¥02 ._mmw_ﬂwo
ONINNYOS
JOUINOD ONIWIL |
MIONINDIS
\ A
z
vete 2207
Y
- T0ULNOD || w3ddng
Avddy 0L YL1vd AHOW3W v
\ A
0207 oo . oz~
ONISSIO0Hd LNdNI NI
HYNOIS IOV

J
8027 3 TI0HINOD

88\

0Z 2.nBi4

66



EP 2 402 934 A2

Figure 21 '/_2100

SELECT SCHEDULE
TABLE
STEP 2102

1

A

RECEIVE IMAGE
FRAME <
STEP 2104

Yy

DERIVE AND STORE
SUBSETS OF IMAGE DATA
FOR IMAGE FRAME
STEP 21086

3

DISPLAY IMAGE
ACCORDING TO
SELECTED IMAGE
SCHEDULE TABLE

. STEP 2108

67



EP 2 402 934 A2

A

Llee ./

TOMINOD dNYT
ST A4 /
) NOILYOLOV JHOLS
V8019 By
) 30N3N03S
) 10YLNOD
ONINNYDS
JOULNOD ONINIL |
MIONINDIS | HOLYINOYD
. HI1TFNVHYC
\A, gzzz— 3ON3IND3IS
peee 2222 4
| ~
) 0NINOD || ¥34dng
“ AMOWIN - ANV
AVEY OL VLV :
0222 \
3INaon
ONISSTN0Hd 1NdNI
8120 I TIOHLNOD

00ze \

NI TVNDIS 3OVNI

AAE

68



EP 2 402 934 A2

Figure 23 '/— 2300

RECEIVE IMAGE
STEP 2302

4

ANALYZE CONTENT OF
RECEIVED IMAGE
STEP 2304

y

GENERATE AND STORE
SUBSETS OF IMAGE DATA
STEP 2306

y

DETERMINE ADJUSTMENTS TO
SCHEDULE APPROPRIATE TO
CONTENT OF IMAGE
STEP 2308

\ 4

RE-PROGRAM PARAMETERS OF
THE SCHEDULE TABLE
STEP 2310

7

DISPLAY IMAGE ACCORDING TO
TO THE SCHEDULE TABLE
STEP 2312

69



EP 2 402 934 A2
REFERENCES CITED IN THE DESCRIPTION
This list of references cited by the applicant is for the reader’s convenience only. It does not form part of the European

patent document. Even though great care has been taken in compiling the references, errors or omissions cannot be
excluded and the EPO disclaims all liability in this regard.

Patent documents cited in the description

«  US 25103505 A [0026] «  US 20050104804 A [0037]
+  US 251035 A [0031] [0032] [0045] +  US 11607715 B [0059]

+  US 11326696 A [0031] [0032] [0045] +  US 20060187528 A1 [0063]
+  US 5233459 A [0033] +  US 11528191 B [0063]

«  US 5784189 A [0033] « US 111607715 B [0130]

«  US 5771321 A [0034]

70



	bibliography
	description
	claims
	drawings

