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Description

[0001] The presentdisclosure relates to animage cap-
turing apparatus and an image capturing method.
[0002] Preferably these are applied to apparatuses
having various types of image capturing functions, such
as electronic still cameras and mobile phone terminal
apparatuses with a camera function. More specifically,
the present disclosure relates to a technique of assisting
determination of a composition at the time of capturing
an image.

[0003] According to the related art, when an operator
captures a still image using an image capturing appara-
tus, such as an electronic still camera or a mobile phone
terminal apparatus with a camera function, the operator
causes a display unit of the image capturing apparatus
to display the image that is being captured and checks
the displayed image. If the checked image is appropriate
as an image to be taken, the operator presses an oper-
ation button corresponding to a shutter button and
records (stores) the image.

[0004] When such image capturing is performed, the
composition of the captured image is adjusted in the fol-
lowing manner. That is, for example, the operator adjusts
the angle of view using a zoom lens, which is attached
as an image capturing lens, so that an image of a subject
with an appropriate size can be captured. Also, the op-
erator directly operates the image capturing apparatus
in order to determine a composition in which the subject
is placed at an appropriate position in the set angle of
view.

[0005] The angle of view can be adjusted in a similar
manner by extracting part of captured image data, in-
stead of using the zoom lens. In recent years, the number
of pixels of an image sensor provided in an image cap-
turing unit has been increasing, and thus an image with
a sufficiently high resolution can be obtained even when
part of an image is extracted.

[0006] Fig. 21 is a diagram illustrating an example of
state transition in the case of capturing a stillimage using
an image capturing apparatus according to the related
art.

[0007] First, when the image capturing apparatus is
started (step S11), a so-called through display state oc-
curs in which an image captured by an image capturing
unit in that state is displayed as is on a display unit con-
stituting an electronic view finder (step S 1). In this state,
if an operator performs half-press of a shutter button, that
is, if the operator halfway presses the shutter button of
the image capturing apparatus (step S12), the state
changes to an adjustment/fixing state (step S2). In the
adjustment/fixing state, an autofocus process of focusing
a subject of the image and a process of adjusting an
exposure state are performed, and an image thatis ina
state where the focus is fixed and that is ready to be
captured is displayed on the display unit.

[0008] Ifthe half-press of the shutter button is released
in this adjustment/fixing state (step S 14), the state re-
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turns to the through display state in step S1. On the other
hand, if full-press of the shutter button is performed, that
is, if the shutter button is fully pressed in the adjustment/
fixing state (step S 13), an image taking process is per-
formed in which the image data captured by the image
capturing unit at the timing when the shutter button is
pressed is taken (step S3). Then, the state returns to the
through display state in step S1.

[0009] Image capturing is performed in this manner.
Generally, the composition of an image is adjusted by
the operator by determining whether the composition of
the image obtained in the adjustment/fixing state in step
S2 is appropriate or not.

[0010] Japanese Patent Application Publication No.
2007-295203 describes a process of trimming a captured
image during editing after capturing the image so as to
obtain an image of a subject with an appropriate compo-
sition.

[0011] However, such a work of trimming an image
during editing after capturing the image takes time dis-
advantageously, and it is preferred that an image can be
taken with an appropriate composition during an image
capturing process.

[0012] Also, Japanese Patent Application Publication
No.2007-295203 describes atechnique of arranging and
displaying an original image and a plurality of types of
trimmed images that are scaled down on a display of an
editing device during editing. If such a technique of dis-
playing scaled down images is applied to display on an
electronic view finder of an image capturing apparatus,
the following problem may occur. That is, since the dis-
play unitserving as the electronic view finder of the image
capturing apparatus is a relatively small display screen,
the trimmed images displayed thereon are very small and
are very difficult to be seen.

[0013] Accordingly, itis desirable to enable easy exe-
cution of guiding for an appropriate composition at the
time of image capturing and image capturing with a guid-
ed composition.

[0014] According to an embodiment of the present dis-
closure, an image capturing apparatus captures an im-
age, detects a subject from the captured image, gener-
ates a plurality of pieces of composition candidate data
by trimming the captured image based on a size and
position of the detected subject, and displays each of the
plurality of pieces of composition candidate data

[0015] I;fanoperationinstruction of animage capturing
timing is provided in a state where any of the plurality of
pieces of composition candidate data is displayed, image
data that is extracted using the piece of composition can-
didate data displayed at the time is stored.

[0016] According to the embodiment of the disclosure,
composition candidates are sequentially displayed in a
captured image displayed on a display unit, so that an
image can be easily captured with an optimal composi-
tion.

[0017] Various respective aspects and features of the
invention are defined in the appended claims. Combina-
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tions of features from the dependent claims may be com-
bined with features of the independent claims as appro-
priate and not merely as explicitly set out in the claims
[0018] Embodiments af the invention will now be de-
scribed with reference to the accompanying drawings,
throughout which like parts are referred to by like refer-
ences, and in which:

Fig. 1 is a block diagram illustrating an example of
an entire configuration of an apparatus according to
an embodiment of the present disclosure;

Fig. 2 is a block diagram illustrating an example of
a configuration related to image capturing of the ap-
paratus according to an embodiment of the present
disclosure;

Fig. 3 is an explanatory view illustrating state transi-
tion at the time of image capturing according to an
embodiment of the present disclosure;

Fig. 4 is a flowchart illustrating an example of an
image capturing process according to an embodi-
ment of the present disclosure;

Fig. 5is a flowchart illustrating an example of a com-
position candidate generation process according to
an embodiment of the present disclosure;

Fig. 6 is a flowchartillustrating an example of a proc-
ess that is performed in accordance with the orien-
tation of the apparatus according to an embodiment
of the present disclosure;

Fig. 7 is an explanatory view illustrating an example
of a composition candidate generation process
based on arule of thirds according to an embodiment
of the present disclosure;

Fig. 8 is an explanatory view illustrating an example
of composition candidates according to an embodi-
ment of the present disclosure;

Fig. 9 is an explanatory view illustrating a first exam-
ple of a composition candidate generation process
based on a diagonal rule according to an embodi-
ment of the present disclosure;

Fig. 10 is an explanatory view illustrating a second
example of a composition candidate generation
process based on the diagonal rule according to an
embodiment of the present disclosure;

Fig. 11 is an explanatory view illustrating a first ex-
ample of a composition candidate generation proc-
ess based on horizontal arrangement according to
an embodiment of the present disclosure;

Fig. 12 is an explanatory view illustrating a second
example of a composition candidate generation
process based on horizontal arrangement according
to an embodiment of the present disclosure;

Fig. 13 is an explanatory view illustrating a first ex-
ample of a composition candidate generation proc-
ess based on vertical arrangement according to an
embodiment of the present disclosure;

Fig. i4 is an explanatory view illustrating a second
example of a composition candidate generation
process based on vertical arrangement according to
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an embodiment of the present disclosure;

Fig. 1 is an explanatory view illustrating a composi-
tion candidate generation process based on an all
subjects integration rule according to an embodi-
ment of the present disclosure;

Fig. | b is an explanatory view illustrating a display
example of a through image according to an embod-
iment of the present disclosure;

Figs. 17A and 17B are explanatory views illustrating
examples of a frame based on composition candi-
date data according to an embodiment of the present
disclosure;

Figs. 18A and 18B are explanatory views illustrating
display examples in which a frame based on com-
position candidate data is combined according to an
embodiment of the present disclosure;

Fig. 19 is an explanatory view illustrating state tran-
sition at the time of image capturing according to
another embodiment of the present disclosure;

Fig. 20 is an explanatory view illustrating a display
example of a frame of a subject according to another
embodiment of the present disclosure; and

Fig. 21 is an explanatory view illustrating an example
of state transition at the time of image capturing ac-
cording to the related art.

[0019] Embodiments of the present disclosure will be
described in the following order.

1. Example of entire configuration, of apparatus ac-
cording to embodiment (Fig. 1)

2. Example of configuration related to image captur-
ing according to embodiment (Fig. 2)

3. Example of process at the time of image capturing
according to embodiment (Figs. 3 and 4)

4. Example of process of selecting composition can-
didate according to embodiment (Figs. 5 and 6)

5. Specific examples of composition candidate ac-
cording to embodiment (Figs. 7 to 15)

6. Specific display examples according to embodi-
ment (Figs. 16 to 18B)

7. Example of process at the time of image capturing
according to another embodiment (Fig. 19)

8. Display example of subject frame according to an-
other embodiment (Fig. 20)

9. Other modifications

1. Example of entire configuration of apparatus according
to embodiment

[0020] First, an entire configuration of an apparatus
according to an embodiment of the present disclosure
will be described with reference to Fig. 1.

[0021] In this embodiment, a mobile phone terminal
apparatus equipped with a camerais applied as animage
capturing apparatus.

[0022] As illustrated in Fig. I, a mobile phone terminal
apparatus i00 includes a communication circuit 102 con-
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nectedtoanantennalE11, and the communication circuit
142 performs wireless communication with a base station
provided for wireless phones. Audio datain data received
by the communication circuit 102 is supplied to an audio
processing unit 103 via a data line 16fl. The audio data
supplied to the audio processing unit 103 is demodulated,
is supplied as an analog audio signal to a speaker 104,
and is output therefrom. Also, an audio signal input to a
microphone 105 is modulated into audio data in a certain
format by the audio processing unit 103, and the obtained
audio data is supplied to the communication circuit 102
via the data line 160 and is wirelessly transmitted.
[0023] If mail data or web browser screen data is re-
ceived by the communication circuit 102, the received
data is processed.

[0024] Such a wireless communication process is per-
formed under control performed by a control unit T 10.
The control unit 110 is configured to transmit control data
to/receive control data from each unit of the mobile phone
terminal apparatus 100 via a control line 150. Mode set-
ting for capturing an image (described below) is also per-
formed under control performed by the control unit 110.
[0025] Also, the mobile phone terminal apparatus 100
includes adisplay unit 106 including a liquid crystalimage
display panel or the like, whereby various types of display
is performed in the mobile phone terminal apparatus 100.
At the time of performing an image capturing function
(described below), an image that is being captured is
displayed on the display unit 106, which functions as an
electronic view finder of the image capturing apparatus.
A display panel constituting the display unit 106 includes
a touch panel, for example, and is capable of performing
various types of operations related to display when an
operator touches the surface of the display panel with
his/her finger.

[0026] Also, the mobile phone terminal apparatus 100
includes an operation unit 107 including various types of
operation buttons. The operation data of the operation
unit 107 is supplied to the control unit 110. The operation
unit 107 includes numeric keys for dialing for the mobile
phone terminal, various types of function keys, and a
shutter button for performing an image capturing opera-
tion. With the shutter button according to this embodi-
ment, two stages of operations can be performed: an
operation of halfway pressing the button; and an opera-
tion of fully pressing the button.

[0027] Also, thefunctionkeys provided in the operation
unit 107 include a key for selecting an image capturing
mode. The shutter button and the key for selecting an
image capturing mode may function as a button or key
for performing another operation when an image captur-
ing process is not being performed.

[0028] Also, the mobile phone terminal apparatus 100
includes a memory 108, which stores various types of
data that is necessary for the mobile phone terminal ap-
paratus 100. The memory 108 also stores image data
obtained through image capturing. Also, the memory 108
stores a program for performing a process of generating
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composition candidates during image capturing and per-
forming display and image capturing, which is a feature
of this embodiment. As the memory for storing image
data or the like, a memory card that is removable from
the body of the apparatus may be used.

[0029] Furthermore, the mobile phone terminal appa-
ratus 100 according to this embodiment includes a sen-
sor 109 for detecting the orientation of the casing consti-
tuting the main body of the mobile phone terminal appa-
ratus 100. An output of the sensor 109 is determined by
the control unit 110, so that the orientation of the mobile
phone terminal apparatus 100 can be determined. Spe-
cifically, whether the mobile phone terminal apparatus
100 is vertically oriented or horizontally oriented is deter-
mined.

[0030] Also, the mobile phone terminal apparatus 100
according to this embodiment includes an image captur-
ing control unit 201 and an image capturing unit 210. The
image capturing control unit 241 causes the image cap-
turing unit 210 to perform an image capturing process on
the basis of an instruction provided from the control unit
110. The image data obtained through the image captur-
ing performed by the image capturing unit 210 is dis-
played on the display unit 106 and is stored in the memory
108. Alternatively, the image data obtained through the
image capturing may be wirelessly transmitted from the
communication circuit 102.

2. Example of configuration related to image capturing
according to embodiment

[0031] Next, a description will be given of a specific
configuration of the image capturing unit 210 provided in
the mobile phone terminal apparatus 100 according to
this embodiment. Fig. 2 illustrates a peripheral configu-
ration related to image capturing, in addition to the con-
figuration of the image capturing unit 210.

[0032] The image capturing unit 21 Q includes an op-
tical system 211 including a lens, and an optical image
is formed on an image capturing surface of an image
sensor 212 via the optical system 211. The lens consti-
tuting the optical system 211 may have a configuration
including a zoom lens, and has a configuration in which
focus adjustment can be performed by adjusting a focus
lens. Furthermore, an iris mechanism for adjusting the
amount of light may be included in the optical system 211.
[0033] As the image sensor 212, a solid-state image
capturing device, such as a charge-coupled device
(CCD)-type imager or a complementary metal-oxide
semiconductor (CMOS)-type image. The image sensor
212 outputs an image signal. The output image signal is
supplied to an image signal processing unit 213, which
performs animage capturing processin order to generate
appropriate image data. The image data output from the
image signal processing unit 213 is supplied to a reso-
lution converting unit 214 and is converted into image
data having the number of pixels to be stored. The image
data is also converted into image data to be displayed.
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The image data that has been converted into image data
having the number of pixels to be recorded is supplied
to an image compressing unit 215, which performs an
image compression process using a format for storage,
and the compressed and encoded image data is stored
in the memory 108.

[0034] When composition data is supplied from a com-
position candidate data generating unit 218 (described
below) to the resolution converting unit 214, image data
is extracted using the composition data, the extracted
image data is converted into image data having an ap-
propriate resolution, and then the image data is supplied
to the image compressing unit 215.

[0035] Also, the image data converted for display by
the resolution converting unit 214 is supplied to a com-
bining unit 220, which combines the image data with a
composition user interface (Ul) supplied from a compo-
sition Ul generating unit 219 and a fixed Ul supplied from
afixed Ul generating unit221, and supplies the combined
image data to the display unit 106 so as to be displayed
thereon.

[0036] Also, the image data converted for display by
the resolution converting unit 214 is supplied to a subject
detecting unit 216. The subject detecting unit 216 per-
forms an image analysis process on an image corre-
sponding to the image data, thereby detecting whether
a subject exists in the image or not. Here, the subject
means a characteristic portion of an image, such as the
face of aperson oranimal, or an objectin the background.
The subject detecting unit 216 has a function of detecting
subjects in a plurality of portions from one image (image
of one frame). If a subject is s detected by the subject
detecting unit 216, the data about the position and size
in the image of the subject is output.

[0037] The data aboutthe position and size of the sub-
ject is output from the subject detecting unit 216 and is
supplied to a composition analyzing unit 217. The com-
position analyzing unit 217 7 analyzes an appropriate
composition on the basis of the number of subjects in
one image and the position and size thereof. Here, the
appropriate composition is a composition in which a sub-
ject is positioned in an appropriate state, which is gen-
erated by extracting an image of the subject and its pe-
ripheral portion from one image. A specific example of a
process of analyzing an appropriate composition will be
described below.

[0038] The data of composition candidates obtained
through the analysis performed by the composition ana-
lyzing unit 217 is supplied to the composition candidate
data generating unit 218. On the basis of the data of
composition candidates, the composition candidate data
generating unit 218 generates one or a plurality of pieces
of composition candidate data indicating the range to be
extracted from the image, and supplies the generated
composition candidate data to the composition ill gener-
ating unit 219.

[0039] On the basis of the supplied composition can-
didate data, the composition Ul generating unit 219 gen-
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erates composition Ul data for displaying a frame defining
the range to be extracted from the image. If there are a
plurality of pieces of composition candidate data, com-
position ill data of a plurality of frames is generated. The
generated composition Ul data is supplied to the com-
bining unit 220 and is combined with the image data to
be displayed that is supplied from the resolution convert-
ing unit 214 to the combining unit 220. The timing to com-
bine the composition Ul data and the order of displaying
the individual frames based on the composition Ul data
of the plurality of frames are set in accordance with an
instruction provided from the control unit | ID.

[0040] Also, the combining unit 220 combines various
types of marks for guide display and information that are
supplied from the fixed Ul generating unit 221 and that
are displayed on a display screen during image captur-
ing.

[0041] The above-described image capturing process
performed by the image capturing unit 210 O is controlled
by the image capturing control unit 2D1 on the basis of
an instruction provided from the control unit 110. The
control unit 110 transmits an instruction aboutimage cap-
turing on the basis of a shutter button operation or a set-
ting operation of various types of modes performed in
the operation unit 107.

[0042] If a shutter button operation for providing an in-
struction to perform image capturing is performed in a
state where an image combined with any frame by the
combining unit 220 is displayed on the display unit 106,
the composition data at the time is transmitted from the
composition candidate data generating unit 218 to the
resolution converting unit 214 under control performed
by the image capturing control unit 201. The resolution
converting unit 214 extracts image data using the com-
position data supplied thereto and transmits the image
data to the image compressing unit 215, thereby causing
the memory 1 D8 to store it.

[0043] If a shutter button operation for providing an in-
struction to perform image capturing is performed in a
state where an image thatis not combined with any frame
of composition is displayed on the display unit 106, a
process of extracting an image is not performed by the
resolution converting unit 214.

3. Example of process at the time of image capturing
according to embodiment

[0044] Next, an example of a process of performing
image capturing in the configurations illustrated in Figs.
1 and 2 will be described with reference to the state tran-
sition chart in Fig. 3 and the flowchart in Fig. 4.

[0045] First, the transition of an operation mode in a
state where the image capturing unit 210, which is a cam-
era function unit of the mobile phone terminal apparatus
100, is started will be described with reference to Fig. 3.
[0046] The state transition chart in Fig. 3 illustrates an
operation example in a case where a composition assist-
ant mode is set as an image capturing mode. As for the
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state transition in a normal image capturing mode in
which the composition assistant mode is not set, the state
transition according to the related art illustrated in Fig.
21 can be applied.

[0047] Now, adescriptionwill be given of the state tran-
sition in Fig. 3. First, the image capturing function of the
apparatus is started in the composition assistant mode
(step S31), then a so-called through display state occurs
in which an image captured by the image capturing unit
21 fl in that state is displayed as is on the display unit
105 (step S21). In this state, if the operator performs half-
press of the shutter button, that is, if the operator halfway
presses the shutter button of the operation unit 107 (step
S32), the state changes to an adjustment/fixing state
(step S22). In the adjustment/fixing state, an autofocus
process of focusing a subject in an image and a process
of adjusting an exposure state are performed, and an
image that is in a state where the focus is fixed and that
is ready to be captured is displayed on the display unit
106.

[0048] After the state has changed to the adjustment/
fixing state, the state changes to a composition candidate
display state (step S23). In the composition candidate
display state, composition IR data generated by the com-
position Ul generating unit 219 (1~ig. 2) is combined with
the displayed image. In this state, a composition candi-
date is updated to another composition candidate at a
certain time interval (step S35). Then, if the half-press of
the shutter button is released in the composition candi-
date display state (step S36), the state returns to the
through display state in step S21. On the other hand, if
full-press of the shutter button is performed, that is, if the
shutter button is fully pressed in the composition candi-
date display state (step S37), an image taking process
is performed, that is, image data that is being captured
is timmed and taken using the composition candidate
that is displayed at the time when the shutter button is
pressed (step S24). Then, the state returns to the through
display state in step S21 (step S38).

[0049] Next, the flow of an image capturing process
that is performed under control performed by the control
unit 110 in the composition assistant mode will be de-
scribed with reference to the flowchart in Fig. 4.

[0050] First, in a state where the through display
screen is displayed (step S 101), the control unit 110
determines whether the shutter button is in a half-press
state (step S102). The state of the through display screen
is maintained unless the shutter button is operated.
[0051] If the control unit 110 determines that the shut-
ter button is in a half-press state, a process in the adjust-
ement/fixing state (Fig. 3) is performed (step 5103).
Then, a process of displaying a composition candidate
is performed.

[0052] Tnthe process of displaying a composition can-
didate, if the number of composition candidates at the
time is n, a candidate i that is to be displayed is selected
from among the n candidates (step S104), and a screen
combined with the frame of the composition candidate i
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is displayed (step S105).

[0053] In a state where the screen combined with the
frame of the composition candidate i is displayed, the
control unit 110 determines whether the half-press of the
shutter button has been released (step SIfl6). If the half-
press has been released, the process returns to step
SIfl2.

[0054] If the half-press of the shutter button has not
been released, the control unit 110 determines whether
the shutter button has been brought into a full-press state
(step S107). If the shutter button is not in the full-press
state, the control unit 110 determines whether time T has
elapsed since display of the frame of the current compo-
sition candidate i started (step Ski08). The time T is a
relatively short time of about two to three seconds that
is set in advance.

[0055] If the time T has not elapsed, the process re-
turns to step S 106. If the time T has elapsed, the control
unit 110 determines whether the shutter button has been
brought into a fill-press state (step S109). If the shutter
button is not in the full-press state, the process returns
to step S 104, and the same process is repeated on an-
other composition candidate among the n composition
candidates. Thus, in a state where the half-press state
continues, the frames of the n composition candidates
are displayed one after another at the time intervals of T.
[0056] If the control unit 110 determines in step S107
or step S109 that the shutter button has been brought
into a full-press state, an image taking process of storing
the image data based on the output of the image sensor
212 at the time in the memory 108 is performed (step S
110). Atthis time, image data is extracted using the frame
of the composition candidate that is displayed in step
S105, and image capturing is performed using the com-
position.

[0057] In the process of sequentially displaying a plu-
rality of composition candidates, the composition candi-
dates are displayed in descending order of a composition
adaptive index (described below).

[0058] Alternatively, a composition candidate that has
been frequently selected by the operator may be prefer-
entially displayed.

[0059] Thatis, theinitial value of the selection frequen-
cy of each composition rule is set one, and the value of
the selection frequency of a selected composition is in-
cremented by one every time the operator performs im-
age capturing in the composition assistant mode. The
selection frequency ratio of each composition rule with
respect to the total sum of selection frequencies is cal-
culated, normalization is performed so that the maximum
value thereof becomes one, and a selection history co-
efficient of each composition rule is obtained. Then, the
composition adaptive indexes of the respective compo-
sition candidates are multiplied by the respective selec-
tion history coefficients of the compositions, the indexes
are arranged in descending order, and the candidates
are sequentially displayed in descending order of the in-
dex.
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[0060] In a case where a plurality of composition can-
didates are generated, all the generated composition
candidates may be displayed in order. Alternatively, a
composition candidate of which composition adaptive in-
dex is a certain value or less may be excluded from the
candidates to be displayed. Alternatively, the number of
composition candidates to be displayed (n) may be de-
termined in advance, and the n candidates may be dis-
played in descending order of the composition adaptive
index-

4. Example of process of selecting composition candi-
date according to embodiment

[0061] Next, an example of a process of generating
composition candidates will be described with reference
to the flowchart in Fig. 5.

[0062] The process of generating composition candi-
dates is performed by the composition analyzing unit 217
under control performed by the image capturing control
unit 201 on the basis of an instruction provided from the
control unit | 10.

[0063] First, the number of subjects detected by the
subject detecting unit 2iC is determined from an image
based on the current output of the image sensor 212
(step S201). Here, the number of subjects is the number
of rectangles defining the ranges where subjects exist.
A specific example of the subject rectangles will be de-
scribed below. Here, itis determined whether the number
of subject rectangles is one, two, or three or more.
[0064] Ifitis determined in step S201 that the number
of subject rectangles is one, a composition candidate
generation process based on arule of thirds is performed
(step 5202).

[0065] Ifitis determined in step 5201 that the number
of subject rectangles is two, a composition candidate
generation process based on a diagonal rule is per-
formed (step S203). Furthermore, a composition candi-
date generation process based on integration of all sub-
jects is performed (step S204). "

[0066] Ifitis determined in step 5201 that the number
of subject rectangles is three or more, a composition can-
didate generation process based on integration of all sub-
jects is performed (step S205). Furthermore, a compo-
sition candidate generation process based on the rule of
thirds is performed (step S206).

[0067] Furthermore, the following composition candi-
date generation process is performed in a case where
the number of subject rectangles is any of the foregoing
numbers.

[0068] That is, a composition candidate generation
process based on horizontal arrangement is performed
(step S207), and a composition candidate generation
process based on vertical arrangement is performed
(step S208). Then, the indexes of the degrees of adap-
tation of the composition rules are calculated and weight-
ing is performed (step S209), and the process ends. In
the calculation of the indexes and the weighting, compo-
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sition adaptive indexes representing how much the indi-
vidual composition candidates are adaptive to the indi-
vidual composition rules are calculated, and weighting is
performed using a coefficient obtained from the history
of composition that was selected by the operator.
[0069] Then, a plurality of obtained composition can-
didates are sorted in descending order of the composition
adaptive index that is weighted with the coefficient, and
the composition candidates are displayed in the sorted
order.

[0070] The composition candidate generation process
based on horizontal arrangement and the composition
candidate generation process based on vertical arrange-
ment may be selectively performed in accordance with
the shape of a subject rectangle: whether the shape is
vertically long or horizontally long. For example, if the
shape of the subject rectangle is vertically long, the com-
position candidate generation process based on vertical
arrangement is performed. If the shape of the subject
rectangle is horizontally long, the composition candidate
generation process based on horizontal arrangement is
performed.

[0071] In a case where such composition candidates
are generated, the orientation of the casing constituting
the main body of the mobile phone terminal apparatus
100, which is an image capturing apparatus, may be de-
termined.

[0072] Thatis, as illustrated in the flowchart in Fig. 6,
for example, the control unit 110 determines whether the
main body of the apparatus is horizontally oriented or
vertically oriented on the basis of the output of the sensor
109 of the mobile phone terminal apparatus 100 (step
S301). Here, the horizontal orientation means the orien-
tation in which an image is captured with a horizontally
long frame, and the vertical orientation means the orien-
tation in which an image is captured with a vertically long
frame.

[0073] If the control unit 110 determines that the main
body of the apparatus is horizontally oriented, a candi-
date generation process is performed in accordance with
the number of subject rectangles using a composition
candidate generation process algorithm that is set for
horizontal orientation (step 5302). On the other hand, if
the control unit 110 determines that the main body of the
apparatus is vertically oriented, a candidate generation
process is performed in accordance with the number of
subject rectangles using a composition candidate gen-
eration process algorithm that is set for vertical orienta-
tion (step S303).

5. Specific examples of composition candidate according
to embodiment

[0074] Next, specific examples of individual composi-
tion candidate generation processes will be described
with reference to Figs. 7 to 15.

[0075] Fig. 7 illustrates an example of a composition
candidate generation process based on the rule of thirds.
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[0076] AsillustratedinFig. 7, whenthe horizontal width
of a detected subject rectangle C1 is x0 and when the
vertical width thereof is y0, the center point of the subject
rectangle C1is placed at each of the positions that match
the intersections of dividing lines that vertically and hor-
izontally divide the screen into three portions, respective-
ly (nine portions in total).

[0077] Specifically, when vertical dividing lines V and
V2 and horizontal dividing lines H1 and H2 for vertically
and horizontally dividing the screen into three portions,
respectively, are set, the individual intersections B |, B2,
B3, and B4 are set, and each of the four intersections B
|,B2,B3, and B4 is matched with the center of the subject
rectangle C 1. Accordingly, in the rule of thirds, a maxi-
mum of four candidates that are positioned at the four
intersections are generated.

[0078] The size A1 of the image to be extracted is set
on the basis of the ratio between the horizontal width x0
and the vertical width y0 of the subject rectangle C1, for
example.

[0079] A composition adaptive index for the rule of
thirds is calculated in the following manner in accordance
with the degree of match between the center of the sub-
ject rectangle and the intersection of dividing lines and
the degree of match between the area of the subject rec-
tangle and the extracted area.

100/{square root of absolute value of 1 + (distance
between center of subject rectangle and intersection
of dividing lines) + (area of subject rectangle x 9 -
extracted area

[0080] The subject rectangle Gl is a rectangle that is
set so that a detected subject is included therein. For
example, if the face of a subject is detected, the subject
rectangle C1 is set so that the detected face is included
therein. If the detected subject is an entire person, the
subject rectangle C1 is set so that the entire person is
included therein. In this way, the subject rectangle is set

in various forms in accordance with a detection state of
a subject.
[0081] Fig. 8 illustrates an example in which two com-

position candidates are generated in accordance with
the rule of thirds. In this example, one subject rectangle
C2 exists at the center of a captured image D1.

[0082] In this example, a composition candidate A2 in
which the subject rectangle C2 is positioned on lower-
right in the rule of thirds and a composition candidate A3
in which the subject rectangle C2 is positioned on upper-
left in the rule of thirds are generated.

[0083] Figs. 9 and 10 are diagrams illustrating exam-
ples of generating composition candidates in accordance
with the diagonal rule. In these examples, there are two
subject rectangles.

[0084] Inthe exampleillustratedin Fig. 9, dividinglines
V | and V 12 for dividing an extracted image A11 into
three portions in the vertical direction are set, and centers
B1l and B12 of subject rectangles C 11 and C 12 are
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positioned on the two vertical dividing lines V 11 and V
12. In this case, the size of the extracted image A11 is
set on the basis of the ratio with respect to the subject
rectangles C11 and C12.

[0085] In the example illustrated in Fig. 10, dividing
lines H11 and H12 for dividing an extracted image A 12
into three portions in the horizontal direction are set, and
centers B 13 and B 14 of subject rectangles C13 and
C14 are positioned on the two horizontal dividing lines
H1 any H12. In this case, too, the size of the extracted
image A12 is set on the basis of the ratio with respect to
the subject rectangles C13 and C14.

[0086] In this case of the diagonal rule, a composition
adaptive index is calculated in the following manner on
the basis of the degree of match between the slope of a
diagonal line of the extracted rectangle and the slope of
the line connecting the centers of the two subject rectan-
gles.

100/{absolute value of 1 + (arctan (slope of diagonal
line of extracted rectangle) - arctan (slope of line con-
necting centers of two subject rectangles))}

[0087] Figs. 11 and 12 are diagrams illustrating exam-
ples of generating a composition candidate using hori-
zontal arrangement.

[0088] In the example illustrated in Fig. 11, horizontal
dividing lines H21 and H22 for dividing an extracted im-
age A21 into three portions in the horizontal direction are
set, and a center B21 of a subject rectangle C21 is placed
at substantially the center of the horizontal dividing line
H21 on the upper side among the two horizontal dividing
lines H21 and H22.

[0089] In the example illustrated in Fig. 12, horizontal
dividing lines H21 and H22 for dividing an extracted im-
age A22 into three portions in the horizontal direction are
set, and a center B22 of a subject rectangle C22 is placed
at substantially the center of the horizontal dividing line
H22 on the lower side among the two horizontal dividing
lines H21 and H22.

[0090] Inthose examples of generating a composition
candidate using horizontal arrangement, an extracted
rectangle in which the center of a subject rectangle
matches one of the horizontal dividing lines is set as a
composition candidate, and the composition adaptive in-
dex is calculated on the basis of the aspect ratio of the
subject rectangle.

100/ 1 + (height of subject rectangle/horizontal width
of subject rectangle)}

[0091] Figs. 13 and |4 are diagrams illustrating exam-
ples of generating a composition candidate using vertical
arrangement.

[0092] Inthe example illustrated in Fig. 13, vertical di-
viding lines V3l and V32 for dividing an extracted image
A31 into three portions in the vertical direction are set,
and a center B31 of a subj ect rectangle C3 is placed at
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substantially the center of the vertical dividing line V 31
on the left among the two vertical dividing lines V31 and
V32.

[0093] Inthe example illustrated in Fig. 14, vertical di-
viding lines V3l and V32 for dividing an extracted image
A32 into three portions in the vertical direction are set,
and a center B32 of a subject rectangle C32 is placed at
substantially the center of the vertical dividing line V32
on the right among the two vertical dividing lines V31 and
V32.

[0094] The sizes of the extracted images A31 andA32
in the respective cases are set on the basis of the ratio
with respect to the sizes of the subject rectangles C31
and C32, respectively.

[0095] Inthose examples of generating a composition
candidate using horizontal arrangement, an extracted
rectangle in which the center of a subject rectangle
matches one of the vertical dividing lines is set as a com-
position candidate, and the composition adaptive index
is calculated on the basis of the aspect ratio of the subject
rectangle.

100/{1 + (horizontal width of subject rectangle/height
of subject rectangle)}

[0096] 1~ig. 15 illustrates an all subjects integration
method.
[0097] In the example illustrated in Fig. 15, in a case

where four subject rectangles C41, C42, C43, and C44
exist in an original image D11, a frame C45 defining the
range to be extracted from the original image D12 is set
so that the four subject rectangles C41, C42, C43, and
C44 are arranged in a good balance.

6. Specific display examples according to embodiment

[0098] Next, display examples at the time of image
capturing will be described with reference to Figs. 16
to18B.

[0099] Fig. 16illustrates adisplay example of athrough
image. In this example, an image D2i in which the output
of the image sensor 212 is displayed on almost the entire
screen is obtained. This screen includes guide displays
E1, E2, E3, and E4 based on pieces of fixed U1 data.
Among them, the guide displays E1 and E2 relate to the
communication function of the mobile phone terminal,
and the guide displays E3 and E4 relate to a setting status
of the camera function.

[0100] Here, assume that a subject, such as people,
exists at substantially the center of the image, D21.
[0101] At this time, assume that frames A51 and A52
corresponding to two composition candidates illustrated
in Figs. 17A and 17B are generated in accordance with
the rule of thirds on the basis of the detection of the sub-
ject at the center.

[0102] The frames A51 and A52 corresponding to the
composition candidates are sequentially displayed while
being combined with a captured image in step S23 in Fig.
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3 where composition candidates are displayed.

[0103] Figs. 18A and 18B illustrate display examples
of combined images.

[0104] At certain timing, as illustrated in Fig. 18A, a
composition candidate in which the frame A51 is com-
bined with the image is displayed while being superim-
posed on the image. After T seconds have elapsed from
the display illustrated in Fig. 18A, a composition candi-
date in which the frame A52 is combined with the image
is displayed while being superimposed on the image, as
illustrated in Fig. 18B. Furthermore, after T seconds have
elapsed from the display illustrated in Fig. 18B, theimage
illustrated in Fig. 18A is displayed again. Note that, if
there is another composition candidate, the other com-
position candidate is also displayed, and all the compo-
sition candidates are sequentially displayed at intervals
of T seconds. That s, as described above with reference
tothe flowcharts in Figs. 5 and 6, the number of generated
composition candidates varies in accordance with the
number or state of subject rectangles, and the generated
composition candidates are sequentially displayed.
[0105] The outside of the frame A51 in the display ex-
ample in Fig. 18A and the outside of the frame A52 in
the display example in Fig. 18B are displayed in a trans-
lucent manner with a decreased luminance. Alternative-
ly, the outside of the frames AS and A52 may be displayed
without color. Alternatively, the outside of the frames 51
and 52 may be displayed in an ordinary manner.
[0106] Then, when the shutter button is fully pressed
in a state where any of the composition candidates is
displayed in the manner illustrated in Figs. 18A and 18B,
the image extracted with the composition at the time is
stored.

[0107] IntheexamplesillustratedinFigs. 18Aand 18B,
the outside of the frames A51 and52 is displayed with a
decreased luminance.

[0108] Inthis way, an operator who performs animage
capturing operation only performs the image capturing
operation, such as an operation of the shutter button,
whereby an appropriate composition is automatically de-
tected in accordance with the position and size of the
subject at the time, and candidates of the detected com-
position are displayed. Each of the candidates is dis-
played in a manner where the frame corresponding to
the composite candidate is displayed in an entire cap-
tured image. Accordingly, the operator can intuitively de-
termine the range to be extracted by seeing the display,
and can appropriately determine whether the composi-
tion is appropriate. Particularly, when a plurality of com-
position candidates are obtained, the plurality of compo-
sition candidates are displayed sequentially and repeat-
edly, so that the operator can easily select an appropriate
composition candidate.

[0109] Also, by confirming an image capturing opera-
tion in a stage where a desired composition candidate is
displayed, the operator can easily perform an image cap-
turing process with an appropriate composition advanta-
geously.
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7. Example of process at the time of image capturing
according to another embodiment

[0110] Next, a description will be given of another set-
ting example of the composition assistant mode accord-
ing to another embodiment of the present disclosure with
reference to the state transition chart in Fig. 19. The ap-
paratus configuration according to the foregoing embod-
iment illustrated in Figs. 1 and 2 is applied as a basic
configuration of an image capturing apparatus according
to this embodiment.

[0111] The other setting example of the composition
assistant mode will be described with reference to Fig. 19.
[0112] First, the image capturing function of the appa-
ratus is started in the composition assistant mode (step
S41), then a so-called through display state occurs in
which an image captured by the image capturing unit 210
in that state is displayed as is on the display unit 106
(step S21).In this state, the subject detecting unit 216
performs a process of detecting a subject from the cap-
tured image, the combining unit 220 combines a frame
serving as a subject rectangle, and the subject rectangle
is displayed on the display unit 106. The display data of
the frame as the subject rectangle is generated by the
composition Ul generating unit 219 (Fig. 2), for example.
When a plurality of subjects are detected, a plurality of
subject rectangles are displayed.

[0113] Assume that an operator who performs an im-
age capturing operation selects any of the subject rec-
tangles displayed on the display panel of the display unit
106 by performing a touch operation or the like in this
state (step S42).

[0114] With this touch operation, the state changes to
the adjustment/fixing state (step S22). In the adjustment/
fixing state, an autofocus process of focusing a subject
in the selected subject rectangle and a process of ad-
justing an exposure state are performed, and an image
that is in a state where the focus is fixed and that is ready
to be captured is displayed on the display unit 106.
[0115] If the area outside the subject rectangle on the
display panel of the display unit 106 is s touched in this
state, the state returns to the through display state (step
S43).

[0116] If a plurality of subject rectangles that are dis-
played are touched or touched and dragged simultane-
ously or sequentially in step S42, a plurality of subjects
can be selected. If a plurality of subjects are selected,
composition candidates including the plurality of subjects
are generated thereafter.

[0117] After the state has changed to the adjustment/
fixing state in step S22, then the state changes to the
composition candidate display state (step S23) in step
S44. In the composition candidate display state in step
S23, composition Ul data that is generated by the com-
position Ul generating unit 219 (Fig. 2) is combined with
a displayed image. In this state, a composition candidate
is updated to another at certain time intervals (step S45).
The composition candidates are those generated for the
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subject selected in step S42.

[0118] If the outside of the frame of the composition
candidate on the display panel of the display unit 1Q6 is
touched in this state (step S46), the state returns to the
through display state in step 521.

[0119] If the inside of the displayed frame of the com-
position candidate is touched in the composition candi-
date display state (step S47), an image taking process
is performed in which the image data captured at the
touch timing is extracted with the composition candidate
that is displayed at the touch timing and the image data
is taken (step S24). Then, the state returns to the through
display state in step S21 (step S4&).

[0120] With such a selection of a subject through a
touch operation, composition candidates can be auto-
matically displayed, and image capturing can be per-
formed using the displayed composition candidates. In
the example illustrated in Fig. 19, image capturing is per-
formed with a touch operation. Alternatively, the image
capturing may be performed through an operation of the
shutter button.

8. Display example of subject frame according to another
embodiment

[0121] Fig. 20 is a diagram illustrating a display exam-
ple of a through image in a case where the process illus-
trated in Fig. 19 is performed. In this example, a subject
such as people exists at substantially the center of an
image D31, and a subject rectangle frame C51 defining
the range of the subject is displayed.

[0122] If the subject rectangle frame C51 is touched
and selected in a state where the display in Fig. 20 is
performed on the display unit 106, a composition candi-
date generation process with reference to the subject is
performed. The processes illustrated in the flowcharts in
Figs.5and 6 can be applied as the composition candidate
generation process.

[0123] In this way, the operator can select a subject,
whereby a composition candidate generation process
that reflects the intention of the operator can be per-
formed. Accordingly, more favorable composition candi-
dates can be generated.

9. Other modifications

[0124] In the above-described embodiments, an im-
age capturing apparatus is applied to a mobile phone
terminal apparatus. Alternatively, an image capturing ap-
paratus without a wireless communication function may
be applied. Also, an image capturing apparatus com-
bined with various types of electronic devices may be
applied.

[0125] In the processing example illustrated in Fig. 3,
the state is changed by an operation of the shutter button.
Alternatively, change to another state orimage capturing
may be performed by a touch panel operation in the
processing example illustrated in Fig. 3, as in the example
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illustrated in Fig. 19.

[0126] The configuration of the image capturing appa-
ratus illustrated in Figs. 1 and 2 is an example, and an-
other configuration is also acceptable. For example, in-
stead of providing the processing units for performing
individual processes illustrated in Fig. 2, the same proc-
esses as those performed by the processing units may
be performed by a program (software) that is executed
in the image capturing apparatus, whereby the same
processes may be performed in accordance with the ex-
ecution of the program under control performed by the
control unit.

[0127] In the processes according to the above-de-
scribed embodiments, animage capturing process s per-
formed on an image using the composition selected
through an operation by the operator from among a plu-
rality of composition candidates. Alternatively, an image
capturing process may be simultaneously performed, on
the images of the other composition candidates, and the
images may be stored in a memory or the like. Also, an
image capturing process may be simultaneously per-
formed on an entire displayed image, not an image ex-
tracted using a composition candidate, and the entire im-
age may be stored.

[0128] It should be understood by those skilled in the
art that various modifications, combinations, sub-combi-
nations and alterations may occur depending on design
requirements and other factors insofar as they are within
the scope of the appended claims.

[0129] In so far as the embodiments of the invention
described above are implemented, at least in part, using
software-controlled data processing apparatus, it will be
appreciated that a computer program providing such soft-
ware control and a transmission, storage or other medi-
um by which such a computer program is provided are
envisaged as aspects of the present invention.

Claims
1.  Animage capturing apparatus comprising:

an image capturing unit configured to capture
an image;

a subject detecting unit configured to detect a
subject from the captured image;

a composition candidate data generating unit
configured to generate a plurality of pieces of
composition candidate data by trimming the
captured image based on a size and position of
the detected subject; and

a display configured to display each of the plu-
rality of pieces of composition candidate data.

2. The image capturing apparatus of claim 1, further
comprising:

an interface configured to receive an input in-
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10.

11.

20

structing adjustment of at least one of focus and
exposure of the captured image.

The image capturing apparatus of claim 2, further
comprising:

a control unit configured to control the image
capturing unit to adjust the at least one of focus
and exposure of the captured image based on
the received input.

The image capturing apparatus of claim 3, wherein
the composition candidate generating unitgenerates
the plurality of pieces of composition candidate data
based on the captured image on which the at least
one of focus and exposure has been adjusted.

The image capturing apparatus of claim 1, further
comprising:

an interface configured to receive an input in-
structing storage of a piece of the composition
candidate data displayed on the display.

The image capturing apparatus of claim 5, further
comprising:

a control unit configured to store a piece of the
composition candidate data displayed on the
display unit at a time that the storage instruction
is received.

The image capturing apparatus of claim 1, further
comprising:

a combining unit configured to sequentially com-
bine each of the plurality of pieces of composi-
tion candidate data with the captured image.

The image capturing apparatus of claim 7, wherein
the display is configured to display each of the plu-
rality of pieces of composition candidate data com-
bined with the captured image.

The image capturing apparatus of claim 8, wherein
the display is configured to sequentially display each
of the plurality of pieces of composition candidate
data combined with the captured image data.

The image capturing apparatus of claim 8, wherein
the display is configured to display each of the plu-
rality of pieces of composition candidate data in at
least one of a different resolution and a different
brightness than the captured image.

The image capturing apparatus of claim 1, wherein
the display is a touch panel display configured to
receive a touch input.



12,

13.

14.

15.

21 EP 2 429 175 A2

The image capturing apparatus of claim 11, wherein
the touch panel display is configured to display the
captured image with a frame bordering the detected
subject.

The image capturing apparatus of claim 12, wherein
the touch panel display is configured to receive a
touch input within the frame selecting the detected
subject.

The image capturing apparatus of claim 13, further
comprising:

a control unit configured to control the image
capturing unit to adjust at least one of focus and
exposure of the captured image based on the
selection of the detected subject.

The image capturing apparatus of claim 13, wherein
the composition candidate data generating unit is
configured to generate the plurality of pieces of com-
position candidate based on the selection of the de-
tected subject.
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FIG. 17A

FIG. 17B
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FIG. 20
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