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(54) Method and apparatus for gaze point mapping

(57) An apparatus for mapping a gaze point of a sub-
ject on a scene image to a gaze point in a reference
image, wherein said scene image and said reference im-
age have been taken by a camera from a different posi-
tion, said apparatus comprising:
A module for executing a feature detection algorithm on
said reference image to identify a plurality of character-
istic features and their locations in said reference image;
a module for executing said feature detection algorithm
on said scene image to re-identify said plurality of char-

acteristic features and their locations in said scene im-
age;
a module for determining a point transfer mapping that
transforms point positions between said scene image
and said reference image based on the locations of said
plurality of characteristic features detected in said refer-
ence image and said scene image;
a module for using said point transfer mapping to map a
gaze point which has been determined in said scene im-
age to its corresponding point in said reference image.
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Description

FIELD OF THE INVENTION

[0001] The present invention relates to a method and
an apparatus for gaze point mapping, in particular for
mapping a gaze direction of a subject to a gaze point in
a scene.

BACKGROUND OF THE INVENTON

[0002] The problem to be solved is finding the point or
the object or more specific the part of an object’s surface
that a (possibly moving) person gazes at. There are ex-
isting solutions to this problem described below which
can be split into separate parts.
[0003] At first the gaze direction of the person (or a
representation thereof like a pupil/CR combination, cor-
nea center and pupil/limbus etc.) is to be found.
[0004] This gaze direction is mapped to an image of
the scene captured by a head-mounted scene camera
or a scene camera at any fixed location. The head-mount-
ed scene camera is fixed with respect to the eye, and
therefore such a mapping can be performed, once a cor-
responding calibration has been executed.
[0005] The next step is to map the gaze point in the
scene image as captured by the head-mounted camera,
which can change due to the movement of the subject,
to a point in a (stable) reference image which does not
move and which corresponds to a "real world" object.
[0006] For determining the gaze direction eye trackers
can be used. Eye Trackers observe features of the eye
like the pupil, the limbus, blood vessels on the sclera or
reflections of light sources (corneal reflections) in order
to calculate the direction of the gaze.
[0007] Any kind of eye tracker can be used if it allows
mapping the gaze direction into images of a head-mount-
ed scene camera.
[0008] If the head of the subject does not move, once
the calibration is done the determination of the gaze di-
rection directly gives the gaze point on the reference im-
age. The calibration in this special case when the head
does not move gives the mapping of a gaze direction
from a point in the scene image to a point in the reference
image, because the scene image and the reference im-
age are identical as the head-mounted camera does not
move but has a fixed location with respect to the refer-
ence image.
[0009] If, however, the head and the eye move, it be-
comes more complicated to determine the gaze point in
a reference image which does not move based on the
detection of the gaze direction with respect to a certain
scene image as taken by the head-mounted camera after
the head has moved, as the scene image then is not
anymore identical with the reference image which was
used for calibrating the gaze direction with respect to the
corresponding gaze point in the reference image.
[0010] One possible approach of determining the point

gazed at is to intersect the gaze direction with a virtual
scene plane defined relative to the eye tracker. WO
2010/083853 A1 discloses to use active IR markers for
that purpose, which are fixed at certain locations, e.g.
attached to a bookshelf. The locations of these markers
are first detected with respect to a "test scene" which acts
as a "reference" image obtained by the head-mounted
camera, by use of two orthogonal IR line detectors which
detect the two orthogonal angles by detecting the maxi-
mum intensity of the two line sensors. The detected an-
gles of an IR source correspond to its location in the ref-
erence image. Then the angles of the markers are de-
tected for a later detected scene taken by the head-
mounted camera from a different position, thereby de-
tecting the location of the IR sources in the later scene
image. Then there is determined the "perspective pro-
jection", which is the mapping that transforms the loca-
tions of the IR sources as detected in an image taken
later (a scene image), when the head-mounted camera
is at a different location, to the locations of the IR light
sources in the test image (or reference image). With this
transformation a gaze point as determined later for the
scene image can also be transformed into the corre-
sponding (actual) gaze point in the test image.
[0011] The mapping of the gaze point from the actual
"scene image" to a stable reference image which is time
invariant becomes possible by defining the plane on
which the gaze point is mapped in relation to scene stable
markers instead of to the eye tracker (ET). This way the
plane of the reference image becomes stable over time
and gazes of other participants can also be mapped onto
it so that the gaze point information can be aggregated
over time as well as over participants like it could only be
done before with eye trackers located at a fixed position.
[0012] For that purpose the prior art as disclosed in
WO 2010/083853 A1 uses IR sources as artificial mark-
ers the locations of which can be detected by orthogonal
IR line detectors to detect the angles of maximum emis-
sion.
[0013] The usage of using IR sources as markers for
determining the transform of the gaze point from a scene
image to a reference image is complicated and incon-
venient. It requires artificial IR light sources to be mount-
ed, and it makes it necessary to have an additional IR
detector comprising two orthogonal line sensors. It is
therefore desirable to provide an approach which can
determine a gaze point mapping even if the head-mount-
ed scene camera moves without such external markers.

SUMMARY OF THE INVENTION

[0014] According to one embodiment there is provided
an apparatus for mapping a gaze point of a subject on a
scene image to a gaze point in a reference image, where-
in said scene image and said reference image have been
taken by a camera from a different position, said appa-
ratus comprising:
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A module for executing a feature detection algorithm
on said reference image to identify a plurality of char-
acteristic features and their locations in said refer-
ence image;
a module for executing said feature detection algo-
rithm on said scene image to re-identify said plurality
of characteristic features and their locations in said
scene image;
a module for determining a point transfer mapping
that transforms point positions between said scene
image and said reference image based on the loca-
tions of said plurality of characteristic features de-
tected in said reference image and said scene im-
age;
a module for using said point transfer mapping to
map a gaze point which has been determined in said
scene image to its corresponding point in said refer-
ence image.

[0015] This enables the implementation of gaze point
mapping which does not need any artificial IR sources
and IR detectors. It can operate on normal and unamend-
ed images of natural scenes taken by normal CCD-cam-
eras operating in the visible frequency range.
[0016] According to one embodiment said point trans-
fer mapping is a planar homography which is estimated
from the features in the reference image and scene image
and transfers point positions via a virtual transfer plane
in the world scene from said scene image to said refer-
ence image.
[0017] This is a particularly suitable implementation of
the point transfer mapping.
[0018] According to one embodiment the apparatus
further comprises:

A module for determining one or more regions of
interest in said reference image within which said
feature detection algorithm is executed to detect and
locate said characteristic features therein.

[0019] This enables the selection of suitable regions
for the feature detection algorithm. This enhances the
efficiency of the feature detection algorithm by enabling
the user to select regions with particularly characteristic
features.
[0020] According to one embodiment said feature de-
tection algorithm for detecting said plurality of character-
istic features in said scene image and for detecting and
re-identifying said characteristic features in said scene
image comprises one of the following:

A scale invariant feature transform algorithm;
a speeded up robust features algorithm.

[0021] These are particularly suitable implementations
of the feature detection and re-identification algorithms.
[0022] According to one embodiment the apparatus
further comprises:

A module for mapping the gaze directions from dif-
ferent persons and/or different times to the corre-
sponding gaze points in the reference image and for
recording the mapped gaze points over time, possi-
bly also for different users.

[0023] This enables the aggregation and accumulation
of gaze data over time, possibly even for different users.
[0024] According to one embodiment the apparatus
further comprises:

A module displaying said gaze point which has been
mapped from said scene image to said reference
image in said reference image to visualize said gaze
point, possibly as its location evolves over time.

[0025] This enables the visualization of the gaze point
which has been mapped into the reference image, pos-
sibly even over time.
[0026] According to one embodiment the apparatus
further comprises:

A module for visualizing said gaze point which has
been mapped from said scene image to said refer-
ence image in a visualization image different from
said reference image, said module comprising:

a module for determining a point transfer map-
ping for transferring a point from said reference
image to said visualization image;
a module for using said point transfer mapping
to map said gaze point from said reference im-
age to its corresponding point in said visualiza-
tion image; and
a module for displaying said gaze point on said
corresponding point in said visualization image.

[0027] This enables the mapping of the gaze point into
and the visualization in an image different from said ref-
erence image.
[0028] According to one embodiment the apparatus
further comprises:

A module for determining said point transfer mapping
based on characteristic features which have been
detected in said reference image by a feature detec-
tion algorithm and which have been detected and re-
identified in said visualization image by said feature
detection algorithm.

[0029] This is a suitable implementation of the point
transfer mapping for the visualization.
[0030] According to one embodiment said visualiza-
tion image is one of the following:

an image selected from scene images taken from
different positions;
an image generated by stitching two or more of the
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scene images taken from different positions;
a geometrically modified image of the scene;
an image of the scene from which distortions have
been removed
an image taken at a time different from the actual
measurement of the gaze points;
an image having a higher resolution than said refer-
ence image;
a cartoon or a sketch;
a stylized drawing
a handmade drawing.

[0031] These are suitable implementations for visual-
ization images different from the reference image.
[0032] According to one embodiment the apparatus
further comprises:

A module for visualizing said gaze point in the frames
of a video sequence, said module comprising:

a module for determining a point transfer map-
ping from points of said reference image to cor-
responding points in the video frames of said
video sequence;
a module for using said point transfer mapping
to map a gaze point from said reference image
to the corresponding point into the correspond-
ing points of the frames of a video sequence.

[0033] This enables the visualization of the gaze pint
in a video sequence.
[0034] According to one embodiment the apparatus
further comprises:

A module for mapping the gaze point of a user as
detected in a scene image taken by a first camera
into the corresponding location in a corresponding
frame of a video as taken by a second camera from
a different position than said first camera.

[0035] This enables the visualization in a video se-
quence taken from a different position than the scene
images.
[0036] According to one embodiment the apparatus
further comprises:

An eye tracking module for tracking the gaze of a
subject; and/or
A head-mounted camera for taking a scene image;
and/or
A calibration module for mapping a gaze point to a
corresponding point in the scene taken by said head-
mounted camera.

[0037] This enables the implementation of a complete
system comprising eye tracker, calibration module and
scene camera.
[0038] According to one embodiment there is provided

a method for mapping a gaze point of a subject on a
scene image to a gaze point in a reference image, where-
in said scene image and said reference image have been
taken by a camera from a different position, said method
comprising:

executing a feature detection algorithm on said ref-
erence image to identify a plurality of characteristic
features and their locations in said reference image;
executing said feature detection algorithm said
scene image to re-identify said plurality of charac-
teristic features and their locations in said scene im-
age;
determining a point transfer mapping that transforms
point positions between said scene image and said
reference image based on the locations of said plu-
rality of characteristic features detected in said ref-
erence image and said scene image;
using said point transfer mapping to map a gaze point
which has been determined in said scene image to
its corresponding point in said reference image.

[0039] In this way a method according to an embodi-
ment of the invention may be implemented.
[0040] The method may further comprise the steps as
executed by the additional features of one of the other
embodiments.
[0041] According to one embodiment there is provided
a computer program comprising computer program code
which when being executed on a computer enables said
computer to carry out a method according to one of the
embodiments of the invention.

DESCRIPTION OF THE DRAWINGS

[0042]

Fig. 1 schematically illustrates the mapping of a gaze
point according to an embodiment of the invention.

Fig. 2 schematically illustrates the mapping of an in-
itial reference image to a final reference image ac-
cording to an embodiment of the invention.

DETAILED DESCRIPTION

[0043] According to one embodiment there is provided
a method and an apparatus which allows mapping the
gaze point from a scene image onto a reference image
taken from a different position.
[0044] For that purpose there is made use of a set of
characteristic features (reference features) in the refer-
ence image.
[0045] According to one embodiment these character-
istic features are identified by some feature detection al-
gorithm which is capable of searching for identifiable fea-
tures in the reference image. According to one embodi-
ment the feature detection algorithm is chosen such that
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it is capable to re-identify detected features also in a later
taken image which is taken from a different position. Us-
ing a feature detection algorithm the characteristic fea-
tures such as reference points, lines or regions can then
be re-identified again in a later taken scene image, even
if the scene image was taken from a different position.
[0046] Suitable features that can be detected by a fea-
ture detection algorithm are for example characteristic
points or regions like blobs, edges or corners in the ref-
erence image. These points or regions which can serve
as characteristic features may then be identified by an
image processing algorithm which is capable of feature
detection in an image taken by a camera, and using such
a feature detection algorithm they can then later be re-
identified in an image taken by the camera from a different
position.
[0047] It should be noted that the use of a feature de-
tection algorithm which can process an image to detect
one or more characteristic features makes it unnecessary
to use an artificial marker such as IR sources and addi-
tional detectors such as IR line detectors. Instead, the
image itself of a natural scene taken by a camera, without
any artificial components or light sources mounted in the
scene and without the need for any additional detectors,
can be used to identify reference points for determining
the mapping. This can be achieved by applying a feature
detection algorithm which detects the location of charac-
teristic features in an (unamended or "natural") scene
image without the need for artificial markers as provided
by IR sources in the prior art.
[0048] According to one embodiment the user may
manually select (e.g. by the mouse or any other input
means) one or more regions in which the feature detec-
tion algorithm should be executed to detect the charac-
teristic features. Such points or regions may be selected
manually by a user in a reference image, e.g. by marking
them with the mouse by clicking on them or by defining
an area such as a rectangle or a circle surrounding them
to define one or more "areas of interest" on which the
feature detection algorithm is executed.
[0049] The characteristic features which are then de-
tected with their corresponding location in such an area
of interest by the execution of the feature detection algo-
rithm are then detected again in a later image taken by
the head-mounted scene camera from a different posi-
tion, a so-called "scene image", by re-identifying the char-
acteristic features in the scene image as will be described
further below. Together the detected characteristic fea-
tures in the reference image and the re-identified char-
acteristic features in a scene image can be used to de-
termine a point transfer mapping that transforms point
positions between the scene image and the reference
image. One possible embodiment of such a mapping is
a planar homography which can be estimated from the
feature positions in the reference image and scene image
and transfers point positions via a virtual transfer plane
in the world scene from the scene image to the reference
image.

[0050] The reference image which is taken before the
actual measurement sequence consists of a projection
of a real world scene onto the image plane of the camera.
A scene image which is taken later from a different po-
sition of the camera consists of a different projection of
the real world scene onto the image plane of the camera
which is then located at a different position. However,
the mapping between points from a scene image to the
corresponding points of a reference image can be deter-
mined if a plurality of characteristic features (at least three
or more) are identified first in the reference image and
then later re-identified in the scene image. The transform
which gives this mapping can then be used to map the
gaze point from the scene image into its corresponding
point in the reference image.
[0051] At first, however, the setup procedure during
which the characteristic reference features are obtained
and a corresponding calibration mechanism according
to one embodiment will be described. First, a reference
image is taken before the actual measurement sequence
(the sequence in which the "scene images" from different
positions are taken and the gaze directions are deter-
mined). It is used during calibration of the eye tracker to
calibrate the correspondence between a gaze direction
as detected by the eye tracker and its corresponding point
in the reference image as taken by the scene camera. In
this manner the calibration of the gaze direction to the
corresponding point in the reference image and thereby
also to the corresponding point of the "real world scene"
as seen in the reference image can be performed. This
corresponds to a conventional calibration which maps
the gaze direction to a gaze point in case that the head-
mounted scene camera does not move.
[0052] If in a later actual measurement the head-
mounted scene camera together with the head and the
eye moves, the image of the scene camera (the "scene
image") changes. Thus the positions of the characteristic
features detected in the reference image change accord-
ingly.
[0053] In such a scenario, according to one embodi-
ment the gaze point detection is then carried out as fol-
lows.
[0054] First the characteristic reference features are
detected again or "re-identified" in a scene image taken
by the head-mounted scene camera from a different po-
sition.
[0055] For this purpose an image processing algorithm
is used that is capable of detecting and matching the
characteristic features to the known reference features
of the reference image which have been determined dur-
ing the setup procedure.
[0056] The feature detection algorithm which is actu-
ally used for detection of the characteristic features in
the reference image and for re-identifying them in the
scene image taken from a different position may be cho-
sen depending on the type of features which are best
suited to the application domain.
[0057] For example, if the characteristic features which
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are detected in the reference image and which are to be
re-detected and re-identified in the scene image are cor-
ners, then a corner detection algorithm may be used,
such as e.g. the Moravec corner detection algorithm, the
Harris & Stephens corner detection algorithm, the Ples-
sey corner detection algorithm or others.
[0058] Once the characteristic features have been de-
tected or re-identified in a scene image taken from a dif-
ferent position than the reference image, they can be
used to estimate a plane projective transformation of
points of the scene image to points on the reference im-
age.
[0059] This will now be explained in more detail with
reference to Fig. 1.
[0060] Fig. 1 shows a scenery which comprises a
bookshelf. As an initial reference image the scene image
is taken by scene camera SC in a first position (the "ref-
erence position") and is thereby projected onto the image
plane of the scene camera SC. As can be seen, the scen-
ery comprises a bookshelf and is projected into the image
plane of the scene camera SC when the image is taken.
[0061] During a setup procedure a set of characteristic
reference features is defined by detecting characteristic
features in the reference image or in a part of it, e.g.
inside a region of interest like the rectangle which sur-
rounds the bookshelf. This region may have been select-
ed as a "region of interest" by the user during a calibration
procedure for defining the region within which a feature
detection algorithm is to be executed to detect charac-
teristic features. The region of interest may e.g. be se-
lected by using the mouse to thereby select in the refer-
ence image taken by scene camera SC the rectangle
which surrounds the bookshelf.
[0062] Another possibility of defining the set of char-
acteristic reference features would e.g. be to select four
points, say, the four front corners of the bookshelf. Such
a selection of the four corner points (e.g., by the mouse)
could then according to this embodiment correspond to
the selection of a small (predefined) area around the se-
lected point which was selected by the mouse click, and
within this area the feature detection algorithm would
then be executed to determine the features and their lo-
cation (within the predefined area surrounding the point
selected by the mouse click) by the feature detection al-
gorithm. In this manner the definition of characteristic ref-
erence features is carried out by a combination of manual
selection (for selecting the points of interest by the mouse
click, e.g. the corners of the bookshelf) and automatic
detection by executing the feature detection algorithm
(within the predefined area around the point selected by
the mouse click).
[0063] According to another embodiment the whole
reference image may form the "region of interest" within
which the characteristic features are detected using a
feature detection algorithm. Then a Region of
interest" like the one indicated by the rectangle surround-
ing the bookshelf in Fig. 1 is not necessary. In a preferable
embodiment, however, the selection of at least one

shape or area or region of interest which by its content
and by constraining a feature detection algorithm defines
the characteristic reference feature set.
[0064] With this reference image (or any other image
suitable for gaze calibration) then a the calibration of the
gaze direction can be performed in a conventional way,
which means that there is performed a mapping between
the gaze direction as determined by the eye tracker ET
and the corresponding gaze point in the reference image.
This can e.g. be done by having the subject looking at
defined points in the reference image (or any other image
suitable for gaze calibration) and determining the corre-
sponding gaze direction as measured by the eye tracker.
Based on this data a correspondence between gaze di-
rection determined by the eye tracker and the corre-
sponding gaze point in the reference image (and thereby
in the image of the real scenery) can be determined. This
calibration is performed while the head-mounted scene
camera is at a fixed location and does not move, as in
the conventional calibration procedure.
[0065] With this calibration the gaze point could then
be detected in a conventional way over time by detecting
the gaze direction as long as the head-mounted camera
does not move.
[0066] However, if the head-mounted camera moves,
then the scene image taken by the head-mounted scene
camera changes, as e.g. shown by the scene image in
the image plane of the scene camera SC2 now located
at a different position, as can be seen in Fig. 1.
[0067] According to one embodiment there is now de-
tected the characteristic reference features which have
been defined before (e.g. by the feature detection algo-
rithm executed on the area defined by the rectangle sur-
rounding the bookshelf) in the later taken scene image.
For that purpose there is used an image processing al-
gorithm which is capable of - at least partly - re-identifying
the previously defined characteristic features (or objects)
of the reference image in a subsequent scene image tak-
en from a different position of the head-mounted scene
camera.
[0068] One suitable algorithm which can be used for
this purpose is the so-called scale invariant feature trans-
form (SIFT). With this algorithm feature of objects are
first extracted from one or more reference images (e.g.
the "reference image" mentioned before) and stored in
a database. The features are defined by a location in the
image and a feature-descriptor-vector that captures in-
formation of the image area surrounding the location in
a way that features become comparable by distances of
descriptor-vectors. An object is then recognized in a new
image by individually comparing each feature from the
new image to this database and find candidate matching
features based on the Euclidean distance of their feature
vectors. From the full set of matches, subsets of features
that agree on the object and its location, scale and ori-
entation in the new image are identified to filter out good
matches. Each cluster of 4or more features that agree
on an object and its pose is then subject to further detailed
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model verification and subsequently outliers are discard-
ed. Finally the probability that a particular set of features
indicates the presence of an object is computed, given
the accuracy of fit and number of probable false matches.
Object or feature matches that pass all these tests can
be identified as correct with high confidence.
[0069] A more detailed description of the SIFT algo-
rithm can e.g. be found in US-Patent 6,711,293.
[0070] Using the SIFT algorithm it is possible to re-
identify or recognize characteristic reference features in
the image SC2 shown in Fig. 1.
[0071] Therefore, even if the head mounted camera
has moved it is possible to determine a mapping that
identifies which point in the reference image SC corre-
sponds to a certain point in the scene image taken by
SC2. For that purpose there is determined a planar hom-
ography between the characteristic features of the refer-
ence image and the re-identified characteristic features
in the scene image as the mapping, e.g. by using a robust
estimator like RANSAC that estimates the planar hom-
ography from some or all matched features, discarding
outliers that lie too far from an implicitly represented vir-
tual transfer plane. The plane is in most cases an average
plane of the scene object points that correspond to the
characteristic features as shown in Fig 1.
[0072] This mapping can then be used to map the gaze
direction to a gaze point in the reference image. Based
on the determination of the gaze direction it is possible
to determine the actual gaze point first in the scene image
(based on the initial calibration) and then the correspond-
ing point in the reference image (based on the planar
homography). This is also illustrated in Fig. 1 and will
now be explained in more detail below.
[0073] The detection of a certain gaze direction corre-
sponds to a certain point in the later taken scene image
SC2, as is illustrated by the line which crosses the image
plane in the image taken by camera SC2. This corre-
spondence has been obtained during the calibration
through which there has been obtained a mapping of the
gaze direction to a point in the scene image as has been
explained before in connection with the calibration pro-
cedure. This point in the scene image plane which is iden-
tified by the gaze direction now corresponds to a certain
point of the virtual transfer plane in Fig. 1 as can be seen
from Fig. 1, and this point of the virtual transfer plane in
Fig. 1 taken by camera SC2 at a different position again
corresponds to a certain point in the reference image
taken by camera SC in the initial position during calibra-
tion. The mapping is given by the planar homography
which has been determined to map points of the scene
image SC2 to the reference image SC and which has
been determined based on the recognition or re-identifi-
cation of the characteristic features and preferably a ro-
bust estimation.
[0074] As can be seen from the above description, ac-
cording to one embodiment there is used a set of char-
acteristic features (such as points, corners or edges)
which are identified in the reference image and which

together with the re-identified features in a scene image
defines a "virtual transfer plane". Camera images are pro-
jections of this virtual transfer plane into the image plane
of the camera, which leads to different position of the
characteristic features in different camera images if they
are taken from different camera positions. This virtual
transfer plane may be regarded as a "scene stable plane"
in the sense that even if the scene image changes due
to movement of the camera, it can be "re-identified" in
the later taken scene image by re-identifying the charac-
teristic features in a later taken scene image which was
taken from a different position by the head-mounted cam-
era. There is used image processing of the images of the
head mounted scene camera to first define the charac-
teristic reference features and then again find or re-iden-
tify the characteristic features in a later scene image by
feature detection instead of resorting to artificial IR light
sources which have to be mounted in the real world scen-
ery. Instead a "natural" and unamended image of the real
world scenery taken by a normal camera can be used
without any artificial markers and without any additional
IR detectors, and the gaze point determination can be
carried out without resorting to any external markers. In-
stead the gaze point detection can be performed based
on the unchanged scene images alone without any arti-
ficial additions, even if the head-mounted camera moves.
[0075] The definition of the set of characteristic refer-
ence features in the above example has been carried out
by selecting a rectangle which surrounds the bookshelf
as a "characteristic region" or "region of interest which
defines the features contained in it and identified by a
feature detection algorithm, as illustrated in Fig. 1.
[0076] However, any other regions of interest of refer-
ence image which contain characteristic features which
are suitable to be re-identified in a later scene image may
be chosen as well. For example, one may chose the four
front corners of the bookshelf as characteristic points by
selecting them with the mouse to thereby define an area
of interest around them which is used for executing the
feature detection algorithm which in such a case may
e.g. be a corner detection algorithm. Such corners may
then be re-identified in a later scene image again by a
suitable corner detection algorithm such as e.g. the
Moravec corner detection algorithm, the Harris &
Stephens corner detection algorithm, the Plessey corner
detection algorithm or others, which are known to the
person skilled in the art.
[0077] Moreover, the already mentioned SIFT algo-
rithm mentioned in a foregoing example may also be
used.
[0078] Another algorithm for feature identification and
feature recognition which may be used (based on the
reference image as a whole or based on one or more
regions of interest defined in the reference image) in-
stead of the SIFT algorithm or in combination with it is
the so-called "speeded up robust features" (SURF) al-
gorithm. SURF is based on sums of approximated 2D
Haar Wavelet responses around the feature location as
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feature-descriptor and makes an efficient use of integral
images.
[0079] It uses an integer approximation to the deter-
minant of Hessian Blob detector to find the feature-loca-
tion, which can be computed very fast with an integral
image. A description of this algorithm can be found e.g.
in Herbert Bay, Andreas Ess, Tinne Tuytelaars, Luc Van
Gool SURF: "Speeded Up Robust Features", Computer
Vision and Image Understanding (CVIU), Vol. 110, No.
3, pp. 346--359, 2008.
[0080] As a feature detection algorithm any image
processing algorithm may be used which is capable of
detecting characteristic features such as points, blobs or
regions or objects in a reference image, and which further
is capable of recognizing or re-identifying these charac-
teristic features which have been detected in the refer-
ence image also in a later taken scene image even if the
scene image was taken from a different position. The
image processing algorithm should be capable of such
a feature detection based on a "natural" image taken by
a conventional camera. This avoids the necessity of ar-
tificial IR light sources and the need for additional detec-
tors. Instead the feature detection algorithm is chosen
such that it can detect inherent characteristic features in
any "natural" scene image taken by a normal camera as
long as the scene image has a certain contrast and is
not completely uniform but contains shapes and con-
tours. By using such a feature detection algorithm the
gaze point mapping approach of the embodiments of the
invention can in principle be performed based on any
scene images without artificially enriching the scene or
the scene images by IR light sources. There are a mul-
titude of image processing algorithms which are capable
of fulfilling such a function, rather simple ones like corner
detection algorithms, and rather sophisticated ones like
a SIFT algorithm or a SURF algorithm. All these algo-
rithms have in common that they can operate on natural
images without the need for additional IR sources and
additional IR detectors, because they can detect and use
inherent characteristic features of the images which do
not contain artificial IR sources as markers.
[0081] According to one embodiment the determina-
tion of such characteristic features is done automatically
by a feature detection algorithm but may be supported
manually, e.g., by selecting (e.g., by the mouse or any
input or selection device) a region of interest for executing
thereon the feature detection algorithm as described be-
fore.
[0082] According to one embodiment, however, the
characteristic features such as characteristic points or
blobs or regions can also be done fully automatically
based on the reference image. For example, the SIFT
algorithm mentioned before is capable of identifying char-
acteristic points (or features), so called "keypoints" which
are then later re-identified in a later image. After having
selected the rectangle shown in Fig. 1, the SIFT algorithm
therefore may automatically identify the "keypoints" with-
in this rectangle. A fully automatic procedure may be ob-

tained if instead of selecting a rectangle as described
before, the whole reference image forms the basis for
the feature identification by the SIFT algorithm to define
the virtual transfer plane.
[0083] To summarize the foregoing description of em-
bodiments, a mapping of the gaze direction of an eye to
a reference image of a scene may be performed as fol-
lows.
[0084] First there is mapped the gaze from the eye
tracker ET to the scene camera reference image SC us-
ing standard procedures.
[0085] Then there is defined a set of characteristic ref-
erence features in the reference image by using a feature
detection algorithm.
[0086] Then there is found the position of the charac-
teristic reference features in any other scene camera im-
age SC2 taken from a different position.
[0087] Then there is obtained/calculated the transfor-
mation (which is a planar homography) of the scene plane
to the virtual transfer plane. Using this transformation a
gaze direction (and its corresponding point in the scene
image as obtained from a calibration procedure) can be
mapped to the corresponding gaze point in the reference
image.
[0088] It should be noted that the other scene images
can not only be from other positions and other times but
can even be from other participants (i.e. other persons
wearing the head-mounted camera and the eye tracker).
It is not necessary to perform a new calibration (i.e. gen-
erate a new reference image or features thereon) even
if the head-mounted camera is in a subsequent meas-
urement sequence worn by a different subject.
[0089] In such a manner a gaze direction can be
mapped onto corresponding gaze points on the reference
image over time (and even over different participants) so
that the gaze point can be recorded over time, even if
the head of the user moves and even for different users.
[0090] Once the mapping of the gaze to the reference
image has been obtained, the gaze may be displayed in
the reference image, e.g. by highlighting the location at
which the user’s gaze was directed, or by displaying a
symbol like a cross or any mark at the location of the
gaze. If the measurement was conducted over a certain
time period, then the corresponding evolution of the gaze
point may be displayed by a moving mark or symbol
which is shown in the reference image. This is then a
visualization of the subject’s gaze in the reference image.
[0091] However, the initial reference image may pos-
sibly not be the best image for such visualization. E.g.,
if the initial reference image may contain a bookshelf not
in a front view but in a perspective view, as shown in Fig.
1. For visualization of the gaze of the subject, however,
it may be more desirable to use an image which shows
the gaze point in an image which shows a front view of
the bookshelf rather than showing it in a perspective view.
[0092] For that purpose according to one embodiment
one may generate a "final reference image" or a "visual-
ization image" which offers the "desired view" of the
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scene for which the gaze points are to be determined
and tracked.
[0093] For the purpose of generating such a "final ref-
erence image" one may choose, e.g., a suitable scene
image which shows the scene in the desired view. For
this scene image, the homography that gives the map-
ping between the initial reference image and the scene
image has already been determined during the actual
measurement phase.
[0094] This transformation may then be used to map
all the gaze points from the initial reference image to the
"final reference image" or the "visualization image" that
corresponds to the selected scene image.
[0095] If no scene image shows the scene in the most
desirable manner, one may also take an "external" or
"additional" image of the scene as a final reference im-
age, possibly even by a different camera, e.g. with a high-
er resolution and from the desired perspective. In this
final reference image then there is performed the feature
detection algorithm to detect or re-identify the character-
istic reference features. Based on the recognized fea-
tures one may then again determine the corresponding
transformation from the initial reference image to the final
reference image (the visualization image), and using the
thus determined transformation the detected gaze points
in the initial reference image may be transformed or
mapped onto the visualization image.
[0096] According to one embodiment the final refer-
ence image is generated such that it shows the scene
image best in such a way that the gaze points when trans-
formed onto the final reference image are presented in
the most desirable way. This is e.g. the case if the objects
on which the gaze point is to be determined are shown
in a front view rather than in a perspective view, or if the
final reference image is larger or has a better resolution
than the scene images.
[0097] An example of the case where the final refer-
ence image is geometrically modified compared to the
initial reference image in order to offer a more frontal view
of the scene than the initial reference image is schemat-
ically illustrated in Fig. 2. Fig. 2 shows the initial reference
image of Fig. 1 and a final reference image which offers
a more front view than the initial reference image. Also
schematically illustrated is the projection which projects
the initial reference image onto the final reference image
and which corresponds to the homography or transfor-
mation which is determined to obtain the mapping. An-
other example of a geometric modification would be a
change of the aspect ration of the image.
[0098] According to a further embodiment the final ref-
erence image may be obtained by removing distortions
from the initial reference image, for example by removing
camera distortions such as barrel distortions.
[0099] According to one embodiment the generation
of the final reference image or visualization image may
comprise the stitching of images. It also may comprise
the rectification of one or more scene images or their
stylization, e.g. by marking certain areas or parts, or

sketching a stylized drawing. The visualization image
may in one embodiment even be a handmade drawing.
[0100] Depending on the kind of image used as visu-
alization image there may be used different methods to
determine the point transfer mapping from the reference
image to the visualization image. If e.g. the visualization
image was taken with the same camera as the reference
image, then the feature detection algorithm which has
already been described may be used for that purpose.
[0101] If, however, the visualization image is a stylized
image or even a sketch or a handmade drawing, then
the point transfer mapping may be defined manually, e.g.
by mapping triangles or even point by point.
[0102] According to one embodiment the visualization
of the mapped gaze point is not made in a single visual-
ization image but in the frames of a video sequence which
act as a sequence of visualization images.
[0103] For that purpose there is determined a point
transfer mapping between the reference image and each
frame of the video sequence, and this mapping can then
be used to map the gaze point of one or more users over
time into the frames of a video sequence. In this manner
the gaze point taken and recorded over time by a head-
mounted video camera can be mapped via the reference
image into another video taken by a different camera
from a different position or perspective. The gaze of one
or more users as it evolves over time can in this way be
mapped into the same video of the scene possibly taken
from a different and more desirable perspective.
[0104] Once the final reference image has been gen-
erated the feature detection algorithm can be executed
on it to detect therein the characteristic reference fea-
tures. By calculating then the homography between the
features a mapping of the gaze points to the final refer-
ence image can be obtained. Any other means of deter-
mining a mapping that can transform points from the initial
reference image to their corresponding location on the
final reference image can also be used e.g. defining a
homography by hand (e.g. by specifying 4 point matches)
or e.g. even defining the transformation point by point.
[0105] As has been described before in relation to oth-
er embodiments, for automatic image processing to de-
tect the characteristic features the image part for the fea-
ture detection to work on can be characterized by the
content of an area (a region of interest), the content of
that area thereby defining the region within which the
algorithm looks for the characteristic features or the ob-
jects which can be identified in that content of the area
of interest. A homography is calculated from character-
istic reference features in another scene image and char-
acteristic reference features in the reference image which
define an implicit virtual scene plane that facilitates the
point transfer. The homography transforms all points of
the scene image (which corresponds to the points of a
virtual transfer plane in the real world scene and all and
points off the plane with parallax error relative to their
distance from the plane) to points on the reference image
and in extension to any reference image thus reducing
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the mapping of points for a moving person with a head-
mounted eye tracker to the case of a fixed eye tracker.
Therefore the gaze point tracking can be performed even
if the head-mounted camera moves.
[0106] According to one embodiment, by defining a
certain object (or one or more objects) in the reference
image through their shape or contour (e.g. through their
boundaries) one can compare for a certain gaze point
whether this gaze point lies within such a boundary of an
object or not. If yes, then it can be determined that the
gaze rests on the corresponding object, and if not it does
not.
[0107] The identification as to whether the gaze rests
on a certain object or not is made based on the gaze
mapped onto the reference image instead of based on
the gaze determined in the scene images. Substituting
all scene images by one reference image and mapping
the gaze onto it (possibly even from different participants
and times) makes it possible to visualize and do statistics
on aggregated gaze data. Analysis of head-mounted eye
tracker data (at least for the gaze data on the virtual trans-
fer plane) thereby becomes the same as analyzing eye
tracking data with a fixed head.
[0108] It will be understood by a person skilled in the
art, that the embodiments described hereinbefore may
be implemented by hardware, by software, or by a com-
bination of software and hardware. The modules and
functions described in connection with embodiments of
the invention may be as a whole or in part implemented
by microprocessors or computers which are suitably pro-
grammed such as to act in accordance with the methods
explained in connection with embodiments of the inven-
tion. This may involve the connection of such computers
or microprocessors with suitable interfaces and/or meas-
uring devices as they are used in the field of eye tracking
and image processing, as will be readily understood by
the skilled person.

Claims

1. An apparatus for mapping a gaze point of a subject
on a scene image to a gaze point in a reference im-
age, wherein said scene image and said reference
image have been taken by a camera from a different
position, said apparatus comprising:

A module for executing a feature detection al-
gorithm on said reference image to identify a
plurality of characteristic features and their lo-
cations in said reference image;
a module for executing said feature detection
algorithm on said scene image to re-identify said
plurality of characteristic features and their lo-
cations in said scene image;
a module for determining a point transfer map-
ping that transforms point positions between
said scene image and said reference image

based on the locations of said plurality of char-
acteristic features detected in said reference im-
age and said scene image;
a module for using said point transfer mapping
to map a gaze point which has been determined
in said scene image to its corresponding point
in said reference image.

2. The apparatus of claim 1, wherein
said point transfer mapping is a planar homography
which is estimated from the features in the reference
image and scene image and transfers point positions
via a virtual transfer plane in the world scene from
said scene image to said reference image.

3. The apparatus of claim 1 or 2, further comprising:

A module for determining one or more regions
of interest in said reference image within which
said feature detection algorithm is executed to
detect and locate said characteristic features
therein.

4. The apparatus of one of the preceding claims,
wherein said feature detection algorithm for detect-
ing said plurality of characteristic features in said
scene image and for detecting and re-identifying said
characteristic features in said scene image compris-
es one of the following:

A scale invariant feature transform algorithm;
a speeded up robust features algorithm.

5. The apparatus of one of the preceding claims, further
comprising:

A module for mapping the gaze directions from
different persons and/or different times to the
corresponding gaze points in the reference im-
age and for recording the mapped gaze points
over time, possibly also for different users.

6. The apparatus of one of the preceding claims, further
comprising:

A module displaying said gaze point which has
been mapped from said scene image to said ref-
erence image in said reference image to visual-
ize said gaze point, possibly as its location
evolves over time.

7. The apparatus of one of the preceding claims, further
comprising:

A module for visualizing said gaze point which
has been mapped from said scene image to said
reference image in a visualization image differ-
ent from said reference image, said module
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comprising:

a module for determining a point transfer
mapping for transferring a point from said
reference image to said visualization image;
a module for using said point transfer map-
ping to map said gaze point from said ref-
erence image to its corresponding point in
said visualization image; and
a module for displaying said gaze point on
said corresponding point in said visualiza-
tion image.

8. The apparatus of claim 7, further comprising:

A module for determining said point transfer
mapping based on characteristic features which
have been detected in said reference image by
a feature detection algorithm and which have
been detected and re-identified in said visuali-
zation image by said feature detection algo-
rithm.

9. The apparatus of claim 7 or 8, wherein said visuali-
zation image is one of the following:

an image selected from scene images taken
from different positions;
an image generated by stitching two or more of
the scene images taken from different positions;
a geometrically modified image of the scene;
an image of the scene from which distortions
have been removed;
an external image taken by a different camera;
an image taken at a time different from the actual
measurement of the gaze points;
an image having a higher resolution than said
reference image;
a cartoon or a sketch;
a stylized drawing
a handmade drawing.

10. The apparatus according to one of the preceding
claims, further comprising:

A module for visualizing said gaze point in the
frames of a video sequence, said module com-
prising:
A module for determining a point transfer map-
ping from points of said reference image to cor-
responding points in the video frames of said
video sequence;
A module for using said point transfer mapping
to map a gaze point from said reference image
to the corresponding point into the correspond-
ing points of the frames of a video sequence.

11. The apparatus of claim 10, further comprising:

A module for mapping the gaze point of a user
as detected in a scene image taken by a first
camera into the corresponding location in a cor-
responding frame of a video as taken by a sec-
ond camera from different positions than said
first camera.

12. The apparatus according to one of the preceding
claims, further comprising:

An eye tracking module for tracking the gaze of
a subject; and/or
A head-mounted camera for taking a scene im-
age; and/or
A calibration module for mapping a gaze point
to a corresponding point in the scene taken by
said head-mounted camera.

13. A method for mapping a gaze point of a subject on
a scene image to a gaze point in a reference image,
wherein said scene image and said reference image
have been taken by a camera from a different posi-
tion, said method comprising:

executing a feature detection algorithm on said
reference image to identify a plurality of charac-
teristic features and their locations in said refer-
ence image;
executing said feature detection algorithm said
scene image to re-identify said plurality of char-
acteristic features and their locations in said
scene image;
determining a point transfer mapping that trans-
forms point positions between said scene image
and said reference image based on the locations
of said plurality of characteristic features detect-
ed in said reference image and said scene im-
age;
using said point transfer mapping to map a gaze
point which has been determined in said scene
image to its corresponding point in said refer-
ence image.

14. The method of claim 13, further comprising the steps
as carried out by the features as defined in one of
claims 2 to 12.

15. A computer program comprising computer program
code which when being executed on a computer en-
ables said computer to carry out a method according
to one of claims 13 or 14
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