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(54) Method to control power consumption in a mobile network

(57)  Theinvention has for object a method to control
power consumption in a mobile network (1), wherein the
network comprises a plurality of base-stations (5, 7) and
user equipments (3), comprising the steps :

- computing a network state function (e, €,) for at least
one user equipment (u) taking into account neighbouring
network elements (v,w) of the at least one user equip-
ment (u),

- computing a distribution for accessible network states
(s) using the state function
(¢, €,), in which low power consumption network states
are favoured,
- switching the state (s) of the atleast one user equipment
(u) to another state,
according to the probability distribution.

The invention also has for object the associated net-
work node and user equipment (3).
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Description
BACKGROUND OF THE INVENTION

[0001] The presentinvention relates to the field of telecommunications and more specifically of the power management
in a mobile network comprising a plurality of network cells.

[0002] The fast rising of broadband wireless radio access in mobile networks leads to the deploying of an important
amount of antennas, destined to cover wide areas in a pattern known as cells. The number of implied emitters/receivers
represents a considerable power consumption that needs optimisation.

[0003] For example, future 4G wireless network architectures comprise the implementation of combined macro-cells,
around respective wide range antennas, and small-cells, such as femto-cells, around respective short range antennas
such as base-stations. When also considering the always rising mobility of the users, one can realize the complexity of
the network architecture.

[0004] The known power consumption optimisation measures apply at three different levels: hardware level, traffic
regulation at cell level, and optimisation at network level. The measures concerning hardware level can be for example
the implementation of less power consuming components. The measures concerning traffic regulation at cell level are
for example the caching of repeatedly transmitted data, overhead compression, or handing-off part of the load to other,
less consuming, network resources. The optimisation at network level is done by optimising the cell pattern, and optimising
the user attachment, that is the base-station the user equipments respectively bind to.

[0005] The optimisation at network level as now used implies important arrangements in hardware deployment (po-
sitioning the antennas), and/or use of a centralizing node, requiring change in the protocol stack and huge amounts of
data exchange.

SUMMARY OF THE INVENTION

[0006] In order to overcome at least partially the aforementioned drawbacks, the invention has for object a method to
control power consumption in a mobile network, wherein the network comprises a plurality of base-stations and user
equipments, comprising the steps :

- computing a network state function for atleast one user equipment taking into account neighbouring network elements
of the at least one user equipment,

- computing a probability distribution for accessible network states using the state function, in which low power con-
sumption network states are favoured,

- switching the state of the at least one user equipment to another state, according to the probability distribution.

[0007] By doing so, an easily implementable optimisation is proposed that does not require major modification of
network structure or protocols. Moreover, the limited amount of data traffic and processing allows optimisation on time
scales compatible with user mobility.

[0008] The method can also have one ore more of the following characteristics, taken separately or in combination.
[0009] The network state function is a local network state function, and the steps of computing the network state
function for at least one user equipment taking into account neighbouring network elements of the at least one user
equipment, and of computing a probability distribution for accessible network states using the state function, in which
low power consumption network states are favoured, are performed by the local base stations.

[0010] The network state function is a global network function obtained by summing local network state functions, and
the steps of computing the local network state function for at least one user equipment taking into account neighbouring
network elements of the at least one user equipment, and of computing a probability distribution for accessible network
states using the state function, in which low power consumption network states are favoured, are performed by the local
base stations.

[0011] The steps are performed in an iterative process.

[0012] The network state function comprises a selfish part corresponding to the local link quality and an altruistic part
corresponding to the interference induced on other network equipments.

[0013] It further comprises the step of exchanging data with the neighbouring network elements to determine the
altruistic part.

[0014] The state function depends on the signal-to-interference-plus-noise ratio of the at least one user equipment.
[0015] The state function depends on the power consumption in the considered state of the at least one user equipment.
[0016] The probability distribution for the possible states further depends on a controlled parameter.

[0017] It comprises in addition a step of optimising an overall energy efficiency of the network using as a starting point
the network state after switching the state of the at least one user equipment to another state, according to the probability
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distribution.
[0018] Another object of the invention is a network node in a mobile network, configured to :

- compute a network state function for at least one user equipment it is bound to, taking into account neighbouring
network elements of the at least one user equipment,

- compute a probability distribution for accessible network states using the state function, in which low power con-
sumption network states are favoured,

- cause the user equipment to switch state to another state, according to the probability distribution.

[0019] The network node can also have one or more of the following characteristics, taken separately orin combination.
[0020] Itis further configured to exchange data with the neighbouring network elements to determine an altruistic part
of the state function corresponding to the interference induced on other network equipments.

[0021] It is further configured to optimise an overall energy efficiency of the network using as a starting point the
network state after switching the state of the at least one user equipment to another state, according to the probability
distribution.

[0022] Finally, last object of the invention is the associated user equipment configured to :

- send connection state related data to allow computation of a network state function taking into account neighbouring
network elements,

- switch state at random time interval into a state chosen according to a probability distribution for accessible network
states using the state function, in which low power consumption network states are favoured.

[0023] Further characteristics of the invention will appear at the reading of the following description, describing by way
of example different embodiments with reference to the accompanying drawings, in which :

- Fig. 1 represents schematically a mobile network portion,
- Fig. 2 represents schematically mobile network elements in a network neighbourhood,
- Fig. 3 represents schematically the steps of an embodiment of the method according to the invention.

[0024] In all figures the same references relate to the same elements.
DETAILED DESCRIPTION OF THE INVENTION

[0025] The invention relates to a method to manage the power consumption in a mobile network, in particular to third
and fourth generation wireless networks such as LTE network.

[0026] Figure 1 depicts a part 1 of a network, like a LTE network, comprising multiple network nodes such as but not
limited to user equipments 3 and base stations 5, 7. The depicted network part 1 comprises two user equipments 3,
labelled v and v, a macro-cell base station 5 labelled a and a micro-cell base station 7 labelled b. The user equipments
3 are for example smartphones, personal computers, digital pads, or any mobile network service compliant electronic
equipment. The macro-cell base station 5 could be a usual LTE network cell base antenna, whereas the micro-cell 7
base station is for example a femto-cell base-station.

[0027] The base stations 5, 7 produce respective coverage areas 9, represented by circles, which correspond to the
zone in which their signal is strong enough to ensure connectivity, and comprise the network cells associated to the
considered base stations 5, 7.

[0028] The coverage zone 9 of micro-cell base station 7 is for its most part overlapping the coverage zone 9 of the
macro-cell base station 5, which is larger. Both user equipments 3 are in the overlapping area, and can bind either with
the macro-cell base station 5 or with the micro-cell base station 7. There are consequently at this point four possible
states s for the system :

- uand vbinding with a,
- ubinding with a and v binding with b,
- ubinding with b and v binding with a,
- uand vbinding with b.

[0029] In a more realistic case, the fact that the user equipments 3 can switch between different channels ¢ makes
the states seven more numerous. Butone can always define afinite number of states. In each state the power consumption
and interference level between the user equipments 3 is different.

[0030] More particularly, one can define various state functions that are representative of global service quality and/or
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power consumption in the network 1. The function discussed herein is based on the signal-to-interference-plus-noise
ratio (SINR) of user u and over the set of all users U. More precisely the global state function ¢ is :

1
Z SINRy

ueld

which is the sum over all users u in the set of all users U of the inverted SINR of user u. By minimising € a good service
quality is ensured. Since the user equipments 3 usually increase their emission power to counter bad SINR, a reduction
of power consumption can be expected.

[0031] Eventhough this state function is not expressed in an energy unit, we call € the "energy" of the system "network"
1, to develop a statistical physics image.

[0032] The global energy state function € can be written as a sum over all users of a local energy ¢, :

e=k) ¢,

uel

where k is a multiplicative constant, and :

gll =A71+Bll

which is called the local energy at user u level, and :

N+ a(v,u,c)P,(c)i(b,,u,c) | > a(u,v,¢)P,(c)l(b,,v,¢)

veu ceC, ceC,
A = 2 = and B, =
: > B(0)l(b,,u,c) SINR, D S WAB TR
ceCu CEcv

[0033] We specify the above notations and explain them below in terms of downlink, however, note that the work is
applicable to the uplink as well :

- N, denotes the receiver noise at u,

- b, is the antenna or base station 5, 7 that user u attaches to,

- P,(c) denotes the transmit power used to send the signal destined to v in channel ce C,, where C,, is the set of
channels (e.g. sub-carriers) used for the transmission,

- I(b,u,c)is the signal attenuation from b, to u in channel ¢, and

- o(v,u,c) represents the orthogonality factor on the transmission destined to ve U, v#u  with respect to channel c.

[0034] The component A, is called the "selfish" part of the local energy. It corresponds to the signal-to-interference-
plus-noise ratio SINR, at single user u level. The presence of this component ensures that the optimisation process
does not simply lead to switch off the user equipments 3 and antennas or base-stations 5, 7. Also, the fact that network
elements tend to raise signal power to counter bad signal-to-interference-plus-noise ratio makes optimisation of this
term useful.

[0035] The component B, is called the "altruistic" part of the local energy. It corresponds to the interference induced
on all neighbouring network elements v by the considered user equipment u. Minimising this term allows all neighbouring
network elements to lower their power consumption in turn.

[0036] Infigure 2 are depicted user equipments 3, labelled uto y, and two base stations 5, labelled a and b. The figure
2 illustrates the concept of neighbourhood, in which the user equipments previously denoted v are to be considered in
previous formulas.
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[0037] The reference user equipment will be user equipment u, drawn highlighted towards the others, and situated in
the coverage area 9 of base station a. User equipments vand w represent the two type of neighbours that are considered.
An interference area 11 of user equipment v is represented by a dotted circle around said user equipment v. In said
area 11, the signal emitted by user equipment v is significantly high. To determine the area in practice, a threshold can
be set above which the emitting user equipment will be considered a neighbour, and be involved in the computing of €,,.
[0038] User equipment wis far enough from reference user equipment u to produce no interference with u, meaning
for example that the signal from w is received at u at a power level under the threshold. Nevertheless, user equipment
w shares base station a with user equipment u, so that it has to be considered while computing €,,.

[0039] User equipment x is out of the coverage area 9 of the base station a, and far enough from user equipment u
so that it is obviously not a neighbour of user equipment u.

[0040] User equipment yis still in the coverage area 9 of base station a, but is bound to base station b and far enough
not to interfere directly with user equipment u.

[0041] Also, all the base stations or antennas a, b emitting a signal that is received by user equipment u above a
threshold are neighbours that are to be considered.

[0042] To minimise the global system energy function &, the individual, local components ¢, need to be minimised. As
shown before, the €, components can be minimised using only immediate neighbour related data. This means that the
g, can be computed and minimised at antenna or base-station 5, 7 level, requiring only very limited data centralization
and overhead traffic.

[0043] The neighbour to neighbour interferences make it impossible to compute an exact solution without considering
the whole network. This would imply centralising the aforementioned data, computing the energy ¢, and attribute states
to all users. This is not possible considering the amount of traffic and computation it represents.

[0044] Inthe present example the receiver noise N, the received interference per channel ¢, and pathloss or link gain
I(b, u,c) are measured by user equipment u itself, and then reported to local antenna or base-station 5, 7 to evaluate
A, The power of the received signal from a user v and pathloss or link gain at neighbour v and/or neighbouring antenna
or base station are measured and sent to the antenna or base station 5, 7.

[0045] Then, a heuristic approach, using a process called Gibbs sampling is used. In this Gibbs sampling variant, the
base station 5, 7 computes for user uthe local energy ¢, after collecting the necessary data from the detected neighbours.
[0046] For user equipment u, a probability distribution or probability rule is determined using the local energy ¢, for
the attainable states s, having a higher value for states s with low energy ¢,,. In the present embodiment, the chosen
formula is :

7,(5)= - expl(~£,(5)/T)

[0047] Where cis a normalisation constant and T, called the temperature, is a controlled parameter, used to influence
the converging of the process. This distribution is derived from the Boltzmann distribution.

[0048] At regular or random time interval, the user equipment u switches its state to another state, using the afore-
mentioned probability law. The new ¢, is then computed, and with the new ¢, the new probability law is determined, then
the system waits for the next timer expiration to elapse, and the loop starts again. Since lower energy states have a
higher probability, after a certain number of iterations, the user equipments will have switched to lower energy states.
[0049] Figure 3 represents schematically the steps of the loop 100. In first step 101 the state of user equipment u is
changed. In step 103 the user equipments 3 proceed to data exchange with the local antenna or base-station 5, 7. In
step 105, the new ¢, and corresponding probability law are determined. The system then starts again at step 101 after
waiting for a certain, potentially random time interval ot.

[0050] If computation power allows, conditions can be set to exit loop 100 when a convergence of the resulting power
consumption is detected. However, the high mobility of the user equipments 3, or more generally the network coherence
time, may not permit convergence in a time short enough, in that case a predetermined number of iterations will be set
after which the process exits loop 100.

[0051] The temperature T is used to control the convergence speed. A low temperature means that the system will
converge quickly, but the obtained state may not be an optimal equilibrium.

[0052] One can consider that at each iteration the next level of neighbourhood is taken in consideration for any user
u. As a matter of fact, after the second iteration a user equipment u optimises itself with its immediate neighbours, who
in their turn optimised themselves taking into account their neighbours in the previous iteration.

[0053] Also, with a higher temperature, the network will have a higher degree of freedom, since a higher energy state,
that will only be adopted at high temperature, for one single user equipment u may allow many other user equipments
v to lower their energy in turn, leading to an overall power saving.

[0054] Therefore, by setting a higher temperature T, the expected number of iterations before converging is higher,



10

15

20

25

30

35

40

45

50

55

EP 2 515 586 A1

but a better equilibrium should be reached.

[0055] As an alternative a time dependant temperature, in particular a temperature decreasing with time allows to
combine the advantages of both high and low temperature case.

[0056] Alternative embodiments can be deployed based on a different global system energy function.

[0057] For example, one possibility is to include the power consumption P, of user u directly in the system energy
function. For example, one may work on the function :

1

=25 XZSINRu

uel wel

[0058] Another possibility is to perform a two-step optimisation. In a first time the following function will be optimised. :

1
£ =2 SINR,

uelU

[0059] This means that one only takes into account the traffic optimisation in this first step.
[0060] This yields a certain overall energy efficiency that can for example be either defined as :

Energy efficiency = Z r, Z P

uelU uelU

oras :

Energy_efficiency = ) Lo

uel/ u

where r, = Klog (1 + SINR,), with K a positive multiplicative constant.
[0061] The above second definition will focus the attention on the energy efficiency in each transmission link but may
sacrifice the optimality of the overall performance.

* *
[0062] After optimising the state function, a transmit power vector P* is obtained, where P = {R, SUE U} .

[0063] The second step of the method will then be to search a scaling factor o to minimise the function :

>.r(aP’)

ucl

> arl

uelU

[0064] The user equipments are then configured to work at a power level of (xPu*.
[0065] A more general problem can be expressed as optimising following function :
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2. (aP )

uelU

pAAA

uelU

where a={a}, subject to a given power constraint taking into account the hardware boundaries such as transmit power
limit. Various additional constraints can be for example:

*
- VBS;" Z au}: < PBS, s meaning that the sum of transmit powers in the downlink
ue BS;

from a base station BS;to its users is limited to the maximum value PBS_ corresponding to base-station maximum

power,

- Yue BS,.,au = aBs,. , Mmeaning that each base station has its own requirement to be applied to its users

uniformly so that no individual user is underprivileged,

- possibility of auegs‘, =0 , meaning that the base station is simply shut down and its users are attached to other

base stations.

[0066] Also, itis possible to centralize on an intermediate level the local energy value € or €, computed at base station
5, 7 level. Said centralization can take place over a network portion, reaching over, for example a dozen of base stations
5, 7, and be performed by a backhauling network node.

[0067] Simulations show that parallel improvements both in term of throughput quality and power consumption can
be expected. This method, since it is distributed among the network, does not require important modifications, neither
in the network architecture nor in the protocol stack.

[0068] Moreover, as it relies on statistics, its efficiency is improved with rising number of users, while the absence of
overall centralising node means that no hardware limits the upper boundaries of user equipment population in a network
using the method.

[0069] The method consequently allows to improve network quality while allowing a better environmental sustainability
of the networks.

Claims

1. Method to control power consumption in a mobile network (1), wherein the network comprises a plurality of base-
stations (5, 7) and user equipments (3), comprising the steps :

- computing a network state function (g, €,) for at least one user equipment (u) taking into account neighbouring
network elements (v,w) of the at least one user equipment (u),

- computing a probability distribution for accessible network states (s) using the state function (g, €,), in which
low power consumption network states are favoured,

- switching the state (s) of the at least one user equipment (u) to another state, according to the probability
distribution.

2. Method according to claim 1, wherein the network state function is a local network state function (g,), and the steps
of computing the network state function (g,) for at least one user equipment (u) taking into account neighbouring
network elements (v, w) of the atleast one user equipment (1), and of computing a probability distribution for accessible
network states (s) using the state function (g,), in which low power consumption network states are favoured, are
performed by the local base stations (5, 7).

3. Method according to claim 1, wherein the network state function is a global network function (g) obtained by summing
local network state functions (g,), and the steps of computing the local network state function (g,) for at least one
user equipment (u) taking into account neighbouring network elements (v, w) of the at least one user equipment (u),
and of computing a probability distribution for accessible network states (s) using the state function (g,), in which
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low power consumption network states are favoured, are performed by the local base stations (5, 7).
Method according to claim 1, 2 or 3, wherein the steps are performed in an iterative process.

Method according to any of claims 1 to 4, wherein the network state function comprises a selfish part (A,) corre-
sponding to the local link quality and an altruistic part (B,) corresponding to the interference induced on other network
equipments (3).

Method according to claim 5, further comprising the step of exchanging data with the neighbouring network elements
(v, w) to determine the altruistic part (B,).

Method according to any of the precedent claims wherein the state function (e, €,) depends on the signal-to-inter-
ference-plus-noise ratio (SINR ) of the at least one user equipment (u).

Method according to any of the precedent claims, wherein the state function (e, € ) depends on the power consumption
(P,) in the considered state of the at least one user equipment (u).

Method according to any of the precedent claims, wherein the probability distribution for the possible states further
depends on a controlled parameter (T).

Method according to any of the precedent claims, wherein it comprises in addition a step of optimising an overall
energy efficiency (Energy_efficiency) of the network (1) using as a starting point the network state after switching
the state (s) of the at least one user equipment (u) to another state, according to the probability distribution.

Network node in a mobile network, configured to :

- compute a network state function (g, €,) for at least one user equipment (u) it is bound to, taking into account
neighbouring network elements of the at least one user equipment (u),

- compute a probability distribution for accessible network states (s) using the state function (g, €,), in which low
power consumption network states are favoured,

- cause the user equipment (u) to switch state (s) to another state, according to the probability distribution.

Network node according to claim 11, further configured to exchange data with the neighbouring network elements
(v, w) to determine an altruistic part (B,) of the state function (g, €,) corresponding to the interference induced on
other network equipments.

Network node according to claim 11 or 12, wherein it is further configured to optimise an overall energy efficiency
(Energy_efficiency) of the network (1) using as a starting point the network state after switching the state (s) of the
at least one user equipment (u) to another state, according to the probability distribution.

User equipment in a mobile network, configured to :

- send connection state (s) related data to allow computation of a network state function (e, € ) taking into account
neighbouring network elements,

- switch state at random time interval into a state (s) chosen according to a probability distribution for accessible
network states (s) using the state function (g, €,), in which low power consumption network states are favoured.

Amended claims in accordance with Rule 137(2) EPC.

1. Method to control power consumption in a mobile network (1), wherein the network comprises a plurality of base-
stations (5, 7) and user equipments (3), comprising the steps :

- computing a network state function (g, €,) for at least one user equipment (u) taking into account neighbouring
network elements (v,w) of the at least one user equipment (u),

- computing a probability distribution for accessible network states using the state function (g, €,), in which low
power consumption network states are favoured,

- switching the state of the atleast one user equipment (u) to another state, according to the probability distribution.
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2. Method according to claim 1, wherein the network state function (g, €,) is a local network state function (g,), and
the steps of computing the local network state function (g,) for at least one user equipment (u) taking into account
neighbouring network elements (v, w) of the at least one user equipment (u), and of computing a probability distribution
for accessible network states using the local state function (g), in which low power consumption network states are
favoured, are performed by the local base stations (5, 7).

3. Method according to claim 1, wherein the network state function (g, €,) is a global network function (g) obtained
by summing local network state functions (g,), and the steps of computing the local network state function (g,,) for
at least one user equipment (u) taking into account neighbouring network elements (v,w) of the at least one user
equipment (u), and of computing a probability distribution for accessible network states using the global state function
(¢), in which low power consumption network states are favoured, are performed by the local base stations (5, 7).

4. Method according to claim 1, 2 or 3, wherein the steps are performed in an iterative process.

5. Method according to any of claims 1 to 4, wherein the network state function comprises a selfish part corresponding
to the local link quality and an altruistic part corresponding to the interference induced on other network equipments

3).

6. Method according to claim 5, further comprising the step of exchanging data with the neighbouring network
elements (v, w) to determine the altruistic part.

7. Method according to any of the precedent claims wherein the state function (g, €,) depends on the signal-to-
interference-plus-noise ratio of the at least one user equipment (u).

8. Method according to any of the precedent claims, wherein the state function (g, €,) depends on the power con-
sumption in the considered state of the at least one user equipment (u).

9. Method according to any of the precedent claims, wherein the probability distribution for the possible states further
depends on a controlled parameter.

10. Network node in a mobile network, configured to :

- compute a network state function (g, €,) for at least one user equipment (u) it is bound to, taking into account
neighbouring network elements of the at least one user equipment (u),

- compute a probability distribution for accessible network states using the state function (g, €,), in which low
power consumption network states are favoured,

- cause the user equipment (u) to switch state to another state, according to the probability distribution.

11. Network node according to claim 10, further configured to exchange data with the neighbouring network elements
(v, w) to determine an altruistic part of the state function (g, €,) corresponding to the interference induced on other
network equipments.

12. User equipment in a mobile network, configured to :

- send connection state related data to allow computation of a network state function (g, €,) taking into account
neighbouring network elements,

- switch state at random time interval into a state chosen according to a probability distribution for accessible
network states using the state function (g, €,), in which low power consumption network states are favoured.
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