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(67)  The invention relates to a method for predicting
a physical characteristic of vacuum insulation panels of
a certain type. The method comprises measuring (101)
a plurality of physical quantities associated with the vac-
uum insulation panels at distinct time instants, measuring
(103) values of the physical characteristic at the distinct

time instants, fitting (105) a parametric regression model
with the measured physical quantities as regression pa-
rameters to predict the measured values of the physical
characteristic at the distinct time instants using the par-
ametric regression model, and executing (107) the par-
ametric regression model to predict the physical charac-
teristic at a future time instant.
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Description

[0001] The invention relates to predicting a physical characteristic of vacuum insulation panels in the future upon the
basis of measurements.

[0002] Vacuum insulation panels are widely used for thermal insulation of home appliances and buildings. However,
the physical characteristics such as thermal conductivity of vacuum insulation panels tend to change over time. In order
to capture the changing physical characteristics, long time measurements may be performed. However, in view of a
long lifetime of typical vacuum insulation panels - 10 years and more - it is not feasible to perform measurements over
that long period of time.

[0003] It is therefore the object of the present invention to provide an efficient concept for determining a physical
characteristic such as thermal conductivity of vacuum insulation panels for a long period of time.

[0004] This object is achieved by the features of the independent claim. Further embodiments are disclosed in the
figures, in the description and in the dependent claims.

[0005] The invention is based on the finding that the above object may be solved by predicting future physical char-
acteristic of vacuum insulation panels upon the basis of a parametric regression model.

[0006] According to an aspect, the invention relates to a method for predicting a physical characteristic of vacuum
insulation panels of a certain type, the method comprising measuring a plurality of physical quantities associated with
the vacuum insulation panels at distinct time instants, measuring values of the physical characteristic at the distinct time
instants, fitting a parametric regression model with the measured physical quantities as regression parameters to predict
the measured values of the physical characteristic at the distinct time instants using the parametric regression model,
and executing the parametric regression model to predict the physical characteristic at a future time instant. The future
time instant is a time instant following the certain time instants.

[0007] According to an embodiment, the parametric regression model is executed and/or fitted by a computer.
[0008] According to an embodiment, the parametric regression model is a non-linear regression model, in particular
a mixed non-linear regression model.

[0009] According to an embodiment, the values of the physical characteristic and the plurality of physical quantities
are measured at three distinct time instants, in particular only at three distinct time instants.

[0010] According to an embodiment, the physical characteristic is a least one of: thermal conductivity, internal gas
pressure, weight.

[0011] According to an embodiment, the measured physical quantities are at least one of the following physical quan-
tities: temperature, elapsed time during which a vacuum insulation panel was exposed to a certain test condition, in
particular to a certain temperature, geometry of a vacuum insulation panel, in particular a sealing length or a surface
area or a volume of a kernel of a vacuum insulation panel or a thickness of a vacuum insulation panel, a mass of a
vacuum insulation panel, a relative mass increase of a vacuum insulation panel.

[0012] According to an embodiment, the step of fitting of the parametric regression model comprises determining
regression coefficients of the parametric regression model.

[0013] According to an embodiment, the method further comprises determining the distinct time instants for measure-
ments.

[0014] According to an embodiment, the method further comprises determining a number of vacuum insulation panels
of the same type for measurements.

[0015] According to an embodiment, the method further comprises determining a total measurement time of the
measurements.

[0016] Accordingto an embodiment, the method further comprises determining environmental conditions, in particular
temperatures, to which to expose at least one vacuum insulation panel.

[0017] According to an embodiment, the method further comprises determining an exposure time.

[0018] Accordingtoanembodiment, the method further comprises determining a number of measurements repetitions.
[0019] Accordingtoan embodiment, the vacuum insulation panel of the same type comprises a panel core, in particular
a fiber panel core.

[0020] According to an embodiment, the parametric regression model is one of the following parametric regression
models
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with Y denoting values of the physical characteristic, B4 - B4 denoting regression coefficients, x1 - x4 denoting measured
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Y = 9(35:#3)'*'5 = (»‘31331+/32:E2)8Xp —E:L’»g Is +

values of the physical characteristic and ¢ denoting an error.

[0021] According to an embodiment, the parametric regression model is described by a nonlinear function.
[0022] According to an embodiment, the predicting the physical characteristic of the vacuum insulation panels com-
prises predicting a number of vacuum insulation panels having a certain value of the physical characteristic or having

a value of the physical characteristic below or above a threshold.

[0023] According to an embodiment, the predicting the physical characteristic of the vacuum insulation panels com-
prises predicting a change of the physical characteristic over time. Further embodiments of the invention will be described

with respect to the following figures, in which:
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shows a diagram of a method for protecting a physical characteristic;

shows a diagram of a method for predicting a physical characteristic of more than 18 VIPs;
shows a graphical user interface;

shows observed versus predicted values of pressure increase;

shows residuals versus predicted values of pressure increase;

shows residuals versus observed values of pressure increase;.

shows histograms of the residuals;

shows predicted values plotted against observed values of larger panels.

shows a coefficient of a prediction interval;

shows an increase in precision of a prediction of pressure increase;

shows a relation between the number of testing panels and a length of the prediction interval;
shows a sensitivity of the coefficient of the prediction interval;

shows an increase in pressure measured in mbar plotted against the elapsed time in days;
shows the thermal conductivity for different core materials;

shows the thermal conductivity of a kernel made of glass fibres.

shows a measured heat conductivity;

shows a characteristic of an estimator;

shows estimates;

shows estimates;

shows a prediction variance;

shows a prediction variance;
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Fig. 21 shows a prediction variance; and
Fig. 22  shows a prediction variance.

[0024] Fig. 1 shows a diagram of a method for protecting a physical characteristic, e.g. thermal conductivity, of vacuum
insulation panels of a certain type. The certain type is determined by the structure of the vacuum insulation panels. Thus,
vacuum insulation panels having e.g. a fiber core belong to the same certain type. Correspondingly, vacuum insulation
panels without any core belong to another certain type.

[0025] The method comprises measuring 101 a plurality of physical quantities associated with the vacuum insulation
panels at distinct time instants, measuring 103 the radius of the physical characteristic at the distinct time instants, fitting
105 a parametric regression model with the measure of physical quantities as regression parameters in order to predict
the measured values of the physical characteristic at the distinct time instants using the parametric regression model.
In other words, the parametric regression model is fitted such that its result yields at least estimates of the measured
values of the physical characteristic.

[0026] The method further comprises executing 107, e.g. on a digital computer, the parametric regression model in
order to predict the physical characteristic at a future time instant.

[0027] The physical characteristic may be a thermal conductivity, an internal gas pressure or weight. Correspondingly,
the physical quantities may be a temperature or a measured geometry of a vacuum insulation panel etc. The physical
quantities are used as regression parameters in order to fit the parametric regression model.

[0028] According to an embodiment, the physical characteristic of more than 18 vacuum insulation panels (VIP) may
be measured. Thereafter, three groups with respectively 6 VIPs are stored at temperatures of 23°C, 45°C and 70°C.
Atfter different time instants, e.g. after 0, 25, 50, 75 or 100 days or after a minimum of 0, 50 or 100 days, the physical
characteristic of the VIP may be measured again. The measured values may be evaluated using a computer program
which is adapted to compute parameter of the parametric regression model using the measuring values in order to
provide a prediction of the physical characteristic for e.g. two or ten years at a certain operation temperature.

[0029] The parametric regression model may be a non-linear mixed regression model for predicting efficiency, e.g.
thermal conductivity of the VIPs within shorter test intervals, e.g. within 100 days. Nevertheless, the parametric regression
model may provide a prediction of a physical characteristic after 15 years within a confidence interval. Thus, the vacuum
insulation panels may be tested within 100 days or less in order to obtain a prediction for the physical characteristic or
for the change of the physical characteristic over a significantly longer period of time.

[0030] The statistical approach yields more reliable predictions and enables an efficient deployment of test VIPs.
Moreover, less VIPs may be used for measurements so that the measurement complexity is reduced.

[0031] When predicting the physical characteristic of vacuum insulation panels, the type of vacuum insulation panels
is an important factor. By way of example, vacuum insulation panels having a fiber core are subject to stronger require-
ments relating to the quality of vacuum than vacuum insulation panels having a silicic acid core. In particular, VIPs with
a fiber core are evacuated during manufacturing by a factor of 100 more than VIPs with other cores. Thus, the outer
skins of the VIPs shall be correspondingly tighter.

[0032] In order to support a low gas pressure, additional integrated dry means may be used in the vacuum insulation
panels. It has been found that VIPs with fiber core suffer from non-linear effects influencing a degradation of the physical
characteristics, such as thermal conductivity of the VIP.

[0033] According to an embodiment, the prediction of the physical characteristic of vacuum insulation panels may be
performed in order to estimate how many VIPs have after two years a thermal conductivity which is less then 0.008
W/(mK), or how many VIPs have after ten years a thermal conductivity which is less then 0.015 W/(mK). The confidence
interval may be set to 95% and 99% at standard environmental conditions, e.g. 24°C and 50% air moisture or 15° Celsius
and 50% relative air moisture. The maximum temperature may be set to 75° Celsius, the minimal temperature may be
set to -40°C, the maximum air moisture may be 98% of the relative air moisture at 5°C. A start value for the thermal
conductivity forming an embodiment of a physical characteristic may be 0.006 W/(mK).

[0034] Fig. 2a shows a diagram of a method for predicting a physical characteristic of more than 18 VIPs. In step 201,
the physical characteristic, e.g. an inner pressure, weight or thermal conductivity, is measured. Thereafter, in step 203,
groups with more than 6 VIPs are stored at different temperatures, e.g. at a first temperature at 23°C in step 205, a
second temperature at 45 to 55°C in step 207 and at a third temperature at 60 to 80°C in step 209. Thereafter, in step
211, after 25, 50, 75 or 100 days, at least with three measurement time instants by 0, 50 and 100 days, the physical
characteristics, such as the inner pressure, weight or thermal conductivity, is measured again. In step 213, the elapsed
time is determined. If the elapsed time is greater than 100 days, then the method proceeds with step 215. In step 215,
the measurements are evaluated in order to perform the fitting of a parametric regression model enabling the prediction
of the physical characteristic of the vacuum insulation panels at a future time instant, e.g. after 15 years. In step 215,
the operational temperature may be set to 20°C.

[0035] According to an embodiment, the fitting the parametric regression model and the executing the same may be



10

15

20

25

30

35

40

45

50

55

EP 2 594 924 A1

performed using a graphical user interface as shown in Fig. 2b. The graphical user interface may implement the regression
model 217 which calculates and outputs model parameters. The graphical user interface may further comprise a section
219 for predicting a physical characteristic of a vacuum insulation panel, e.g. after two and after ten years. The physical
characteristic may be the inner pressure or thermal conductivity. The graphical user interface may further visualize
predicted values versus observed values, 221, observed values versus residuals, 223, predicted values versus residuals,
225, and residuals versus frequency, 227.

[0036] The following describes a statistical model for predicting panel lifetime. The panel lifetime is defined as the time
until panel failure. The panel fails if the value of the thermal conductivity exceeds a prescribed critical bound ¢. The
occurrence of an exceedance over a critical bound ¢ is identified with the death of the panel. Relevant critical bounds
for thermal conductivity are between 0.008 W/(m-K) after 2 years and 0.015 W/(m-K) after 10 years.

[0037] However, thermal conductivity is essentially a function of panel internal gas pressure and internal water content
(mass). Hence panel failure can be alternatively defined as the exceedance of the panel interior gas pressure and/or
the panel internal water content over prescribed critical values.

[0038] The functional relationships between thermal conductivity A g,4(t) at time t and gas pressure py,(?) at time ¢ can
be expressed by the following equations.

A ree gas A ree gas
)\gas (pgas) = 1f pf’/z ~ free g Pgas» (1)
? P12
gas
gasiraes )\free gas — )\gas )‘free gas g
)\gas(t) "DP1/2 /\gas(t()) “P1y2 —~ P12

———AXgas(t) . (3)

Apgas(t) - ~
g /\free gas — )\gas (t) )\f'ree gas — /\ga.s (tO) )\free gas

[0039] The constants are At gas = 25.5 X 10-3 W/(m'K) and p,,, = 650+/-100 mbar. The conversion of the critical
bound c for thermal conductivity into a critical bound ¢ for gas pressure can be calculated using equation (27).

[0040] The empirical data base consists in two data sets from experiments. The experimental or testing objects were
specially prepared small panels with sizes of about 10 cm X 10 cm X 1 cm and 20 cm X 20 cm X 1 cm, denominated
as "test panels". Regarding the quality of experimental objects two panel brands were used that differed in the types of
laminates. The panel types, respectively the laminates, are denoted as H and W. Panel internal gas pressure and panel
mass were measured as experimental responses. The experimental factors were geometry, i.e. length of sealing, surface
area, and kernel volume, temperature, humidity, and time. The panels were stored under various experimental conditions
in six different environments resulting from the cross combinations of levels of the factors temperature and humidity.
Temperature levels were 25°C, 45°C, or 65°C. Humidity levels were either uncontrolled or 75% relative. The geometric
levels were panels with sizes of about 10 cm x 10 cm x 1 cm and 20 cm x 20 cm x 1 cm. As the number of experimental
objects two panel units of each size were observed under each of the 6 experimental conditions defined by the cross
combinations of levels of the factors temperature and humidity.

[0041] Regarding experimental period and distribution of measuring times the measurements of internal gas pressure
and mass were taken weekly in the beginning and about every second week later, over about one year. In view of the
number of measurements per experimental object the testing panels of type H were successively measured at 17 different
times, whereas the testing panels of type Wwere successively measured at 10 differenttimes. The following combinations
of levels of the experimental factors temperature and humidity express stress conditions, which are significantly different
from ordinary usage conditions, namely the temperature levels "45°C", "65°C" in cross combination with the humidity
level "75% relative". Under the stress conditions described before experimental acceleration is achieved and the exper-
imental responses gas pressure and mass increase more rapidly in time than under normal usage conditions. This
acceleration effect was exploited for building a model for long-term prediction of the evolution of gas pressure and mass
from observations from a period of one year only. For model validation purposes, a second data set of measurements
on larger panels (about 48 cm x 48 cm x 2 cm) was considered.

[0042] In spite of the stress conditions, the responses gas pressure and mass never reached critical bounds corre-
sponding to critical thermal conductivity levels between 0.008 W/(m-K) and 0.015 W/(m-K).

[0043] Several statistical methods and approaches are explored for modeling panel lifetime.
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[0044] An analysis of the probability distribution of lifetime is a customary approach in statistical lifetime modeling.
The statistical theory of lifetime and reliability has developed a great variety of parametric classes of lifetime distribution.
Most popular is the class of Weibull- distributions. In recent years, the empirical analysis of lifetime distributions from
accelerated experiments under stress conditions has made considerable progress.

[0045] The empirical modeling of a lifetime distribution requires the empirical observation of lifetimes, such as times
until death, i.e. times until exceedance of critical bounds. In the underlying experiment the responses of the gas pressure
and mass never reached critical bounds corresponding to critical thermal conductivity levels between 0.008 W/(m - K)
and 0.015 W/(m - K).

[0046] If panel failure (panel death) is not able to be observed, the statistical analysis can be based on a model of the
evolution of gas pressure or mass as a function of time, in order to predict the long-term evolution from observations
over the short-term experimental period. This is a case for statistical regression analysis. The general form of a parametric
regression model is

Y =g(x,0)+e (4)

[0047] Y is the observed response, e.g. panel internal gas pressure or panel mass. The vector x contains the levels
of explicitinfluential factors, also called regressors, e.g. geometry, temperature, humidity, time. 3 is a vector of parameters
which can be fitted empirically to a specific phenomenon. The fixed function g(x, B) aggregates the effects of the factor
levels x and of the parameters B. The residual € expresses random deviation due to non-explicit factors like measurement
uncertainty or manufacturing variation in the panels. The residual is supposed to have no effect on the average, i.e. E
[e] = Ois assumed. Hence E[Y] = g(x, B), and g(x, B) is called mean value function. Two regression modeling approaches
can be used, namely a multivariate linear model and a nonlinear model. Two regression modeling approaches can be
used, namely a multivariate linear model and a nonlinear model.

[0048] The multivariate linear regression model as a first model is an instance of the general scheme (4) where

Y = ﬂTCL'-I-S = iy +...+ G+ e (5)

l.e. the mean value function is a linear function g(x, B) = Byx4 + ... + ByX,.
[0049] The following parameters are estimated:

1) the components of the vector B, where the estimator is denoted as [AS; and

2) the variance 052 = V[e] of the residual €. The estimator is denoted as 3‘2

[0050] For a specific data set the random effects model is Y; = BT Xx;+¢g,i=1,..,n,and in vector notation:

21
Y = XB+e with X = | :
T,

B = (B1,--» Br)T is the vector of the regression parameters.
[0051] The k' X k'-matrix C is defined by

> — XTX -1
(C'])1gi,j§k' ( )

the existence of the inverse provided.A
[0052] The least squares estimator 3 is determined from the equations

0= XT(Y—XE).
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[0053] The confidence interval for B, is:

(:Bl - Za—e\/@? :81 + Z/O\'E\/C_”)

[0054] The variance 0'3 = V[E] of the residual ¢ is estimated by

52 = " Y& = ! (Y-XB)T(Y—XB).

n—k n—k

[0055] The parameter estimation in the linear model is provided by many software programs by statistical commercially
available packages. .

[0056] The model based prediction for the value Y (x) = BT x + g, is Y (x) = BT x. The prediction interval for the true
value Y (x) = BT x + g, is

()A’(a:) — 20V 1+ 2T Cux; ?(m) + 20,V 1+ CBTCIE) (6)

. _ 14y . li'}i ) , . ,
with 2 = Zt(n—k’) ( 5 )belng the 2 -1 00%-quantlle of Student’s t-distribution #(n-k’).

[0057] The model (5) can be applied to artificial regressors x; which are aggregations of the explicit variables geometry,
temperature, humidity, time.
[0058] The underlying explicit untransformed regressor variables are:

- geometrical regressor variables: length of seal, e.g. for the special test panels 2(Ir + bg) with I and bg the lengths
of the seal at the long the panel, surface area of the panel, e.g. for the special test panels it was 2 - I¢ - bg, volume
of the kernel, e.g. for the special test panels it was /i - by - hyc with I and by and hy the lengths of the different sides
of the kernel;

- ambient regressor variables: temperature 3 (in °C), relative humidity F (in %);

- measuring time t in days; and

- current mass m(t), current pressure p(t).

[0059] The response variables are:

- relative mass increase Y = (m(f) - m(ty))/m(ty), where t, is the starting time of measuring, m(t) is mass at time t in
grams, and m(t,) is the initial mass at to; and

- absolute pressure increase Y, = p(f) - p({,), where p(f) is the pressure at time tin mbar, and p(f,) is the initial pressure
at t,.

[0060] The following aggregated regressor variables are calculated:
- Explanatory variables of first order:

F1 = I - by -hy (volume kernel)

F> =2 - (Ir + bg) (length of sealing)

F3=2"-(lz -bg+ bg- hg + Iz - he) (surface area of the panel)?

F,=6.1078 - exp(17.08 - $/(234.18 + 9)) - F/100 (partial pressure of water vapour in the environment)
Fs = m(ty) (initial mass)

Fg = t- t, (elapsed measuring time)
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F; =9 (temperature)
- Explanatory variables of second order:

X1 =Fyp Fy- FglFs
Xy =Fy Fy FglFs - Fy
X3 = Fy - Fy - FlFs

X4 =Fy Fy FelFs - Fy

I5:F3'F4'F6/F5'F-?

X6=F2'F6/F1

— . L2
X9=F3-F6/F1-F7£L'10—F3 Fﬁ/Fl F7

[0061] xgand x; describe the permeation of dry gases through the sealing. The temperature dependency is assumed
to be linear. xg, X9 and x4 describe the permeation of dry gases through the laminate. The dependency is assumed to
be of second order in temperature. x4, .,x5 correspondingly describe the permeation of water vapor which is assumed
to be proportional to the external water vapor pressure.

[0062] By means of the above explanatory variables the response variables can be approximately described by the
following two linear models:

- Model of the relative increase in mass (Y4):

Yi=ar'm+ayr2+az z3+ag 14+ a5 Ts

- Model of the increase in pressure (Y5) (by dry air and water vapor):

Yo=0bo' Y14 bs x6 + b7 x7 4 bg* x5 + by " Ty + bip* T1o

[0063] Both models get along without an intercept. The unknown coefficients ay, .,as and by, .,b,, are estimated by
means of multi-linear regression using the totality of the given data. The goodness of fit is examined. If the goodness of
fitis satisfying, predictions about the future behavior of the response variables Y, and Y, can be made using the estimated
model.

[0064] The fit of the linear model with explanatory variables up to second order is good in the region of experimental
factor levels, i.e. geometry, temperature, humidity.

[0065] The nonlinear approach is a second regression modeling approaches.

[0066] This modeling approach is based on a regression model Y = g(x,B) + ¢ of type (4) with nonlinear mean value
functions g(x,B). Firstly the theory of the statistical analysis of such nonlinear regression models is reviewed, which is
applied below.

[0067] The following parameters are estimated:

1) the components of the vector B, where the estimator is denoted as [AS ;and

2) the variance 03 = V[E] of the residual . The estimator is denoted as 33

[0068] For a specific data set the random effects model is Y; = g(x;,B) + ¢;, i = 1,..., n, and in vector notation

Y = gX.8)+e

with
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T

9(X.8) = (s(1.8).....9(z.8))

[0069] B = (By,..., B)T is the vector of the regression parameters and X = (xq,..., X,)T the matrix of the regressor values.
[0070] The n X K -matrix G(X,B) is defined by

[0071] The k X k' -matrix C(B) is defined by

(c08),_, ., = € = (GXBGX.H)

the existence of the inverse provided.A
[0072] The least squares estimator 3 is determined from the equations

0= GX.8) (Y -9XB) = GXBE

[0073] For a large sample size n the estimator [AS is approximately normally distributed with the k’-dimensional normal

distribution Ny (8. 02C(8)) If o e R'K is a prescribed vector, then oTP is approximately distributed as the univariate

normal distribution N(aTﬁ, a?aTC(ﬁ)a) For a large sample size n the asymptotic prediction interval for the value

alpis:
(aTB — 20.4/a"C(0)a; aTﬁ + Z?)'\E\/CLTC(,B)G,) (7)

with 2 = 2y(,_ry (152 being the 15 100%-quantile of Student's t-distribution #(n-k).

[0074] For the empirical analysis C(B) is replaced by C([AS).
[0075] The confidence interval for B, is obtained by predefining the vector o, = (0...., 0, 1, 0,...., 0)T, with oy=1asits
I-th component and the components a; = 0 for j = /. The following interval results:

(Bl - Zae\/m; ﬁl + Z/O'\E \% Cll(la))-

[0076] For the empirical analysis C(B) is replaced by C([AS) and c,(B) by cu([AS).

[0077] The variance 0'3 = V[g] of the residual ¢ is estimated by

2 = 2.8 = o (v-gx.B) (v -9x.B).

[0078] The estimation uses numerical algorithms, in particular minimization algorithms like the Gauf3-Newton or Lev-
enberg-Marquard procedures. The solution requires advanced statistical or mathematical software like Statistica, Minitab,
or Mathematica.
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[0079] The model based prediction for the value Y(x) = g(x.p) + &, is Y(x) = g(x.p). If d(B) = %g(m,ﬁ) is the
column gradient of g with respect to  with fixed x, then for a large sample size n the asymptotic prediction interval for
the true value Y(x) = g (x,p) + &, is:

A~

(V) - 26v/1+ dB)TCBI(B); ¥(2) +25.1/1+ B CB)(B)) (@

with 2 = Z,(_gry (152) being the 127 100%-quantile of Student's t-distribution (n - k).

[0080] For the empirical analysis C(B) is replaced by C([AS) and d(B) by d([AS).

[0081] The confidence intervals and prediction intervals given by formulae (7) and (8) are based on linear approxima-
tions of the mean value function g(x, ), compared to equation (4). In the following the mean value function is strictly
monotonous in all parameters.

Table 1: Notation of variables and coefficients in the nonlinear regression model.

variable meaning model notation  model coefficient
LS length of the sealing - -
A = Argie surface area - -
v volume of the kernel - -
LS length of sealing per volume  x; Crs- By
v
A surface per volume Xy Ca - PBo
‘/
1 1 transformed temperature X3 E=p3
T T
t-t time elapsed Xg -
m(t)—m(to) relative mass increase Xy o =Py

m(t)

[0082] In the following the aforementioned methods are applied to the prediction of pressure and mass increase.
[0083] A nonlinear model for increase of gas pressure with dependency on mass is discussed, which is based on an
iterative data modeling process. A simplifying assumption can be used for the analysis of small test panels with kernels
made of fumed silica:

1. Permeation through edges and corners is assumed to be negligible, so that the coefficients c,;. ¢, Cir1E Cuv.c
and ¢, , g are assumed to be zero.

2. The driving force for permeation of air is the external pressure. The variation of internal pressure is neglected.

3. The internal water vapor partial pressure is assumed to be constantly zero, consequently there are no effects
due to saturation.

4. The variation of temperature is assumed to follow an Arrhenius equation.
5. The effect of temperature on the permeation is the same for length of the sealing and surface area.

[0084] The assumptions result in the model

=m0 = (ashs +ef)en (T (77 )) -0 +a™000

with R = 8.314472 (J/(mol K)) being the gas constant, T the temperature in K, E the activation energy, c, 5 the coefficient
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of the sealing, ¢, the coefficient of the surface area and a the coefficient of the mass. The reference temperature is T,
=296.15 K. The values E, ¢, g, C4, o are unknowns.

[0085] Equation (9) expresses the relation between the increase in pressure and the above mentioned parameters
on average. When the model empirically is fitted, the random deviation can be considered. If Yis the observed increase
in gas pressure, then equation (9) corresponds to the regression model

Y = f(CL',,B) +& = (51331 + ﬁgl’z) exp (%m) Ty +,64.774 +¢& (10)

with
LS A 1 1
/31 =Crs, T1 = 7 B2 = ca, To V’ ﬁs E, z3 f ?0,
5 m(t) — m(0) ~ (11)
= Q, 1’4——m(0 y Ts=1t—1p

[0086] See above for a survey of the used notation. The residual ¢ in equation (10) expresses the random deviation
due to nonsystematic measuring effects and due to manufacturing and handling effects of the panels.
[0087] Therefore the fit of the model is performed by means of nonlinear regression analysis.

[0088] Here the gradient %f(:c, ﬂ) of f with respect to  with fixed x can be used. It follows from equation (10):

1 eXp (%333)

9 — T2 €Xp (%ws) 12
aﬁf(m’ﬁ> ( i + ,821'2) exp (41‘3) z3 5 . ( )

[0089] A nonlinear model for increase of gas pressure without dependency on mass is discussed.

[0090] Under consideration of the panels under low water vapor partial pressure the model (10) can be simplified with
in predictive power by omitting the mass term. The latter condition corresponds to the conditions in practice for freezers
and refrigerators. The following regression model is considered:

Y = g(x,B)+e = (b1 + fam2)exp (%%) Ts+ € (13)

with

LS A 1 1

,31=CLS,1L’1=7, ﬁ2=0A7$2=V, ,33=E,373=?—T0, (14)

335=t—t0.

[0091] See above for a survey of the used notation used. The fit of the model is performed by means of nonlinear

regression analysis. If the gradient %g(m, ﬂ) of g with respect to 3 with fixed x is used, it follows from equation (13):
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-3
5 7 exp ('T;xg) T
5,9 8) = Ty exp (L2as) 75 . (15)
_ =83 z3
(Brz1 + Bo2) €xp ( R 553) 7T
Table 2: Empirical results for small test panels.
Parameter estimates for panels with laminate H.
Estimate Lower confidence limit  Upper confidence limit
B Crs 0.001174 0.000941 0.001407
Bo Ca 0.0186 0.0157 0.0215
B E 3677 3487 3866
R R
B3 E 30572.3 28992.6 32143.7
= 0.356300 0.295745 0.437672
£
Parameter estimates for panels with laminate W.
Estimate Lower confidence limit  Upper confidence limit
B C/s 0.001067 0.000845 0.001290
By Ca 0.0216 0.0186 0.0245
Bs E 3282 3107 3458
R R
B3 E 27288.1 25833.1 28751.4
o2 0.0870747 0.0684527 0.114527

[0092] In an empirical fit of the nonlinear model without mass term the following parameters are estimated:

1) the components of the vector B, as explained by formula (14). The estimator is denoted as [AS; and

2) the variance 052 = V[E] of the residual ¢, where the estimator is denoted as 33_

[0093] For the estimation, commercially available tools in combination with the minimization algorithm of Leven-
berg-Marquard can be used.

[0094] Table 2 shows parameter estimates for the model (13) including confidence intervals for the estimates for both
laminate types. The quantities displayed in table 2 are explained as follows:

- Estimate is an empirical estimate of the parameter from the measurement data.
- Lower/Upper confidence limit represents two values L < U such that with a high probability, here 0.95, the true value
of the estimated parameter lies between L and U.

[0095] The R-squared-value is a measure for the goodness of fit of a model. Possible values lie between 0 and 1. The
more the R-squared-value approaches 1 the better is the fit of the model. Both the model for H and the model for W
show reasonable R-squared-values.

R- and R-squared-values.
H w

R 0.97982448 | 0.98932815
R-squared | 0.96005601 | 0.97877019

[0096] Fig. 3 shows observed versus predicted values of pressure increase measured in mbar and how precisely the
prediction values of the model match with the observed values. Ideally the points lie on a straight line through the origin
with a 100%-slope.
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[0097] Fig. 4 shows residuals versus predicted values of pressure increase measured in mbar and Fig. 5 shows
residuals versus observed values of pressure increase measured in mbar.

[0098] Fig. 4 and Fig. 5 plot the residual € = observed values predicted values of H and W against the predicted values
and the observed values, respectively. For W-type and H-type panels the plots show agreement and predictive power
of the model.

[0099] Fig. 6 shows histograms of the residuals measured in mbar for both laminate H and laminate W. The histograms
are symmetric around zero and exhibit a shape close to a normal distribution, while statistical inferences based on normal
distribution are acceptable.

[0100] The model for the increase of pressure, which found by fitting the data based on small test panels (about 10
cm X 10 cm X 1 cm and 20 cm X 20 cm X 1 cm) with laminate H, is tested on the larger panels (about 48 cm X 48 cm
X 2 cm).

[0101] Fig. 7 shows the predicted values plotted against the observed values of the larger panels. Overestimating the
observed values is consistent with the fact that the laminates of the small panels slightly differ from the laminate of the
larger panels.

[0102] For a model based prediction the nonlinear model (13) integrates three types of influential factors expressed
by the vector x:

1) geometry (sealing length, surface area, volume);
2) temperature; and
3) time.

[0103] Experiments are performed under specific factor levels, like small test panels, accelerated temperature, rela-
tively short time. Under these conditions, the model aforementioned parameters are estimated.

[0104] The response "pressure increase" Y = g(x,B) + ¢ is predicted under usage conditions, i.e. under the following
values of the factors, i.e. of the components of x: geometry of usage panels, usually larger than test panels; ambient
temperature under usage conditions; and extended time.

[0105] The prediction is based on two components, namely pomt predlctlon and interval prediction.

[0106] The pointprediction is a prediction of the expected value Y= a(x, B) ignoring random deviation effects expressed
by the residual «.

[0107] The interval prediction accounts for the effect of the residual €. The structure of the interval prediction is

B, = (Y —z0.0(8); Y + z&eo(ﬁ)) (16)
. . _ 1+~ . . ) . .
By suitable choice of & = < ( 2 ) a prescribed forecasting confidence level y, e.g. 95%, can be achieved, i.e.
zZ =2z ( ";’) can be chosen so as to provide

PYEB,) = 7. (17)

I.e. the probability that the real pressure increase value Y lies in the interval B, is y. Technical issues and the theoretical
background is explained above.

[0108] Fig. 8 shows the coefficient o(B) of the prediction interval (16) as a function of time (measured in years) for
panel types H and W. The prediction is for a temperature of 20 °C and panel size 100 cm X 50 cm X 2 cm. Since

A 1 1+
multiplying this coefficient by the variance o, of the residual ¢ and 2 = Z¢(n—&) (?)’ the Ty-quantile of

Student’s t-distribution {(n-k’) leads to a half-length of the prediction interval and it is shown that the length of the prediction
interval increases in time.

[0109] Experimental design underthe nonlinear approach is discussed under consideration of the nonlinear model (13).
[0110] For selection of measuring points the panels are denominated as "testing panels". Each testing panel is meas-
ured at three different time points t; <t, <5, i.e. the regressor variable X; in model (13) takes three different values.
[0111] Inthiscaseitis possible toreveal occasional problems and disturbances in the measuring process. Areasonable
distribution of measuring points is to measure at the beginning of the experiment and after two equally sized time intervals.
Accordingly t4 is the starting time of the experiment and t, = 0.5 (t4 + t3). The time length of the experiment is determined
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by the comparison of the following calculations:

1) The increase of pressure in a panel is predicted by the value g(x,[AS) of the nonlinear regression function (13),
where x is the prediction point with respect to the regression factors and where § is estimated from all available
observations.

2) The increase of pressure in a panel is predicted by the value of the nonlinear regression function (13), where x
is the prediction point with respect to the regression factors, and where f is estimated from the observations at three
selected time points more or less equidistant in time. Additionally the time period is varied.

[0112] Fig. 9 shows the increase in precision of the prediction of pressure increase A;A) as a function of the duration
(measured in days) of the experiment. The vertical axis represents the difference in absolute values of two predictions
measured in mbar. One is based on all available observations, whereas the other is based on a shorter measuring period
with only three measurements. In general the the precision raises the longer the testing panels are kept in the experiment.
The prediction is for 10 years and 20 °C and panels of size 100 cm X 50 cm X 2 cm. To achieve an accuracy of about
2 mbar in the predicted pressure increase of 10 years and 20 °C, panel size 100 cm X 50 cm X 2 cm, a minimum
measuring time of about 100 days is used.

[0113] Fig. 9 further shows the difAference in absolute values between the predicted pressure increase A;A) measured
in mbar based on an estimation of B from all available observations, meaAsured over the total period of 250 days and
respectively 170 days, and predicted values based on an estimation of 3 over a shorter period and with only three
measurements in time. The x-axis depicts the length of this period varied (measured in days). The prediction is for 10
years and 20°C, panels of size 100 cm X 50 cm X 2 cm.

[0114] The choice and number of testing panels and the statistical sample size is calculated from the following com-
ponents:

- The number of independently varying factors is three, namely temperature, geometry, time. The humidity remains
uncontrolled at ambient levels. The numbers of levels of these factors are: 3 levels of temperature, 2 geometric
levels, 3 time levels, as compared to above.

- Each of the 3 X 2 = 6 combinations of temperature and geometry requires 1 testing panel. Observations at the 3
time levels are taken for each panel. Hence each experimental unit should use 3x2 = 6 panels.

- Inorder to guarantee the validity of the experiment in case of unexpected events like improper or destroyed material,
the minimum number of experimental units should be 2, i.e. 2x6 = 12 panels.

- The number of experimental units can be successively increased starting from 2. If q is the total number of experi-
mental units, thenq =2, 3, 4

- Thenumber of panels for g experimental units is qx6. Each new experimental unit can use 6 additional testing panels.

- The total statistical sample size n counts all measurements. Under g experimental units, each of the gx6 panels is
measured at 3 time points. Hence the statistical sample size is n = gx6x3 = ¢X18. Each new experimental unit uses
6x3 = 18 additional measurements.

- Under a statistical sample size n, the required number of testing panels is k=n/3. In order to decide how many testing
panels should be included in the experiment, the length of the prediction interval for the increase of pressure under
certain conditions can be considered.

[0115] Fig. 10 shows the relation between the number k of testing panels and the length of the prediction interval (16)
for each laminate type in a prediction for temperature 20 °C and 10 years and panels of size 100 cmX50 cmXx2 cm,
measured at the beginning and about 50 and 110 days after the first measuring at forecasting confidence levels of 99%

and 95%. The calculations are based on the parameter estimates [AS and variance estimate (}g from the nonlinear
regression using all available observations. The lengths of the prediction intervals are plotted that result when the

estimated variance &? and its lower ((}EQL) and upper confidence limit ((ATEU) atthe 95%-level are usedfor the calculation,

A

i.e. with a probability of 0.95 the true value of (Ig lies in the interval [?TEZL; UEQU]_ The plots indicate that the length of the
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prediction interval (16) decreases if the number k of testing panels is increased. Furthermore there is only a minor
decrease in the length of the prediction interval observed for the number k of testing panels > 120.
[0116] Fig. 11 shows the sensitivity of the coefficient o(B) of the prediction interval (16) to the estimation of the param-

eters 1 = ¢, g (coefficient of the sealing), B, = ¢, (coefficient of the surface area) and ﬁ—é‘ = F’ (activation energy) of

model (13) (R = 8.314472 (J/(mol K))) for both laminate types. For the calculation the number of testing panels is set to
60, i.e. the number of experimental units is 10. The prediction is for 10 years and 20°C and panels of size 100 cm X 50
cm X 2 cm. Only one parameter B, i =1, 2, 3 is varied at the same time in the range of its confidence interval, whereas

the other two parameters Bj, j=1,2,3,j=iarekept constant. The coefficient of the prediction interval changes is constant

when varying the parameter estimates. Therefore the assumption the performed experirAhent with the small test panels
of types H and W is a representative for experiments of that kind, since the coefficient o(f) of the prediction interval (16)
and thus also the length of the prediction interval, are hardly sensitive to slight changes of the parameter estimates.
[0117] The fit of the nonlinear model (13) with only three parameters is satisfactory and implausible effects are not
observed. In particular the nonlinear model can be used for extrapolating to lower temperatures. From this point of view
the nonlinear model can be used for predictions of the development of pressure along the time axis.

[0118] Linearity testing under a univariate linear regression model without intercept is discussed. The univariate linear
regression model without intercept is a special case of model (5) with k = 1, i.e. with only one regressor variable X and
only one coefficient B. The model equation for the response Y'is

Y = fBr+e (18}

[0119] In the analysis of the panel internal gas pressure Y , the univariate regression model(18) arises as an instance

of the nonlinear model (13) (;6111 +ﬁ2m2)exp( )a:5+ & without dependency on the mass term, if the

geometric factors and the temperature are fixed. Then the variables x4, x,, X3 are fixed. If

B = (bizy + Byxs) exp (_1535’33)7 T = Ts, (19)

model (13) collapses into the model according to (18).
[0120] The univariate model is used below in the context of model validation as a basis of the linearity test by Fisher.
The procedure of the Fisher-test is explained in general. Having a phenomenon with random response Y , the hypothesis

H.Y=0z+¢

of the validity of model (18) is to be tested. The empirical data base consists of N =m, + ... + mj, observations Y assembled
in the h groups Y, i=1,..., h, j=1,..., m;. For each group i, the data Y; 4,...,Y; ,, are observed under a fixed lexel x; of
the regressor variable x. One requwement for Fisher’s test of linearity is the assumption, that m>2 for at least one /= 1

h, i.e. for at least one level X; of the regressor variable we have more than one observation.

[0121] Fisher’s test proceeds in the following steps:

1) Determine the customary least squares estimate [ASfor B .This estimate is implemented as "univariate regression
analysis without intercept” in every reasonable statistical package and even in EXCEL.

2) Determine the interpolations Y; = BXi fori=1,..., h.

3) Fori=1, ..., hdetermined the arithmetical mean Vi Zm' Y of the observations under fixed regressor

level x;.
4) Calculate the residual sum of squares
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h m;
Qo = ZZ(Y%j - 2)2 (20)
i=1 j=1

5) Calculate the replication sum of squares

h my;
Q=33 (v, -V (21)

i=1 j=1

6) Calculate the lack of fit sum of squares

h
Q= Qi—Q = > m(V; - Vi) (22)

i=1

7) The hypothesis H: Y = Bx + ¢ of the validity of model (18) can be rejected at a confidence level of y - 100% if the
test statistic

Q2/(h —1)
Q1/(N — 1) (@3)

is greater than or equals ZF(h-1,N-h) (y), which is the y-quantile of the F-distribution F(h - 1, N - h) with h-1 and N-h
degrees of freedom. y usually is chosen as y=0.95 or y=0.99. If the test statistic (23) does not exceed or equals
Zrp1,n-k) (1), then the hypothesis H: Y = x + € cannot be rejected.

[0122] An analysis of originally sized mass production panels is discussed
[0123] For the analysis of originally sized mass production panels geometric effects are irrelevant. Hence the mean
value function g(x,B) of the model (13) can be linearized by considering the logarithm of g(x,B) :

In (g(w,ﬂ)) =  In(fix; + foxy) + %ﬁsfcd + In(zs). (24)

[0124] This leads to considering the linear model

Y - ln(f - fo) = ()0 + 0121 +£ (25)

with

_h

o A=, (26)

Op =In(Biz1 + Baz2), Oh

[0125] The data of the larger panels (about 48 cm X 48 cm X 2 cm) is analyzed using the model (25). The analysis
is the univariate special case of the aforementioned method for the multivariate linear model. Table 3 shows the estimates

of the parameters 6, and 6, and the residual variance (J'g or the model (25) including confidence intervals at a reliability

level of 95%.
[0126] The R- and R-squared-values are as follows:
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Table 3: Empirical results for larger panels.

Estimate Lower confidence limit  Upper confidence limit
09 -6.33 -6.45 -6.22
01 -3780 -4148 -3412
B3 31428.7 34488.4 28369
o2 0.0618179 0.0386411 0.11453
1>

R- and R-squared-values.
R 0.96312004

R-squared | 0.92760021

[0127] Operating instructions for small test panels are discussed.

[0128] Regarding choice of the experimental factors and their levels ambient temperature is considered to be room
temperature at about 20°C.Humidity is considered to be an uncontrolled experimental factor. Water vapor partial pressure
is kept at typical values at ambient temperature. At 20°C, water vapor pressure is about 15 mbar.

[0129] The controlled experimental factors are temperature, geometry, and time elapsed. The levels of the controlled
factors are as follows:

- Temperature, two level model: The lower temperature level is close to usage conditions. Hence, for practical reasons
tolerable lower levels are close to ambient temperature, e. g. 20°C.

[0130] The uppertemperature level should be tolerably high. At excessively high temperatures phase transitions with
additional destructive effects can occur. Concluding from the experience from various measuring experiments, 70°C is
appropriate. Water vapor pressure should not exceed values resulting automatically from ambient conditions.

- Temperature, three level model: Upper and lower levels are chosen as in the two level model. An intermediate
temperature is chosen as the Arrhenius mean of the lower and upper level. For instance, the Arrhenius mean of the
lower level 20°C and the upper level 70 °C is about 55 °C.

- Geometry: Two levels are achieved by varying the sealing length. The surface varies implicitly in the sealing length.
The levels should be clearly distinctin the sense that the ratios of sealing length versus surface area differ substantially
between the two levels. The experimental vacuum chamber restricts the linear extension of the test panels, typically
at a maximum of 30 cm. For instance, the above analysed experiments ar perforemd with test panels of kernel
extensions 10 cm X 10 cm (level one) and 20 cm X 20 cm (level two).

- Time elapsed: Each panel should me measured at three different time points t;<t, <t;. A reasonable distribution of
measuring points is to measure at the beginning of the experiment and after two equally sized time intervals. For
example t, is the starting time of the experiment, and t, = 0.5(t; + t3).

[0131] In general the increase of pressure can be predicted more precisely the longer the panels are kept in the
experiment. To achieve an accuracy of about 2 mbar in the predicted pressure increase in a prediction for 10 years and
20° C and panel size 100 cm X 50 cm X 2 cm, t3>100 days can be chosen.

[0132] The choice of the number of testing panels is discussed.

[0133] In order to cover all combinations of independently varying controlled factors like temperature, geometry and
time, when the temperature has 3 and the geometry 2 levels, at least 3x2 = 6 testing panels (= 1 experimental unit) are
used. Each testing panel is measured at 3 time levels. A minimum number of experimental units can be 2, i.e. 2X 6 =
12 panels. The number of experimental units can be increased starting from 2, where each new experimental unit uses
6 additional testing panels and 18 additional measurements. The total number of measurements is summarized in the
statistical sample size n and the statistical sample size is n = g x6x3 = q x18.

[0134] The length of the prediction interval for the increase of pressure under certain conditions can be considered,
to decide how many testing panels should be included in the experiment. Naturally, the length of the prediction interval
decreases if the number k of testing panels increses. There might be only a minor decrease in the length of the prediction
interval observed for the number k of testing panels > 120.
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[0135] A test of linearity is discussed.

[0136] Measurements can be checked for plausibility. Model (13) assumes the pressure to increase linearly in time
when all of the other conditions, namely geometry and temperature, are kept constant.

[0137] Fig. 12 shows an increase in pressure measured in mbar plotted against the elapsed time in days. Each plot
shows the three measurements of one testing panel kept under constant conditions depcting a nonlinear relation between
pressure increase and elapsed time.

[0138] The three measurements of each testing panel should are visually checked for nonlinearities. When plotting
the pressure increase against the elapsed time, measuring points can be identified that are not consistent with the
assumption of linearity. In this case the panel can be excluded from the experiment and not considered in further
examinations.

[0139] Fig. 12 shows two situations for assesing linearity. The first plot reveals a higher slope of pressure increase in
the beginning than between the second and third measuring. The second plot shows a comparibly high third measuring
point, which can be an example for the destruction of a testing panel during the experiment due to unsatisfying handling
of the panel.

[0140] A formal test of linearity is discussed.

[0141] When considering the nonlinear model (13) given by Y = (/813}'1 + ﬁQIL"Q) exp (_T?SIS) T + & with-

out dependency on the mass term under fixed panel size and fixed temperature, the nonlinear model collapses into the

linear model (18) Y - px + e with 3 = (8,21 + Faa) exp (—:rg) T =1

[0142] Hence a test for the valldlty of the univariate model H : Y = Bx + € under fixed panel size and fixed temperature
can also provide a test for the validity of the nonlinear model (13). At least 2 equally sized panels are observed under
a fixed temperature. Hence the requirements for Fisher’s formal test of linearity described are satisfied. An application
of the test is illustrated by the following example.

Example:

[0143] The pressure increase Y of two panels is measured at three different time points x, namely at the beginning of
the experiment, after 57 and after 105 days. The following table contains the data:

i X; 7
1 0 0
1 0 0
2 57 2.6
2 57 2.4
3 105 3.3
3 105 3

[0144] The hypothesis is H: Y = Bx. There are h = 3 time points and N = 6 observations m=2 for i = 1, 2, 3, because
at each time point there are 2 measurements (1 for each panel). The replication sum of squares is

Qi =(0-0P+(0-07%+(26-25)2+(24-25)?+(3.3-3.15)+ (3 - 3.15)% = 0.065.

[0145] Performing a linear regression on the data results in an estlmatlonAof B =0.0331547. In the following table the
replication averages y, as well as the predicted values y, and the residuals cj are given.

i Xj 7 Yi Yi &
1 0 0 0 = (0+0)/2 0 0
1 0 0 0 = (0+0)/2 0 0
2 57 26 | 25=(2.6+2.4)2 | 1.88982 | 0.510183
2 57 2.4 2.5=(2.6+2.4)/2 | 1.88982 | 0.710183
3 105 3.3 3.15=(3.3+3)/2 | 3.48124 | -0.481242
3 105 3 3.15=(3.3+3)/2 | 3.48124 | -0.181242
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[0146] The residual sum of squares is

Qo = 0% +0° + 0.510183" + 0.710183% + (—0.481242) 4 (—0.181242)* = 1.02909.

[0147] Thus the sum of squares due to lack of fit is

Q2 = Qo — Q1 = 1.02909 — 0.065 = 0.964089.

[0148] Therefore the test statistic takes the value

Q:/(n—1) _ 0.964089/(3 — 1)

Q1/(N —n) B 0.065/(6 — 3) = 22.2482.

[0149] Further the value of the 95%-quantile of the F(2,3)-distribution is 5.78614. Since 22.2482 > 5.78614, the hy-
pothesis that there is a linear relation of the form Y = Bx between Y and x can be rejected at a condidence level of 0.95.
[0150] Prediction of the proportion of nonconforming items is discussed.

[0151] To predict the proportion of nonconforming items, the point prediction ?/(x) for the pressure increase as well as
the prediction interval

B, = (V(@)-0./1+d(B) CB)AB): V() +:5.1/1+d(8) C(B)d(B))
can be examined. The interval prediction accounts for the effect of the residual € which is not visible in the point estimation.

1+ 1
By suitable choice of & = Zt(n—k’) (TW) which is the % 100%-quantile of Student’s t-distribution t(n-k’), a pre-

1+~
2

scribed forecasting confidence level y can be achieved, i.e. Z = Zt(n—k') ( ) can be chosen so as to provide

PlYeB,) = 7.

l.e. the probability that the real pressure increase value Y lies in the interval B, is y. The prediction interval for the widely
used forecasting confidence levels y =0.95 and y = 0.99 is considered.

[0152] If the upper bound }/}(a:) + 236\/1 n d(,@)TC(ﬁ)d(ﬁ) of the prediction interval for y = 0.99 does not exceed

a critical value c for the pressure increase, not more than 1% of the panels exceed c in pressure increase.

[0153] If the upper bound of the prediction interval for y = 0.99 is higher than the critical value c, then the prediction
interval for y = 0.95 can be calculated. If the upper bound of the prediction interval is below ¢, in the long run less than
5% of the panels exceed the critical value c.

[0154] To predict the proportion of nonconforming items, consider the following two cases:

A

Y(x) < ¢, i.e. the point prediction ?/(x) lies below the critical value c. In this case the upper bound

1)
}7(;1;).;_23'5 \/1 + d(ﬁ)TC(ﬁ)d(ﬁ) of the prediction interval is considered. y is determined in a way, that

V(z) +26./1+d(B) C(B)d(B) = c

with 2 = zt(n_kl) (HT’Y) Then a proportion of less than (1-y) - 100% items exceeds the critical value c.
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2) ?/(x) > c,i.e. the point prediction ?/(x) lies above the critical value c. In this case the lower bound

}?(m) - éfy‘; \/1 +d(B)TC(B)d(B) of the prediction interval is considered. y is determined in a way that:

V(z) - 26.4/1+d(B)TC(B)d(B) = c

1
with & = Zt(n—k’) (?) Then a proportion of at least than y < 100% items exceeds the critical value c.

[0155] The unknown vector B is replaced by the estimator [AS obtained from the actual experiment. The estimator is
determined by the above described method.

[0156] In industrial applications, bounds ¢ for the absolute value of the thermal conductivity are prescribed, e.g. ¢ =
0.008 W/(m-K) after 2 years and ¢ = 0.015 W/(m - K) after 10 years. The bound ¢ for the thermal conductivity can be
converted into a critical value c for the pressure increase using the following equation, as compared to equations (1) - (3).

c- P1/2 )‘yas(tO) “P1/2 ~ P2 (E— A (to)) (27)
gas "

)\free gas — C )\free gas — /\gas(t()) )\free gas

[0157] The constants are Afgq gas = 25.5 X 10-3 W/(m*K) and p;, = 650+/-100 mbar. An initial value Agas(to) of the
thermal conductivity is either given by the manufacturer of the panels or can be measured at the beginning of the
experiment.

[0158] The estimation of parameters in the nonlinear model can be performed with a statistical package. In particular,
the prediction of the proportion nonconforming requires a programming environment.

For the description of the physical basics on heat transfer in vacuum insulation panels, as well as on degradation effects
due to penetrating gases see Report ZAE 2 - 1108 - 12 (2008). Different to kernels made of fumed silica a significant
increase in the thermal conductivity with increasing gas pressure not only occurs in the pressure range above 10 mbar,
but already in the range of a few tenths of a mbar (see figure 1).

[0159] Accordingly, for low degradation rates in the insulation capability vacuum tight envelopes with penetration rates
of a factor of 10 to 100 smaller can be used.

[0160] Fig. 13 shows the thermal conductivity for different core materials that are optimized for the application in VIP
depending on (nitrogen) gas pressure.

[0161] A coupling effect considerably at kernels made of glass fibres is taken into account. In the evacuated state
dot-like contacts between single glass fibres yield high thermal resistances. In the non-evacuated state this contact
resistance is bypassed by the gas. Consequently a total thermal conductivity results that is larger than expected for the
sum of the thermal conductivity of the evacuated specimen and the thermal conductivity of the free, non-convecting gas:

A :AWM-+A@3+A,

tot

coup! (2 8 )

with

A4t DeING the total thermal conductivity;

Aevac being the thermal conductivity of the evacuated material,

Lgas being the contribution of the gas according Knudsen formula (see below);

and

Acoupt @N additional coupling term.

[0162] According to considerations done by Knudsen the contribution of the gas to the total thermal conductivity
depending on the gas pressure Pgas Can be described by:

free gas

Agas (Pgas) = ————
& g 1+ p17
pgas (29)
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Afree gas @Nd Py are constant properties of the gas and the porous matrix.

[0163] The additional coupling effect especially is pronounced at higher gas pressures, as shown in Fig. 13 by the
values between 100 and 1000 mbar. The contribution of the coupling effect is taken into account in a modified empirical
equation:

A‘ free gas

a
/lgas (pgas) + }Lcoupl (pgas) = + b
n p1% 1+ /
pgas pgas

[0164] The two additional constants a and b can be determined experimentally.

[0165] InFig. 14 the measuredthermal conductivity depending on the gas pressure is depicted (circles) for a presumably
similar kernel made of glass fibres. The X-axis in Fig. 14 is a linear scale, with the pressure range delimitated from 0 to
10 mbar. Fig. 2 additionally comprises an analytical description according to the Knudsen formula - dashed line - as well
as an empirical description including coupling effects - long dashed line. The difference of the two formula descriptions
related to the thermal conductivity according Knudsen, i.e. a ‘relative deviation’ - solid line, is related to the right Y-axis.
[0166] Fig. 14 further shows the thermal conductivity of a kernel made of glass fibres depending on the gas pressure:
measured values - circles, analytical description according Knudsen formula - dashed line and an empirical description
including coupling phenomena - long dashed line. The difference between the two formula descriptions related to the
thermal conductivity according Knudsen that are referred to as 'relative deviation’, is related to the right Y-axis - solid line.
[0167] Theincrease of the internal gas pressure that causes the degradation of the thermal performance of the vacuum
insulated panel - VIP - is linearly in time. In contrast to kernels made of fumed silica at accelerated tests of VIP with
glass fibre kernels the internal gas pressure increases up to a pressure region, at which the increase of the thermal
conductivity can be no longer considered as linearly with gas pressure. Thus the nonlinearity due to 'saturation’ according
Knudsen formula can be taken into account. Experimental tests as well as analyses can be limited to the pressure range
below 10 mbar. Within this region the thermal conductivity increases up to a value of approximately 0.020 W/(m-K),
which is a value that cannot be reached in practical application even atlonger service time. Within this region the influence
of the coupling effect remains below 4%. Thus in the following considerations the coupling effect can be neglected.
[0168] The permeating water vapor can be assumed to be adsorbed by dryers or getters on a sufficiently low pressure
level so that there is no significant effect on the thermal conductivity.

[0169] Regarding the used physical regression model the increase of the thermal conductivity is related to penetrating
(dry) gases. The sensitivity on the gas pressure depends on a characteristic parameter of the filler material p,,,, the
pressure, at which gas contribution is the half of thermal conductivity of free, non-convecting gas. This parameter is
affected by the mean effective pore size.

[0170] Whether a larger increase is caused by a higher permeability of the envelope or whether itis caused by a higher
sensitivity of the filler material due to larger effective pores, cannot precisely determined. In the regression model rates
of increase of gas pressure and initial gas pressure are given in multiples of py,.

[0171] From the measurements it can also not determined precisely, whether higher or different values of the thermal
conductivity measured at the beginning of the tests are related to different thermal conductivity of the evacuated kernels
or whether they are related to different internal gas pressures significantly affecting the total thermal conductivity.
[0172] Fig. 15 shows a time curve of a measured heat conductivity coefficient.

[0173] In the following, the empirical basis of the measurements will be described.

[0174] The empirical data base consisted in two data sets from experiments. In a first experiment, the measurings
showed very small increases in the thermal conductivity in the panel. The experiment had the following characteristics:

(30)

* Experimental objects: The experimental or testing objects were specially prepared small panels of one brand with
sizes of about 35 cm x 35cm x 1 cm

¢ Measured experimental responses: heat transfer coefficient

¢ Experimental factors: temperature, time

* Experimental conditions: The panels were stored under two different temperature levels: 20°C (non-accelerated
condition), 70°C (accelerated condition)

¢  Number of experimental objects: 8 test panels

* Experimental setting: 4 test panels under constant 20°C (non-accelerated condition). Four test panels temporarily
under 70°C (accelerated condition), temporarily under 20°C (non-accelerated condition).

e Experimental period: 01.10.2008 until 23.04.2009

* Measurement method: 6 among the 8 panels were subject to measurements twice over the experimental period

» Distribution of measuring times: Each measurement of the heat transfer coefficient was extended over a time period
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between 3 and 31 days. During each period the heat transfer coefficient in a panel is measured every 5 minutes,
so that all in all for each measuring period between about 800 and 9000 observations are available

* Stress conditions: The storage temperature of 70°C is considered as a stress condition that is not expected to occur
in practice

* Experimental acceleration: The stress conditions described before allow the estimation of the activation energy
which can be used for the prediction of the heat transfer coefficient when storing the panels under arbitrary temper-
atures

[0175] One measuring run (panel 46 = measuring run number 13, see table 5) of a panel showed results considerably
different from all other measuring results. It was concluded that the panel was delivered with defects, for which reason
it was not measured a second time and is not considered in further analysis. Furthermore the second panel which was
not measured twice is excluded from the analysis (panel 51 = measuring run number 19). So in the sequel only a total
of six panels, each with 2 measuring runs, is considered.

[0176] In addition, further measurements have been performed. For control purposes, the absolute values of the heat
transfer coefficient were measured twice for each test panel during the experimental period. The specifications of this
second measurement experiment are as follows:

* Experimental objects: The experimental or testing objects were specially prepared small panels of one brand with
sizes of about 35 cm x 35cm x 1 cm.

¢ Measured experimental responses: heat transfer coefficient
¢  Experimental factors: temperature, time.

* Experimental conditions: The panels were stored under two different temperature levels: 20°C (non-accelerated
condition), 70°C (accelerated condition).

*  Number of experimental objects: 10 test panels

* Experimental setting: 5 test panels under constant 20°C (non-accelerated condition). 5 test panels temporarily under
70°C (accelerated condition), temporarily under 20°C (non-accelerated condition).

¢ Experimental period: 01.10.2008 until 23.04.2009

* Measurement method: Each of the 10 panels was measured three times during the experimental period. Each
measurement took about half a day.

» Distribution of measuring times: Each of the panels was measured in the beginning, after a period of 50 to 70 days
and at the end of the experimental period.

[0177] The panels that had initially been stored under 70°C were transferred to a 20°C environment after their second
measurement.

* Stress conditions: The storage temperature of 70°C is considered as a stress condition that is not expected to occur
in practice.

* Experimental acceleration: The stress conditions described before allow the estimation of the activation energy
which can be used for the prediction of the heat transfer coefficient when storing the panels under arbitrary temper-
atures.

[0178] The panel which in the measurements showed considerably different results from the other panels (panel 46,
see table 5) also showed high degradation rates in the measurements. It is excluded from the further analysis based on
the measurements.

[0179] According to an embodiment, an analysis of panel lifetimes, in particular, building a statistical model to enable
forecasts of panel lifetime may be performed. The panel lifetime is defined as the time until panel failure. The panel fails
if the value of the thermal conductivity exceeds a prescribed critical bound e c. The occurrence of an exceedance over
a critical bound is identified with the death of the panel. Relevant critical bounds for thermal conductivity are between
0.008 W/(m- K) after 2 years and 0.015 W/(m- K) after 10 years.
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[0180] In the present context, the thermal conductivity was measured directly as described. However, the thermal
conductivity is essentially a function of panel internal gas pressure.

[0181] The functional relationships between thermal conductivity X4,5(f) at time t and gas pressure pg,(f) at time tare
expressed by the following equation.

A free gos
Agaa(pgn_l) = ],‘—_FL‘ (6'1 )
Pgar

[0182] The constants are Aseq gas = 26 x 10-3W/(m- K) and p4;, gas pressure where the (unknown) thermal conductivity
equals one half of A6 gas millibar.

[0183] The total thermal conductivity Aggsamt = Y = Agas + Bevac due to the influence of the gas pressure therefore
results in the regression model

. . , A
¥ =f[mﬁ.ﬂ.]f:-=3nu:f 1 fr:c;ﬂm - (6-2)
! 2_.-9 _E?:l exp( _—ézz:}i)-t&i]
With
Bevac = thermal conductivity of the completely evacuated panel; B_4 = initial gas pressure; By = P12, By=c, By =E

(activation energy); Tu = ﬁ - T!n' for temperature level Ny (Ty;; as described below);

Ty = i N) storage period of panel i in temperature level N;

(d(2,1, ) as described below), (6.3)

t = time in days;

T, = temperature in K;

R = gas constant; R = 8:314472(J/(mol K));

T, = reference temperature; TO = 296:15 K:

[0184] There are basically 2 levels of temperatures: 20°C and 70°C. For each panel i, each point of time t let TN, i,t be
the exact temperature, the panel j ist stored in temperature level N betweentand t + 1.

[0185] For each panel i, each time point t and each temperature level N let d(i; t;N) be the storage period of panel i
until t in the temperature level N and

di, t =1, ¥} 'T.'\‘,i,f—l + (d(i:te N)—dit-1, -\T})I\',i,t—'_

Tew =
it d(i,t, V)

the average temperature in the temperature level N.

[0186] In the following, regression models will be described.

[0187] The statistical analysis is based on a model of the heat transfer coefficient, in order to predict the long-term
thermal conductivity from observations over the short-term experimental period. This is a case for statistical regression
analysis. The statistical analysis of experiments on VIPs has to account for two levels of variation:

1) Measurement-to measurement variation in runs of repeated measurements,
2) panel-to-panel variation resulting from manufacturing instability.

[0188] Because of the immaturity of the VIP manufacturing sector, panel-to-panel variation is particularly strong and

serious. The subsequent study accounts for the above requirements by analysing experiments on VIPs by a nonlinear
mixed regression model. Such models are often referred to as hierarchical nonlinear regression models.
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[0189] With respect to mixed models, he basic modeling problem is to distinguish between variation resulting from
panels and variation resulting from measurement. For a better understanding of this distinction, a sampling model is
much more instructive than a structural model.

[0190] As to the distinction of groups, one has to distinguish groups of measurement taken under similar conditions.
Two factors are relevant: the panels and the measurement periods. The factor "measurement period" is more distinctive.
In general, each panel is subject to measurement in two periods, see table 5.

[0191] Groups defined by measurement periods. If groups are identified with measurement periods, the sampling
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model uses the following indices and counting variables:

* Group index i of measurement periods, i € M ={12,...,25)\{23}.

» The sample size n, in group i is the number n; of measurements during measurement period i.
* Index j of measurements. In measurement period i, j ranges over j = 1; ::;; Ni.

Table 3: Parameters of the models (7.1), (7.3), (7.4), (7.6), (7.7) and (7.9).

Bo thermal conductivity in the evacuated and dry state of the panel
B B.1 = pg-'P: 5 average initial relative gas pressure in a panel art time 0
B4 B, = ¢, p, o average increase of relative gas pressure per day
Bo activation energy
B vector of 3-regression coefficients
bo; random deviation of the initial thermal conductivity of panel i from the population average
b_; random deviation of the initial relative gas pressure of panel i from the population average
b;, random deviation of the increase of relative gas pressure of panel i from the population average
per day
by vector of random deviations of panel i from the population average
Xtime.20 it total non-accelerated exposure timeof panel / until measurement j in days
Tit average temperature of panel i at the time point t in temperature group N in K
Ty Ty = 296.13 K reference temperature
a i - 1 1
temp 701 ﬂtemp,?ﬂ,i - T T T ) )
Wit transformed accelerated temperature applied to panel i
Xtemp 20 | 1 1
emp Ltomp 204 = Tone: o ) ]
PRAN transformed non-accelerated temperature applied to panel i
aco,20,i —5
oo i = EXP (Tftsmp=m=u) . .
. . applied to panel i in non-accelerated temperature group
8time. 70 i total accelerated exposure time of panel i
ag; thickness of the panel i
a; a; = (aj, atimp 70.i, @time 70 i) VeCtor of the levels of the observable factors varying only with the
groups i and not with measurement time j
Table 4: Parameters of the models (7.1), (7.3), (7.4), (7.6), (7.7) and (7.9).
X j Xij = (Xtemp 20ij - Xtime 20 jj)” Vector of the levels of the observable factors varying
with the groups i and with measurement time j in days
& measurement errors or measurement residuals
g & = (g1, . &p) collection of measurement errors g; ....g;,
Y; Y;=(Yi4;.....Y; o T vector of the n; measurements obtained in group i
R universal gas constant R = 8.314472 J x mol-T X K-1
Mree yao thermal conductivity Agge 4= 26 - 103 W X m1 X K1 of the free and still gas
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[0192] Furthermore, groups may be defined by panels. If groups are identified with panels, the sampling model uses
the following indices and counting variables:

e Groupindexiof panels, i e M= {43..... 51} \ {47}.

* The sample size n;, in group i is the number n, of measurements taken on panel i.
* Index j of measurements taken on the panel. With respect to panel i, j ranges over
j=1,..n.

[0193] In the following, a mixed model with random shift in location will be described.

[0194] The mixed nonlinear regression model with a random location shift b, for each group i € {12....25)\{23} or i €
{43.....51}\{47} is based in the following equations:

1
fley. 0,83 b)) = oy (,311 + by —
’ 7.1
}lfrez ax —
1
1+ oi=31' BcadniTime g — e:c:p[:_gzae.mp.’n,.':luﬁm.,m.i]
1
a (311 - bﬁh’ - AJ’i"r::gu:l.l x {1 -
B (7.2)

1
L+ 3, + 3 [ﬂca.EtLiIﬁmc.El]__i.j — exp (_Tézﬁfmp:mi;] Htimz,?(]::‘] }) '

Yy = flag.e,8.0)+ ey (7.3)

[0195] Forie {12,...,25\ {28} ori e {43,..., 51}\{47},j=1,..., n;.

[0196] In the following, a fixed model with random shifts in location and slope will be described.

[0197] The mixed nonlinear regression model with a random location shift by; and a random shift b4; in the slope for
each group i € {12,...,25}\{23} or i € {43,..., 51}\{47} is based on the following equations:

1
f(mijeaie.ae L.) = . (,3n — b —
’ (74)
Afr:: gas —
1+ - = - =T
Fo1— (R -] " Qea20iTtimeMi] = exp[:jzae.mp.m,i:luﬁm.,m.i]
1
_(3[l - bﬂi - A_frze aas X {1 -
g
* 7.5)

1
L+3, = (3 +by) [ﬂm.le__iIfime,le,i_.j - Exp (%ﬂtmp.ﬂl,i} ﬂﬁm:,m._i] }) !
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Yo = fleyo0,8.0) -2 {7.6)

Forie{12,...,250\{23} or i € {43,...,.51}{47}, j=1,....n;.
In the following, a second mixed model with random shifts in location and slope will be described.
The location shift can also be allocated to the parameter B_4- The mixed nonlinear regression model with a

random location shift b-1i and a random shift by; in the slope for each group i € {12,...,25}\{23} or i € {43,..., 51}\ {47} is
based in the following equations:

[0201]
[0202]
[0203]
[0204]

1
Moy 3. = —(.3u+
2y
7.7
)"_f:rce aas ( )

1+ L

St =b_ni—{8: b)) oo iTaime 200y — exp{ :Ezﬂénmp.m.i}ﬂﬁm-,m.i]

1
E(jﬂ - Afr::gul x {1 -

7.8
! {7.8)
L+ 3 by + (3 + b)) [ﬂm.:au_.il"ﬁme.m,i,j + exp [%H&mp_?ﬂ,i) ﬂh’me.?[b.i] ’

Yy = Fflega8.b)—a; {(7.9)

Forie {12,..., 2528} ori € {43,..., 51}\{47},j=1,..., n;.

In the following, the parameters in the mixed models (7.1), (7.3) and (7.4), (7.6) will be described.

The parameters in the models (7.1), (7.3), (7.4), (7.6), (7.7) and (7.9) can be derived from the tables 3 and 4.
Further comments on the parameters:

*  Approximately, T, ;; = 293.0, hence

1
i e s Y —— - 1 b
Liomnp 0,55 -:ufgan 5086, 15 {4100 ]363”._ 1.

Obviously, the variation of xtemp.20.ij js too small to allow the estimation of the activation energy B, from panels stored
under non-accelerated temperature only. From prior physical knowledge, values 4-10% < B, <5-10% are to be expected.
The gas constant Ris R = 8.314472 (J/(mol K)). Hence

i e 50000 .

B (7.10)
—40000
exp (—ﬂ.(]ﬂflmﬁm‘]ﬁl) = (1839755

8.314472

The random parameters are collected in the vector b; = (by)T for model (7.3), b; = (bg; b4)T, for model (7.6) and b;
= (b_1,-,b1,)T, for model (7.6), respectively. If groups are defined by measurement periods, the vectors bi, i € {12,...,
25} {23} express variation due to different panels and different measurement set-ups. If groups are defined by
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panels, the vectors bi, i € {43, ..., 51} \ {47} express variation due to different panels.
[0205] In the following, stochastic assumptions on the mixed models (7.1), (7.3) and (7.4), (7.6) will be described.

[0206] For each measurement period i, the residual vector ¢; and the vector of measurement set-up deviations are
considered to be independent. In particular, g; has the parameters

Elg,b) = E&] = 0. Covie; B;] = Covig,] = V, (7.11)

[0207] Stochastic variables corresponding to different measuring periods are considered to be independent. In par-
ticular, the family of residual vectors ¢, i € {12,...25} \{23} or

i e {43....51} - {47} and the family of measurement set-up variation vectors

bq; € {12, ... 2523} or i € {43.....51}\{47}, are independent families.

[0208] The measurement set-up variation vectors b,, i € {12.....25}\{23}, are considered to be i.i.d. with parameters

2
Eb] = 0. Covh, = (”?' ?). (7.12)
i ; 0 oy

[0209] From equations (7.11) and (7.12) we have

EYylh] = fleg.a,3,b), Cov[Yill] = Covle) = V. {7.13)

Table. 5: Panels and measurement periods

panel number | number 1 st measuring period | number 2nd measuring period
storing 43 16 24
at 20°C 44 17 25
45 18 26
46 13 -
47 - -
after first 48 14 20
measuring 49 12 21
storing at 50 15 22
70°C 51 19 -
52 - -

[0210] In the following, linear expansion of model equations will be described.

[0211] When all other parameters and variables are kept fixed, the regression function f(xij ; ai; B; bi) of model (7.4)
grows nearly linearly in X;me 29 - To simplify the investigation, we approximate f(x;.u,..b) by its linear expansion
around Xjme 20 = 0. The derivative is
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fleu, 3. b)) =

d

G4y 5Itim=,29:1:j

1

1

L+ 3 — (3 +by)- [ﬂm,ztv.iIﬁm.zn.i._f

Afree gas(Fh — b1t

2004

dy {1 -3, ={&

[0212] In particular

a-rtime.‘m:i,j

)"frz,- acu(-j

a

- b]:‘) ' [‘acu,‘lﬂ:i-rtime,‘dl:i,j

f(:rrij: u;. .35 b‘J lz*"’“'!n"i"’:”

-+ b1 ten 0

— exp{=2

dg i []. - 3—] - [jl - E-;’11.‘| exXp { aiemp "!]:.) Utime, ""IJ'I]

)‘jrze qua

4

a3 — bu)

a

t: O3 —b)

1

f(iij Ly 3. LI,} =

1

7 -

at:mp T, 1:) Otimea 711, I‘}

— exp (_Tfizﬂfgmp,m,i] ﬂtim:,]’!],i] }

1-3_, = (3% = bi)- [ﬂm,ztt,iitfmezu,i.

)

\ =
A free gua [ﬂm.zu_..'ifﬁme_zu_.i_j — Bxq {Tatmp:ﬂlj) ah‘mz:ﬂ.l.:‘]

Qg {1 — 3 +(3 — ) [&cn.‘l(]:i-rtime.‘li]:i:j

[0213] The approximation by linear expansion around X;jme 29 ;; = 0 provides

f(mu ;. !g b Hrg,m. 20,i5 =0 —

3n + by

)“_frze aos
+

Qg;

Og ¢

{1_

f(ﬂ:ij-' ﬂi"ﬁ’ bi}lzﬁmlﬂﬂ,i.;=: B

a'zh:mz Bhig

1

1-3_,— (_-'31 - bli) T exp (—Tijzafemp,ﬂ]:i) Ugime, 70,1

(31 - b[l)acn 20,1

[1 ~ 30— (B — bu)exp (2

ﬂt:mp Tl 1) Qime. 70, EW

-1

o =32 2
- 'EKP'[—R utemp:TIJ,i] ﬂﬁme.ru,ij}

f(mt’j' €, .3: bi}':em.,zn,;.;:i] =

— EXp ( af:mp "'(.‘11) gimme, 70, 1] }

(7.14)

[0214] In the following, an application of the approximation (7.14) for panels stored under non-accelerated conditions

will be described.

[0215] For the panels stored under non-accelerated conditions (approximately 20 °C), we have a0 70, =

the approximation

28
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ot

f{mij: a;. .‘3! L't) Tiiome. iy =T

3u - bus - '}‘free gos {1 — ! . [31 - bli}am.‘!ﬂ,i} '(?'15)

—_— = I - —
e g L+ 3. =3

[0216] In the following, an application of the approximation (7.14) for panels stored under accelerated conditions will

be described.

[0217] For a simple application of the approximation (7.14) for panels stored under accelerated conditions (approxi-

mately 70 °C), we need a further approximation. Let t,s > 0 and consider the function

1 y
= T € =
9r.+(¥) e tr.aly) CEE
for y > -t/s.
[0218] Then
: 2 22
; _ -3 : Ty
gr_.a[y) - (T'l- Sy:lgt h:r.a(y) - (T+Sy)4?
[0219] In particular
r? 1 . -3
HL0) = 5 = 5 g0 = —

[0220] Hence we obtain the approximations

‘ 1 s . .
graly) = gr:a{(l)_.g},;(‘])‘y = ;_:_2[’5 feay) = he,(l) =0, (O)y = y.l'{rz: {7.16)

for small |y|. |B4 + b4, is expected to be small. With

we obtain from (7.16)

1 o 1 _EI‘EP {:ﬂf"zatzmp,ﬂl.i) ﬂﬁme.'.-'u.if_ﬂl - b!i)
1-3., -3 — b)) exp {%ﬂfcmp,m:i) Qtime TILi 1 -3, (1= 3.} -
(-'31 - bli)ﬂcn.‘m,i - (_31 - bli)ﬂ.:a.m.i

[1 -3 = (3 - by)exp (:éatemp.ﬂ],i) uh’m.?ﬂ.i:!z :1 - -5-1:‘?

[0221] Inserting these approxiomations into (7.14), we obtain the approximation
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f':mij-. ;. 1'3-. bi)'Iﬁm-.iﬂ.i.;'=z B

30— b _ Aj’vez sar )y _ 1 _ exp (_Tézafmp,ﬂl.ij Utim:,ﬁ],i(31 - bn‘) "
s 4 1—-3., {1+ 3.} (7.17)
. (3 - bli}'am,?ﬁl:i
I— 2 =F
[1—3.1]

forie Myy.forie Myywe have ayp,. 70= 0. Hence (7.17) can also be used to express the approximation (7.15) for i € My
[0222] In the following, shift estimations based on the approximation (7.17) of the model equation will be described.
[0223] In the subsequent approach, the parameters _4 and B, in model (7.4) are considered as prescribed. We fit
univariate linear models

Yy = o — @iThmemij — S5 J=loooni {7.18)

to the data from groups i to obtain the OLS estimates 0‘0:» a1, Using the approximations (7.15) and (7. 17) we can develop
estimators for B, B4, and for the shift quantitities by, by;. Motivated by E[by] = 0 = E[b,], estimators bo,, ieM,and b1,,
i € M, are required to satisfy

Y = 0 = Y b (7.19)

e iTM

[0224] In the following, an estimation of B4 and b4; will be described. (7.15), (7.17), and (7.18) suggest the estimator

—— B a !-a‘ i
F—be = (1- 34— (7.20)
Afre: gastlen 21
for B4 + b4;. Application of the summation rule (7.19) provides the estimator
-~ 14+ 31 agift i
3[ = ( k 1) it Q4 (?21)
u'“rl Y Afr-:: quallos N).i
[0225] For B4. Hence
+ . 2ailk 1 1 i
by = (1-3,P|———-—) ——— (7.22)
. A',l"ree gasfen, N1 I-‘I'II ;j }'-j'ru gualea 201

[0226] Estimates by;
[0227] In the following, estimation of By and by;, will be described. (7.15), (7.17), and (7.18) suggest the estimator

A, exp {_—‘gzﬂfcmp.ﬂ],i) @gime 10.4{ 31 + bny)

l+-3., (1-321)°

31] b(h = ﬂdiaﬂi - Afre: gaa [ {7.23)

for By + bg;- Application of the summation rule (7.19) provides the estimator
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ju = U| ; Bidy —
‘ . - a 7.24
A 3—! n 1 Z exp (__‘Egiﬂtzmp.ﬂl'.f} Ufim=<711,1(31 - -.'m) { )
Fra= gos 1 +.-'3—I |_1|.I| = [1 _3_1}‘3

[0228] For B,. Hence

. _ - /\jrez ga.l

— 34 ' “~ o~ 1 -3 ' ~ -
exp (Tiﬂfcmp,ﬁ),i) ﬂtim:,m,i(51 — &) - mé‘ﬂp (T"at:mp,ﬁ),f) ﬂtim:,m,-![.31 = by)
(7.25)

estimates by,.

[0229] In the following, shift estimations based on the approximation (7.14) of the model equation will be described.
[0230] In the subsequent approach, the parameters B_4 and B, are considered as prescribed. We fit univariate linear
models

Yii = o —aniZoimenij — 5. j= 1w (7.28)

to the data from groups i to obtain the OLS estimates 0‘0: a1, Using the approximation (7.14), we can develop estimators
for B, B4, and for the shift quantitities by;, by, Motivated by E[by] = 0 = E[b]], estimators bo,, ieM,and |b1, ieM,are
required to satisfy

Y =0 = b (7.27)
e

itM

[0231] In the following, a basic equation will be discussed.
[0232] We consider the function

¥y __ with parameters r.t > 0, s > {). {7.28)

headd) = T

[0233] In case of s = 0, the function h, , ; has the unique zero y, , ;= r’t. In case of s > 0, the zeroes of the function
h, o are the zeroes of the quadratic function ts2y?+(2rst-1)y+r2t The discriminant of the quadratic equation ts2y2+(2rst-

Ny+r2t=10is [) = /1 — drat, In case of rst > 0:25, the quadratic equation ts2y2+(2rst-1)y+r2t = 10 has no solution.

In case rst = 0:25, the quadratic equation ts2y2+(2rst-1)y+r?t = 10 has the unique solution y, , ;= 1/(4ts?) In case rst < 0:
25, the quadratic equation ts2y2+(2rst-1)y+r2t =! 0 has two solutions

y 1= 2rst — /1 —drat y(‘g] 1= 2rat — /1 —drst

Srat 2s%t bt 247

[0234] Where 0 < w3 < .:#.3: We have

. n 2 4]
limy,,, = r°t, lmy,, = —x.
F 2 lh

31



10

15

20

25

30

35

40

45

50

55

EP 2 594 924 A1

[0235] Hence the unique zero y, ;= r’tfrom the case s = 0 is approximated by yill_,:'.f, al ﬂ_ To achieve compatibility

1
of the solutions for the case s > 0 and for the case s = 0, one may to focus on the solution y,(-:,:l.f

[0236] In the following, estimation of B, and P1i will be described.

[0237] Estimators B4 and b4; are obtained by equating the coefficient of x in (7.14) with &1,- in the fitted linear model

(7.26). The resulting equation is

(El ""Ei] Byt
_3 2 '
[1 + 3= (3 + i) exp (__;lufemp:ﬂ]:i) ﬂtime,?’(]:i] Uoo.20.i4 free gus
[0238] or equivalently
A ey, (BB = 0.

—3 ;
1-3_1.expl —Z2a i Jasi i
1 Pl: A “‘"F'Tn'l)ﬂmm.'m"' Beg,20.4 Afr-c gaa

[0239] The estimators are obtained by applying the previous results.
In case of aigmp 70/ = 0, we obtain

C s
)84

3-b = (1+3,P {7.29)

ﬂcn:EILiAJ’ru gis )
[0240] In case of
& 1i2d ¢

Uiermp 700 p l]. {1 - 3_1) BXD (T.Eaf!mp.,ﬂhi) EHML‘HL‘im < 025

[0241] We obtain

3 2 - -1

EEN . — Tyld

;3| + bli = 2 EXP ﬂ!cmp:?(],i Uiyme. T3 - : x
R ﬂ:n,‘ll],i‘)‘frze gaa

-3 G104
{1 — 21+ 3 )exp (_{atmp._ﬂl'.i) ﬂﬁm:,ﬂl.i$ - (7.30)

B ,‘Jil,i‘lJ‘rez gas

B €yt _
7 Ctemp, 10 | Qtime, i =

QE.EI}._iA_Fre: gaa

\/l —4(1 — 3)) exp (

B1i0g¢ D (=g Be8d
Y. Ty L—4{1—5_1}exp| —_%"ﬂ:.-np,m.i]lﬂﬁm..m.i T

) -3
1=2(1—5_1) exp( "5 0parmg 70,4 Jotime. 70 Ty —

. -3 ‘ z B1i%d i
z[:xp(—,qlﬂnmp.m.i]ﬂﬁm..m.i ey ¥ v

i} fren gas

[0242] In the following, a transformation to linear model will be described.

[0243] The regression functions of the mixed models as defined can be transformed to conditionally linear model

functions.
[0244] In the following, a transformation of the mixed model (7.4) will be described.

[0245] Consider the regression function f(x,-/-,a,-, B, b;) of the mixed model (7.4) with random shifts in location and slope.

Then
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A
PPN PR |3-. bi = free gas _
9’( M ) th,-g,-_ gas — ad:if{mij‘, ;. .S‘ bi) B 3(] _ bth‘

-4
=8 — (& — b} [“cu:mifﬁmz:mi.j — exp (Tlatmp,ﬁl,i) ﬂfim:,?l],i:|

: -3
L+ 31+ (3 +bu) - exp (?J“tmnmi) Qime i — (F1 = B} " o204 Trime 2005 -
i ——
) ~ d = oy
= a0
[0246] Conditionally under By; = By + by;, and for given value of ,, the model
A ras gry
p— Ly = gleya,3.0:) + 225 {7.31)

Afres gas — QagYy; + Fn + by

gle;. a:.,8.b;) =

1-3,—(3 —b,)-e ( afemp 70, 1) Qine 101 532 — bl Qeo 201 Ttime 201§ (7.32)
n.u.

L. »

= ali

is a linear regression model in X 29 7, Where the coefficients ay;, a4; are linear functions of the parameters f_4 and
B1;=PBq + by;

[0247] In the following, a transformation of the second mixed model (7.7) will be described.

[0248] Consider the regression function f(x,/,a,,B,b,-) of the second mixed model (7.7) with random shifts in location and
slope. Then

}'frcz gar
gle.a;,G.b;) = Mo o — aaf (@ @ B0~

-3,
1-3, b — (3 — by [ﬂcn,l‘[l,i'rﬁmz,'lﬂ.,i:j + exp (Tzafzmp,ﬁl,i) aﬁm:,?‘ﬂ],i]

_3,
1+ 3, +6_; + {SI + bh‘) ' exp (?ﬂgemp_'Tl]:f) Qme7ld — 53] + b!i) . ﬂm.EI].i-rﬁmz,:!u_i,_j .

. al
“ B -
= o4

= oo

[0249] For given values of By and of B,, the model

A\’ra: gu.l i
),f,_u gas ﬂd: i’ -5 - Zf_?' = g(:nijeuiaﬁgsbi]—:zij, [?33)

gleg;oa. 8. b;)

; 3, .
1— 3—]1’ - 3]:: *Eexp ( R G temp, 7T, :) Qtime 700 = 3]1' " lrg )i Lhime, %0405 (?3'4)
= ~ - = a4
= og

33



10

15

20

25

30

35

40

45

50

55

EP 2 594 924 A1

oy =30<b B = di+by

is a linear regression model in X;;,q 29 ; » Where the coefficients oy, a4; are linear functions of the parameters p_4 + b_y;
and B4; = Bq + by;.

[0250] In the following, a stochastic assumptions on the mixed model (7.33), (7.34) will be described.

[0251] For each measurement period i, the residual vector ¢; and the vector of measurement set-up deviations are
considered to be independent. In particular, the vector £z = (gz,..., £zjp) " has the parameters

Eeplb) = Eez) = 0, Cov[ez b)) = Covlez! = V,, (7.35)

[0252] Stochastic variables corresponding to different measuring periods are considered to be independent. In par-
ticular, the family of residual vectors e, i € {12,..., 25} \ {23} or i € {43, ..., 51} \ {47}, and the family of measurement
set-up variation vectors b;, i € {12,..., 25} \ {23} or i € {43, ...,51} \ {47}, are independent families.

[0253] The measurement set-up variation vectors b; i € {12, ..., 25}\ {23}, are considered to be i.i.d. with parameters

2
El] = 0, Covd) = [ T Tout) (7.38)
t Ti_ 1k T
[0254] From equations (7.33) and (7.35) we have
E[Zi:j[bi] = g(:!:ij._u,-,ﬁ,».bi), COV[Y,"LII'] = COVi_EZ,’] = ‘V‘i: {?.37)
2 ¢ _ —3: :
;] —z,} + o, T O, |exXp Tafcmp_.ﬂ]:i time. 0, T Qen 201 iFtirme M1 5

{7.38)
-3,
—?ﬂ'b-lh [EXII (Tafemp:ﬂ],i) Qtima, i T Elm_,m,fmtime.m,:‘,j]

[0255] In the following, estimations based on the transformed model equation will be described.

[0256] We consider the transformed mixed models (7.33), (7.34). In the subsequent approach, he parameters 3, nd
B, re considered asprescribed We fit the linear model described y (7.33), (7.34) to the data from groups i to obtain the
OLS estimates ay;, a.;. Estimators of §_y;and 4; are obtained by equating the respective expressions in formula (7.34)
to he estimates o; a4; Motivated by E[b_4] = 0 = E[b,], estimators b .4p 1€ M, and b1,, i € M are required to satisfy

Show = 0 = > b (7.39)
e (53T

[0257] In the following, an estimation of B4 and b4; will be described.
[0258] The estimator for B4; is

Bu = (Bi-by) = ——. (7.40)
g i
[0259] Application of the summation rule (7.39) provides the estimator
- ]. -~ ]. EE i
3 = 3 = — : (7.41)
' 1‘” i= lu' 1"1‘” l'-E)l'.f aCD,'ﬂJ:i

34



10

15

20

25

30

35

40

45

50

55

EP 2 594 924 A1

for B4. The estimators for the b,; are

-~ -~ R ﬂi 1 &
by = Fu-5 = 2@ ___ v _en (7.42)

Urn M1 A l tent Cep 20l

[0%60] From the structure of theAmixed model (7.33), (7.34), and from the theory of univariate egression, we have
Efouq 101 (B1 + by, 20, hence Efoy] = B1oi,, 29, hence

£hy = ol 1 EEd o, (7.43)
- U g b |1|'I| Y, Qe !

[0261] Hence'! b1I is a linear unbiased predictor of by;in the sense of definition 12.2.1 by [1]. From he theory of mixed
models it follows that b1, is the best linear unbiased predictor of by;. From E[a1,] = B40.,, 90 ; @nd from (7.42) we obtain

E oy
E[3) = — = 4. (7.44)
| A IEZ".I PR (X
= E&%by) a? ] .
.E 32i|b i = # i - ®z; — — (3 _ b i)l- {7‘45]
Adbu] aﬁa,zu._i “ia.ztr,.' E]‘ (ri; —Fi)* e

[0262] In the following, an estimation of B_4 and b_4; will be described.
[0263] The estimator for B_4; is

o~ -~ - - -~ —.'3'
}5'-11' = [_3-1 = b—]:‘) = on—1- 5“91}1 (Tzufemp:ﬂll:i) Utirne, 703+ (7-45)

[0264] Application of the summation rule (7.39) provides the estimator

i, = IUIZS'“ (7.47)

iz

for B_4. The estimators for the b_4; are

by o= -4 (7.48)

[0265] From the structure of the mixed model (7.33), (7.34), and from the theory of univariate regression, we have

- -3 |
E[um b_n':bn‘] = 1—-3,+b_1;— (3 +bu) exp (Tzafemp:ﬂ]:i) Uiirne, 70,1 {7.49)
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-3 ?
1=3 3 =b_;+(3) +by) exp (Tzﬂfemp.TU,i) ﬂﬁme.?ﬂ,i]

[0266]
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2 If)

Ty ——=—— —
fzig Zj[-zij — T}

COV[EI(H, ali ‘h—h': bli]

[0267] Hence

E G ulboie i =

_3
=3, —b_ i = (J = by} exp (Tzﬂtmp,ﬂl,i) ah’m:.?[hi] (3~ bu).

Tezs

—Ii

From the theory of univariate linear regression we have

o —
[ 4.5 - o PR
2y leg — T

Den ity 1 >

(z;; — TP

s

{7.50)

(7.51)

(7.52)

[0268] Table 6 shows the estimates b pB_4; by equation (7.46) and [AS” by equation (7.40), arranged or measurement
periods associated to the same panel number, see table 7. Strong ariation comes from the panels, the measurement

periods have minor influence only.
[0269]
[0270]

In the following, a dependence of the estimators on prescribed values B and B, will be described.
The estimators previously developed depend on prescribed values of he arameters 35 and B,. Fig. 16 shows

thatthe estimator B_4 is particularly sensitive to the choice of , The problem of estimating 5 and , willbe considered later.

Table 6 Estimates [AS_“ by aquation (7.46), [A31,-by equation (7.40) in different measurement periods. Prescribed values
B4, =000, B, = 50000.

panel period lA3_1i lA31i
43 16 0.181113 0.000362595
43 24 0.205757 0.000433143
44 17 0.168277 0.000918908
44 25 0.163997 0.000810314
45 18 0.211783 0.000987398
45 26 0.227202 0.001139390
48 14 0.194823 0.000402698
48 20 0.205890 0.000771891
49 12 0.224012 0.000900400
49 21 -0.168143 0.001047360
50 15 -0.133373 0.001867880
50 22 -1.422040 0.002771310

[0271]

In the following, a variance estimation will be described.

[0272] Consider the homoskedastic situation, where all groups have the same residual variance Ufz'.. =

N= Ei TL; be the total sample size in all groups. In group i, the empirical residuals are

36
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£zi; = Zij— (B = Ttimeoni @) {7.93)

[0273] In each group i, the unbiased variance estimator is

%

g

. 1 .
- Loya, 754)

[ )

iy

L
i=1
(nl- - ?}Sf_i has the %2 distribution %2(n, - 2) with degrees of freedom n, - 2. The pooled variance estimator is

. 1 . 1 R
: = ——— b —25? ) ——— :‘:2__‘ ?.55
3; Y _ |.'lf| Z(”. ] 2a N |_1|'“ 2 g Zij { )

{N - 2]_’;{‘]53 has the y2 distribution ¥2(N - 2 M) with degree of freedom N - 2 M.

[0274] In the following, a linear mixed model scheme and related empirical inferences will be described.

[0275] For technical reasons, the notation in this paragraph differs from the notation of previous sections.

[0276] In the following, a linear mixed model scheme will be described.

[0277] We consider a group structured sampling model. Let 1; :::;m be independent groups with n; observations Ziy,...,
Z,, in group i. The sampling vector Z; = (Z4 ..., Z,)" in group i follows the model

Z;, = Xy Leg (7.56)

[0278] & is a vector of residuals with E[g] = 0, Cov[g] = V;. X;is a n; X q; design matrix of known regressor values. The
g; -dimensional random parameter o follows the equation

ﬂi = -‘I\i,g —d,’, {75?)

where A;is a g; X g matrix, and di is a fixed and known vector in [B 9. The g-dimensional random parameter §; follows
the equation.

Bi = 8-l {7.58)

where B is an unknown vector in R?‘ ,and b; is a g-dimensional random vector with the properties

Ell] = 0. Covd, =B. (7.59)

[0279] The random parameter vector b; and the residual vector ¢; are independent among each other.
[0280] In the following, a response variance will be described.
[0281] The assumptions immediately imply

CDV[Zdbl,...,bm] = CGV[Z{ b,] = = C'DV[Et':l = ‘!rri. (?.60)
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Because of the independence between the random parameter vector b; and the residual vector ¢;, the uncon-

ditional covariance matrix of Z; is

[0283]
[0284]

CGVZI] = CDV{XICI;' - El'] = XiCUV :_I'\.,;'Bi - d,]}(: - COV[E,;] =
) - _ {7.61)
11,'K,'COV_b,‘]}(i‘ ."‘.1-[ + 1':' = JiiXiB(iliKi} 4 ‘V‘i_

In the following, a parameter estimation in the linear mixed model scheme will be described.
In the subsequent paragraphs, we consider invAertibIe quadratic matrices Aq ..., Ay, in particular g; = g, and

design matrices X; of full rank g = g; fori=1,..., m. Let b o; be the
OLS estimator

[0285]

[0286]

[0287]

[0288]

[0289]

[0290]

[0291]

-~ Txr =1
o = (X X)X 2 (7.82)
Motivated by the property E[b;] = 0, we consider estimators 271, Bm which satisfy

i b, = 0. (7.83)

i=1
Motivated by (7.57) and (7.58), the estimators [AS and f)i should satisfy

s

B = B-T = AD(&-—d). (7.64)

From (7.63) and (7.64) we obtain

B o= —3 ATNE - ). (7.85)

T =
i=1

From (7.64) and (7.65) we obtain

-~ -~ 1 —
-1l =i =l
b = AME-d) -8 = A (a,-—dl:l—;;m (&1 — ). (7.86)

In the conditional situation with b; prescribed, the equation (7.56) describes an ordinary linear model, hence
El@gbl = M(3-b)-da (7.67)
Since E[b;] = 0, we obtain
Ela, = A8 —d. (7.88)

Inserting (7.68) into (7.65) provides
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E@ = =Y AjNE@i-d) = 3 (7.89)

i=1

[0292] Inserting (7.68) and (7.69) into (7.64) provides

ED) = AJ(E[@)-d)-EB, = A (AS+di—d)-8 = 0. (7.70)

[0293] In the following, a variance estimation in the linear mixed model scheme will be described.
[0294] In each group i, the residual vector ¢; is estimated by

& = Z;-Xiy = (I-Pexgle .n)

where P x; is the orthogonal projection onto the range space C(X;) of X;. As an additional assumption, we consider the
totally homoskedastic model where

V, = Covle] = o*1  fori=1,..,m. (7.72)

1

[0295] From linear model theory it is known that the empirical variance

sy = £ 3 (7.73)

is an unbiased estimator for 62 from group i. Let N = ny + ...+ n,, be the total sample size. Then an appropriate unbiased
pooled variance estimator is

™ m

. 1 . 1 -
§2 = — -8, = — N FE. 7.74
z N —rmg ; (m: = a)3z, N—mgs ? ( )

r

[0296] In the following, the covariance matrices of &,- and of [ASi, will be described.
[0297] As described, we consider the totally homoskedastic model described by equation (7.72). In the conditional

situation with b; prescribed, the equation (7.56) describes an ordinary linear model, where Cavladbi' = g'?‘[x_i_ X;‘)_l
Using (7.67), we obtain

Eaa, |b) = Covab] - EGb]E&: b =
aHX, X)) 7 = (A8, - d,-}(zt.-ﬁ d) = (7.75)
X XD T+ BB A (A, - ASd, —dd, .

[0208] We have Ejb,) = 0, E[b,b; | = Cov[l] = B, hence

E[8.3,] E[83 - 8b 13 +bb] = 83 +B,

[0299] Hence
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Ed&a,] =
oo o _ _ _ _ (7.76)
D’z{xi X,')—l —.'\.1‘.3;3 ."'!.1- f;"liBﬁ.i le'(i\.i'ﬂ:l —.-'\1"3(!5 fdidl-.
[0300] Using (7.68), we obtain
Covl] = E&&, |- E&Ed, = of(X X'+ ADBA,. 777

[0301] From (7.65) and (7.77), we obtain

o 1 T ! -1 = I -1 - 1 Uz = -1 - -1 | I
Cov[d = Ez_ﬂhi Covin)(A') = EB_EZA" (X, X)) '(ATD . (7.78)
i=l 1=1

-~

[0302] Using | E‘i = _.-1‘“(.—_11. — d;), see equation (7.64), we obtain

1

f

Cov[3) = AT'Cov[a AT = AATNXI X9 '(A7Y) -B. {(7.79)

[0303] In the following, the covariance matrix of lA),-wiII be described.
[0304] Asdescribed, we consider the totally homoskedastic model described by equation (7.72). By the independence
of different groups and by equation (7.65) we obtain

P 1 — - - 1 s
Cov[3.&;] = EZCav[i‘Lrl(ug—d;],u,-] = —A['Cov[d;. &) =
=1

. (7.80)
1 - - I:TJ - i -1 ]. -
—_"11- CDV»CI.,:] =|;7_?-‘r:| —_"‘.1- (X: ll) ——B_-'\t-
i T T
And
EB&;| = Cov[3.&)]~ EFEE] =
2 _ 1 . o _ (7.81)
—ATHX, X' - —BA, — 39 A, - 44,
Tr T
[0305] From (7.80) we obtain
PO -~ - o - -1
CovA. AT, = Cov8 &)(A7Y) = ;A.-“(Xi XAy +—B.  (7.82)

With (7.66)
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Cov[ly] = Cov[A7"(&w—di) - A] =
Cov A &' — CovA] '@, 3] — Cov[B. AT'&) + CoviE] =irom ) msn
Do’

A7 ( (X, X)™" ;\,-B;x,.")(..-i;')'—;_.-r’(:scix) (A‘l)_—;B—
2 m

_13—-_ AT X HATY

n; AT X X)) AT

[0306] And thus, with E[f),-] = 0 according to (7.70),

T1 _ _ 2 2 —bgwrT —1;r 4 -1 7T 1
Covlly] = Ebb;| = o (1 - E) AKX X)) (A7) + (1 - ;) B-
o = -
SOAT XA =

m? £
i=1

Cov[d — (1 - %) [ AT XA - B

[0307] Summation of the right-hand side of (7.83) provides

m

ZCnv[b - b = (m—1}{%2&?'(}{;}{;)_1[4’14_')_'+B} 7:84)

1_1 J=]
Zeiam mlm — 1CoV.

[0308] Exploiting the independence of the estimatorsAa,-, &j from different groups = we obtain

Cov[bi. D) = CovATM& — i) — B, AN @, — d;) - B

—Cov[ATM & — &), B] — Cov[B. AT (&, — d;)] — Covl[F =
—CovAT'E. F — CovB.ATG;] ~ Cov ] =
—Cov[3. AT'&] - Cov 3. A'&;) + Cov[F, =

—A7'Cov[3. &7 - Cov[B. a;l(A") T+ Cov[3] =7.80)

v I xrxgany — Lan T A XX — LAl LAty
iy E(‘i 97 (A7) mh - r_n"j[j"j) o (457)
lp_2 %

TrL e
I=1

And thus
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-1 a? - - - -
ZoB - (AT X)THATY - AT X)) ATY )= (7.85)

» m

a - T — -1y

FE AT X XAy
I=:

[0309] From (7.83) and (7.85) we obtain

Z Covh,.b) = Z Cov[ﬁi,zj]-i-ZCGv:Ei] =
1€ij<m ]‘_Zi._?'sm =_
=5
“mlm -1y o 3 [-r'{x“r:-)‘lt-rlf+-rl(x“{-}‘l[-rl)‘-)4
m Tt o e i e i
1€1ii8m
LEat]
MR B A=lra =147 L qo 1%
20— gm (X, X)™MATY) =(n-1)B
[0310] Hence
Y Covibi.b) - O (7.88)
145i, jEm

[0311] In the following, an estimation of the covariance matrix B = Cov[b;] will be described.

[0312] Because of E::l bi =10, the sample covariance of the sample lA71 ..... f)m is
’

1 s
Sty b = > b, (7.87)

[0313] From (7.84) we obtain

]_ m T l i ~
ESg..5. = 7 S Epib; ] = — 3 Covlb] =
y ™ 1=1 =1 {?.88)
o - - -
HZ ATHX X)TYATY - B =y mCov 3,
i=i
[0314] The quantity E‘f? defined by equation (7.74) is unbiased for 2. Hence
8 - ! ii}j._ - féi ATYX XN ATy (7.89)
m— 1 & oom e :

is unbiased for the covariance matrix B, and
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——— m -

= 1 T 1 1,7
Cov[d = mzbi’f = = Zx (X, X AT (7.90)

i=1

is unbiased for Cov[[AS]. With equation (7.66) we obtain

ZAIA" Z (1_1 1'}' - 5) (*"‘1'_1[&1 - dl) - a) =
=l i=1
S (A7MG -y -B) (@ -d) A7y -B ) -
> ATME - dE - d) (AT~ D AT @ d) B
i=l i=1
=|:7:;m§
-3 Z[a—i —di) (AT Tmaﬁ_ =7.65)
=1
o asmB
Z AT G —d) (& - d) (A7) — TFIB,ET.
1=l
[0315] Inserting 3= & 37, A7} (& — ) see Equation (7.65), we obtain
SUBE, = S AT - d)E - d) A7) -
T = L (7.91)
— 3 ATNE - d)E - d) (ATY)
Tt 1<i,i%m

[0316] In the following, an analysis of distributions will be described.

[0317] We consider the following distribution assumptions: 1) b; has a g-dimensional normal distribution N(0;B). 2)
The residual vector ¢i has a normal distribution N(0,521) i.e. Vi=a2l.

[0318] From linear regression analysis it is known that, given b;, o, has the conditional g-variate-normal distribution
N(AB = 1) —d;, 01X, X;)!) The unconditional mean and covariance matrix are given by equations (7.68)

and (7.77). From the above normality assumptions 1) and 2) it follows that b ai has the g-variate normal distribution

N{AT+ dl-'.gz{Xi_Xl-j“l - 4*\1]3;1;)_ Hence 31. = A;'(Ei — d;) see equation (7.64), has the g-variate

normal distribution _\-'('5: ;;rzAi'l[X:Xl.)"(Ai'l)_* - B}. As a linear function of the [A31, [ASm, f)i has the g-variate
normal distribution with E[b] 0 and with Cov[b] given by euation (7.83). The vector b = (b4, ...,b,,)T has the mxq-variate

normal distribution with E[b] 0 and with Cov[b,, b/] given by equation (7.85).
[0319] From linear model theory it is known that under assumptions 1) and 2) a, and the residual variance estimator

.S'%, defined by equation (7.73) are conditionally independent under b;. Equation (7.71) shows that the sample residual
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?giis independent of b;. Hence Aai and S'i,.t are independent, and the pooled variance estimator Sf-: defined by equation

(7.74) is independent of &1,..., Aam. From equation (7.65) it follows that ﬁ = 1 ™. _’1' ( - d) is independent
1

I=.
T

of 5%- From equation (7.66) it follows that the estimators 2713,,, are independent of S:‘é- Hence Z’_“] L.b. and
N . =

i
5% are independent. "'—;ﬁ 5% has the 32 distribution x2(N-mq).

—
[0320] The estimator B given by equation (7.65) is the customary arithmetic mean estimator ﬂ 3 m of the

common mean B of the m independent random variables B1, ﬁm B has the g-variate normal dlstrlbutlon

N(BIB- 3T ATX XA,

mE izl i

[0321] Consider the sample covariance

[0322] Since b; = 3; — 3,

the sample covariance of the independent normally distributed random vectors B,, ﬁm W|th identical means E[B] =B,i.e.,

.m» See equation (7.66), the sample covarlance 1 Z b b of 27,, lA) equals

S . = S: 2. (7.93)

[0323] Consider very small residual variance such that g-zﬁ_l._l [X:KI-)_I(A,-_I)T is negligible in comparison with
B. Under this approximative view, [AS,, [ASm is ani.i.d. sample, and the sample mean [AS and the sample covariance Sp,

are independent.
[0324] In the following, a prediction in the linear mixed model scheme will be described.

[0325] Let A be aq X g matrix, and let x be a vector in R?‘ . Consider the response
Z(x) = (A(B+b)+d)Tx+e under the regressor x where the random effect b and the residuals ¢ are independent of all
variables used for parameter estimation. The appropriate predictor for the response is

Z(x) = (AG—d) . {7.94)

[0326] Since E[[AS] = B, see equation (7.69)t', we have E[ﬁ(x)]=(AB+d)Tx = E[Z(x)] and

ViZ)] = Ve"(AMB+b)-d)] - = Viz Ab 0" =

_ _ _ _ _ (7.95)
Covle Ab]j-o? = 2 ACov[l]A z+0* = a2 ABA z -2
the prediction variance is
V[Z(z)] = Cov[Z(z)] = Coviz (A3-d)] = = ACov[FA =, (7.96)

and the prediction error variance is
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VIZ(z) - 2(2)) = VZ(2)]+V[Z(2)) = crg+:r-.~i(BeCOv@;)x‘L_m.
(7.97)

2
T9:21-Zim

[0327] Replacing 62 by Si- B by the unbiased estimator B according to equation (7.89), and Cov[[AS] by the unbiased
?

r— ——_

estimator CDV[E] according to equation (7.90), we obtain the unbiased estimator

Ce ‘Lv’[f(ﬁZ[m}] = 5§+:n11(ﬁ-5§;[§])£m =

m rn?

_ 1. y _ -
S3-2 AT 1B TS AP X)) )A e =
I=1

Sp-—a .x(m_l\;w - SE AT XA lf) Az = (798)

i=i

S%( —rnm 12 X XA )A'm) -

-1
- \bet.’x 2.

'm(m. — 1}

vy
of the prediction error variance 7% 51_ 72
[0328] In the following, a distributional analysis of the estimator of the prediction error variance will be described.
[0329] For the subsequent inferences we consider the assumptions: 1) b, has a g- dlmensmnal normal distribution N
(0, B). 2) The residual vector ¢; has a normal distribution N(O, c2l), i.e., V; = 62l. Then the vectorb = (b1, bm)T has the
mXg-variate normal dlstrlbutlon with E[b] 0, Cov[b ] given by equation (7. 83) and with Cov[b,, ]glven by equation (7.85).

[0330] By the above results, '—E;JSZ has the y2 distribution %2(N-mq), and the two components

2, 1 1y AT
5211 —z AZ& (X, X)) AT A

[ -

And

&m_ﬁ ZE bhoATx

1%y
mfm — 1) —
are independent.
[0331] From the properties of the 2 distribution we infer
442 - PR
oo o N —mg ., 27t A
1__,[525, = - _y : qsi' = —_— {7.99)
: (N —rmng)? a? N — g

[0332] Underassumptions 1) and 2), we investigate properties of the scalar variable W;=x which appears in the second
component of the prediction variance considered above where
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£ A i'ﬁjﬂ\.'m - i 17, (7.100)

Wy,...,W,, have anm-variate joint normal distribution. By (7.70), we have uw; = E[xT Af),-]=0. The variance

crf,-'..i = E[W? can be inferred from equation (7.83) by using

ch. = Vja"Ab] = Covle Ab.a"Ab] = 2z ACovE.BJA 2.  (7.101)

[0334] The covariances Cwpw; = E[W,W] can be inferred from equation (7.85) by using

[0335]

[0336]

[0337]

[0338]

ow.w, = Covlz Ab,z ALl = 2 ACovD.BJA x. (7.102)

By (7.84), we have

E:i ny = iﬁfy.. = z:_'_-li Covl,bjA 2 =
=1 1=1

=1

- )t - - - (7.103)
-1 Ao — ."\-l XX -1 .I"L-l —-B;A =(7.74)
(m = 1)z {m; L X)) } T =(r.n)
mim— 1) ACov 3JA .
From the theory of multivariate normal distribution we obtain
EW]] = 3ok, E[MWW}] = ooy, + 200w, - (7.104)

Obviously, the second part of equation (7.104) contains the first part as the special case i = .

VIV = EMF] - B = 3oy, -0 = 204 =

e a2 (7.105)
2(2”ACov, BATx) |
Cov[WZ W = E[NZN?Y - EWHEWY =
(7.108)

42 2 22 _ V3 _ - T 147

Obviously, equation (7.106) contains equation (7.105) as the special case i = j. From equations (7.105) and

(7.106) we obtain
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™
2 v 4 2
Z T w; = 2(2 T, Z d r.v,-,w,-) =

M
im" 1€1i5%m i=l1 177 . {?.1 O?)

2 3 (m’ﬁc:wfﬁ,.,ﬂi]_.-fm)?

1Zij<m

[0339] From (7.98), (7.99), (7.100), (7.107) we obtain

gt Al m—1 \*
= 2 _ -
[52'“‘ ~zis3) "N —rmg 2 (m (72 — 1)) 1<Zp:: oW, Wy
s ; Hiam 7.108)
-jl —1 2 _ - 2 |:
y Bl Y (i 3 (:r ACov[b;, b A :r:) :
N —myg e — 1) 1T -

[0340] In the following, an approximate distribution of the estimator of the prediction error variance will be described.
[0341] An approximation of the distribution of the estimator (7.98) of the prediction error variance can be constructed
following the known approximation scheme. The distribution of

=3 =

F o= zkzl-Z[z} - Z;l:nl—ZLz} (? 109]

8T - __—_,.‘_? - —2 '
Eloz :m}—2<=1] O3 ai—zim)

is approximated by the y2(v) distribution with the same variance as U, Hence v is determined from

! e A aiA? m—1 2 ¥
v = V) = ad {-"f — g * (m{m - 1)) Z J“-"irw’} l

Zim}—Z 2} 1€ijSm

Hence

al,
22z
FIAT m—
N—mg (mlm l}) Zlﬁt}{m ﬂ-u Wy
4

- T

#32  (322) Ticusen (27 ACOMD DA )

(7.110)

[0342] In the following, an approximate prediction interval will be described.
[0343] As described, we consider the assumptions 1) and 2). Additionally, we assume very small residual variance

o2 such that o . ATHX, X:)7H (A7) is negligible in comparison with B.

A A =2
[0344] By the above results, the prediction error Z(x)-Z(x)=(A(B-B-b)) Tx and the estimator UE(:‘_-—Z::} of the prediction
error variance are approximately independent. The prediction error has a univariate normal distribution with mean 0 and

variance U%»"IH—Z(::% given by equation (7.97). Hence (é(x)-Z(x))/cg(X)_Z(x) has the standard normal distribution N(0; 1).
[0345] Using the previous result of the previous paragraph with v defined by equation (7.110), the ratio
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. Zim 2=}
Zz) - Z(x) | trwoze g (7.111)
7 2jm-20x) uE—;———:""'“""**‘”'

! {'_Z[zj-—z-:»m}

is approximately distributed by the central t-distribution t(v). Hence approximate bounds for prediction interval for Z(x)
are of the form

Z(m) -1~ 2Bg10y_zrar (7.112)

where z is an appropriate quantile of the central t-distribution t(v). To apply (7.112) in data analysis, the unknown terms
. L . 4 ot . . .

in the definition (7.110) of v have to be replaced by estimators: Jf;z}—z;m) by ﬂ'g{mj_z(z) defined in equation (7.98),
o2by 5% COVZbi._ b,-] by replacing in equation (7.85) B by B and 2 by S?z_

[0346] In the following, a confidence interval for the forecasting variance will be described.

[0347] Let 0 <y <1, let v =y, be defined by equation (7.110) and let z = sz(v)(Y) be the 100y% quantile of the %2
distribution ¥2(v). We have

2 ""'2
. _ Zm'l Z;,a- Z:l:\ Z|=a}

I‘-"yﬂ 3
od 2
o (o m_n) igesem (27 ACOV D, B A )

(7.113)

[0348] From the above result we have

7 % Pli,<2) =

— —~ - 2
2 (o m_,}) zmﬁm (2™ ACov B, B A )

2 w)—Z{a)

2
P T 3imi-ziz) =

Hence

(7.114)

=
o
VAL

P Cand — 2
Pt N " S
22+ (221) Tigupem (27 ACOVE. 54 72)
{}:z '
2
is an approximate level y confidence interval for the forecasting error variance JE(;:‘,-—Z:;}_ To apply (7.114) in data

analysis, the unknown parameter terms in the coefficient of z have to be replaced by estimators. I. e., replace c# by

a—-"‘-i—..
S'z and replace Cov[b,, /] by e b u'..l * which results from inverting B for B and 5% for 62 in equation (7.85).

[0349] In the following, an application of the general mixed model scheme for the analysis of panel life times will be
described.

[0350] As to the transformed model as a special case of the general linear mixed model scheme, the previous results
can be applied to the analysis of the transformed model equations considered above. The parameters previously intro-
duced may be chosen as follows:
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J_, bi .ﬂi[l
= ’ . th = ’ . i = N ?-115
g 3! ) ' (bi:l ) - (ﬂﬂ) ' { :I

1 exp __3? emp, 0.1} Qtvme, 701 l
A = 1 { s F:’U:) time, 71), , d, = . {?.116)
0 Qen x5 ]
1 Zyimesnin
x, = |: : (7.117)
1 Ttime H).in;
Then
1 —exp (T2 ) EmeE
ATl = ( p(Fa ],v:u, ) ERE ) (7.118)
“ [t
- 1 @in — 1- a:l EXP‘( — ate'r'l.p A t) M
8 = 3 ( Beozas || (7.119)
J'Il iz M umlzlcn
i _ (Ba-l-Boexp (T atemp,oq) 280N
1 a]
am’t‘t‘i o~ -3 [ TR PR (7'1 20)
1 Z A — 1 — @ exp (5 2pemp,my) Ty
m _&n
: =M B 00

)
With Qo) = EX[ ( & Utemp.20. i] where azgpm, 29 = 0.0000363021 approximately we obtain

‘['; _ (QID -1- Q:|.1 eXq ( = {utz'mp Tlhi — Hiemp, ‘.!(.'Il } Lfimea 70, I)
i = —
g exp { 2a
N 1l I { temlell)) {T.121)
1 Z @ — 1 —&n exp {T Qirmp 701 — Qtermp ) ) Btime, 7002
| hfl M al] exp (%ﬂtemp_.‘lﬂ:l))
[0351] b4, g €{-1,1}, depends on the parameter f, in the form

big(3:) = hug(3)- J, > kgl 3, (7.122)
JE"J

[0352] Where h; 4(B,) is obvious from equation (7.120), or (7.121), respectively.
[0353] In the following, a nonlinear parametrisation will be described.
[0354] Simultaneous parametrisation of h; .4 and h; 4
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hi,ql:,i?"z) = Eﬂq’,] _EI':I;!;'Z EXP(E,;:CI_S'B?) (1123)
[0355] Where
( a:n_l ifg=-1. f _ai]ﬂtim:,ﬂl:i ifg=-1.
Eigh = Liga = (7.124)
] ifq=1= 6,-1 ifg=1’
—(n!mﬂ.’ﬂ.i—atlmp.m.i) If q — _1‘
fiqa = (7.125)
ﬂt---;"lo.i If q —_ ]..
[0356] Let
- 1 .
Eigp = mzzﬁ_q,y for g€ {-1.1}, p<{1.2.3}.
e

[0357] Then by (7.121)

_ (Ei,—l,l + &i—1pexpllii33:) — g.;_-__,1 - # EIE.‘J £ aexp(&_1350)

3 Simia ] (7.126)
&1 —Goexp(&iasd) — &g — Y]l e Sz exp(£ria)

[0358] We write

D) =
1M

2oieM !gi,-l__l —&_11— { — &1z exp{bi—1,532) — |!3_1| P oren G2 Exp(ii:-l:sﬂz)}]
(7.127)

s

[0359] Theestimatorof ,which minimises (7.127)is the OLS estimator of 8, in the nonlinearregression sampling model

— 1 .
ff,—l,l - uf.-__|r1 = —ff,—l,z EKP(E:‘.—U{S!) - —Z ffJ:—l.'z exp(&,—l.ﬂﬁ?}a ie M (?-128)
My

e
[0360] The model (7.128) is the centered version of the model

fi-1a = 3" - §i-12 Exp(‘gi:—l,ﬂﬂ'!): 1€ M (7.129)

In the following, a first expansion in f,, with a,, 5, not considered as a function of 8, will be described.
[0361] We have
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d — EX] (_—jza ) = ftemprtd ex:-(_ﬂza )
djg P R fmp,?[l__! R I R femp_,'n"iﬁl,! '

[0362] Hence the linear expansion of h;_4(B,) around a point 5‘,";“1" is

By _1(32) =

pr . _ gl
E'im -1- i1 Atime, 704 exp ( 3‘2 Jfgmp:m]:i) {1 — M( 3[[!‘,‘}} = (?130‘)
Ry 204 R B
= ri—3:3
- {0
-~ €1 Uime, 7T -3 Qiamp. T0LE [0
Ty = fgyp— 1 — m Exp Tf’aie’"?’m’i {1 - Tfj-( )} . (T.131)
- \.u}
Qi1 Qeirme TILE —32 Uimrmp 7]
ﬂ'i = um:zn‘.i Exp R ﬂtmp,?u,l' T (?.1 32)

[0363] In the following, a first expansion in B, with a., 5o, considered as a function of B, will be described.
[0364] We have

_3'.! _(afem 0l — Qe .'2‘3].1} _3'2
— &Xp (T{ﬂtmﬁ;ﬂl_i - ﬂtcmp.ZlJ_.i)) = £ R £ exp ) (nggmpfnj:]' - G.f,!mp:gﬂ:i) .

[0365] Hence the linear expansion of h; 4(B,) around a point ,-'_?;,EH" is
hi,—l (32) =

— 3 i —a 20 :
-~ -~ 3 2 termp, 7Tk temp, 200 {0}
g — 1 — (] Qme Tiki EX]} (—[:atzmp,?n,i - ﬂf:mp,‘.!l]:i} l— B (—32 - .32 :' =

R
= r;—4id
(7.133)
N N — 3% Qtemp, 705 — QtempMi Li0)
ry = 'fliu—l—flﬂﬂﬁmz,m._i EXTH (ﬂfemp:ﬂk_i - Efempgm,i) 1-—- B 3-.: :
(7.134)
o~ _3(“] Qiemp. 7thi — Dfamp 201
& = OqQtyme 70 EXP (T(ﬂump i — Liemp 2[1-) e R e : (7.133)

[0366] In the foIIowmg an estimation of $, will be described.
[0367] The estimator Bz should minimise Z,EMb, _1(B2)2. From equation (7.122) we obtain
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g

5

L

&
b
[

Z(h,(&; lmZhI 3,,) = Zh,-(ﬂ;]n"’—ﬁ(ifu(,&z))z.

i M =) [ =M

[0368] Hence

W5 Zbl_l 3)? = Q{Zh;[jz)h;(ﬁ'zj ol D ki3 Hi(3) } (7.136)

1258 eM ieM IeM

[0369] With hy(By) = ri+s;B,, We obtain approximately

_21;1_132 2 ?{Z( — 53,8 ‘mZ(r 3312 } =

:E‘I e iz M ieM

2{Y (i -5%+ Y (a - -7}

[0370] Hence Z,-EMBL_1(BZ)2 is approximately minimised by

(7.137)

3 = = S s —F)fm—T7)
’ Sle—32

(7.138)

[0371] The result (7.138) can also be obtained in the following manner. With the approximation h,(,) = r; + s;B,, we
obtain approximately

bi:_l[‘ag) =T — 51'_32 - [7-'— 75-32) = {1"1' - 7-"} - (31' — ?}32 . |:T.139)

[0372] Hence the value which minimises Z,-EMBL_1(BZ)2 is approximately the OLS estimator of B, in the model

(]"'.' - 'f_'} = —(Si — 3}3' - .;"7:. E[S-:L] = ns E E -1'-[ (?‘140)

[0373] The OLS estimator is provided by equation (7.138). The apProxmate validity of the model (7.140) follows from
E[bI -1(B2)] We consider the model in the conditional situation given a;, i € M. The design matrix of the model (7.140) is

X = (_(Si_m)ieﬂ’

hence

(X X' =

[0374] Let 3:,{ be the usual estimator of the residual variance g'_ﬁ. Then the variance of [ASZ is estimated by

a2 4 (7.141)
T = =/ —=. .
- 2 enlsi —F)?
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[0375] Inthe conditional situation, confidence intervals for [A32 can be calculated in the way familiar from linear regression
analysis.

[0376] Forecasts refer to panels stored some time x under non-accelerated conditions at an average temperature ¢
°C,i.e.,at T =c + 273:15 K. The corresponding transformation is

l l 1 1

ZtempT = T T, ©-27315 29615

[0377] Hence the matrix /\ has to be chosen as

L[ 0 2 (! o (7.142)
= L ar A= ; * .
0 exp( % Ttempe) ) 0 exp (%It.mp::) ‘

corresponding to whether B, is assumed to be known or estimated by the method above described, where R = 8:314471
is the gas constant. The forecasting vector x is

[0378] Estimates [A32 as a of expansion points !%D} and prescribed values B are shown in Fig. 17, wherein groups

13 and 19 are excluded.
[0379] The response predictor (7.94) amounts to

?[.r) = [A.E —d)yx = §_|+1+‘§]exp (%Iump_:)z {7.143)
[0380] Or

] I

2(z) = (AF+d) x = Sa-l-Sexp| ST | (7.144)

respectively. The forecast in the untransformed model is

& 1 Ar
Y = | 30+ Atree oy — —m 222 7.145
@ - = ( = A g = 58 ) 7.149)

[0381] Where a, is the panel thickness.

[0382] In the following, an estimation of Bi0 based on linearised response will be described.

[0383] The subsequentapproach is described for general information of the reader. The estimation procedure provided
no intuitively reasonable results.

[0384] Consider the transformed model (7.31). For abbreviation, let &y = Aseq gas- Consider the left-hand side of (7.31)
as a function of ;3. We have

d Afs _ _}‘fg
A3 Ay, — ag; Y+ S (Apg — aa: Yy + 3in)?
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A .
. . s all)
[0385] Hence the linear expansion of x—%—g-_n“ o aground a point _j'l." is

Fe

Afg
A — 0g:Y3 — Jio
)'fB _ Af? (- 3(‘3)) — 7 148
. , . TY Loy 2 =itk .
Mo =¥y =35 Oy —aasliy + (7.146)
Aty )“fg‘silrlln At
A LA 3':“] B A Y; 3“” @ - A V. = 3(1]) 23:1'[] :
fo— il — g [: Fg — Qdi t'j_-i[)}l ( fg — Uds i_;i_..'::)
Ar
[0386] On the left-hand side of (7.31), replace g =t Yoy~ e by the linear expansion (7.146). Let
= A‘fg )‘fgjx;i[]n
Zy = - M PR TOIVE (7.147)
Age — ity — T (Apg — aasy — 3y)
A
wy = __—. (7.148)
(Arg —asYy; ~ 35 )2
[0387] Then we obtain the regression equation
- —3,
zij = 1- 5—1 - [,31 - bli)' exp Tatmpﬁﬂl,i Ofme7hi —
) S ’ (7.149)

) -'9111 Uy — {'31 - bli) ' tlep, )1 Time, 217
S b - 4
= o = ]

[0388] The previous results can be applied to the analysis of the regression model (7.149). The parameters previously

introduced have to be chosen as follows:

.3—1 bi.—l fj -1
g = |, b= bin | o= e | (7.150)
g bia i1
1 0 exp {'—T%'ﬂfemp_.?ﬂ:i] Qiima. T4 1
A= |01 0 , &= o], (7.151)
0o Qg i 0

A
] — s

. — Ts: 4 N
1 us Tiirme, M4,1 :lfg_nd,i}'l'l_&l'g"]i time,20.1.1
Xi= | ¢ ; = |: : : (7.152)
1 - 1 Ars e
Uin; Lhamea2.in; T, Thme2ling

L)'fg _ad‘l.!-"‘l.ﬂ" i 4

54



15

20

25

30

35

40

45

50

55

EP 2 594 924 A1

[0389] In the following, an estimation of B0 based on maximising forecasts will be described.

L0390] Consider the second mixed model (7.7) W|th Bg constant over all groups. A Ieast favourable forecast estimator
Bg can be defined in the following sense: Choose Bo which maximises the forecast Y(x) defined by equation (7.145).
[0391] In the following, parameter estimates and prediction will be described.

[0392] As to parameter estimates, we consider the empirical evaluation of the linear mixed model as described. Basis
for the evaluation is the data set containing the values of the measurements.

[0393] The following parameters have to be estimated in the order displayed, see also tables 3 and 4:

tkr)

1. The random parameters €; = for each paneli=1,..., m

ki1
2. The global parameter B, representing the activation energy.
3. The parameter B as a least favourable forecast estimator.

4. The components f_; and B4 of the vector § representing the average initial gas pressure in the panel in units of
P12 and the average relative increase in the gas pressure in units of pq,,, respectively.

Eii:_l

5. The random parameters i b = for each paneli=1,....m

2,1
6. The variance c2 representing the measurement uncertainty.

7. The covariance matrix B of 3 representing the uncertainty due to quality differences in the panels.

[0394] For the evaluation the following items have to be taken into account:

1. Groups are identified with panels.

2. Panel 46 is excluded from the analysis due to implausible measurements. Hence a total of 9 panels is included in the
analysis.

3. For each panel, only 3 measurings may be available. For the estimation of the parameters B; 4, ;4 it is necessary
that the measuring points used for the evaluation are equal concerning agp,. 70 the total accelerated exposure time of
panel i. The total non-accelerated exposure time X6 29 ;; Of panel i until measurement j is the only variable factor. The
panels stored in the 20°C-environment are not stored in a 70°C-environment at all such that ag, 70, = 0. These panels
do not differ in respect of a;,. 70 ;, S0 all the available measuring points can be used for the evaluation, more precisely
3 measuring points for each panel. For the panels which are partly stored in the accelerated 70°C-environment, the
accelerated exposure times ay, 70 ; differ from measuring point to measuring point. The panels are measured in the
beginning, then stored in the 70°C-environment and then measured again twice after some time, in which they undergo
a 20°C-environment only. Therefore only the measuring points 2 and 3 do not differ in respect of ay, 79 5> $0 that only
these two points can be included in the analysis of each panel. There are 5 panels which are partially stored in a 70°C-
environment, hence 4 panels which are stored in a 20°C-environment for the whole measuring process. So the overall
sample sizeis 4 X 3 +5 X 2 =22.

Table 7: Parameter estimates

Estimate Lower (I:i?nr::idence Upper confidence Unit
B.1 0.000403441 - R i
B4 0.000604925 - - 1/day
Bo 42879.7 38320.3 47439.1 J/(molxK)
Bo 3.45 - - 10-3W/(mxK)]
62 0.0000143776 - - -
B = Covib)] ( [J.DIJ‘U?flulS‘iiiﬁ 1.20215' lﬂ:j ) ) ) )
1.20215-10 3.61278- 10
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(continued)
Estimate Lower(I:i(r)nr:?dence Upper confidence Unit
ot { 0.0000651265 2.6741-10-7
oVi] 9.6741-10~7  0.43481- 10~ - - -

4. Since for some of the panels only two measuring points are available, see remark 3, it is impossible to estimate a
variance in the measuring of these panels. Therefore the variance is estimated only by the use of the panels stored in
the 20°C-environment.

5. Due to expert knowledge the parameter 3 is expected to be in the interval [1; 4].

[0395] Therefore the least favourable case for the parameter B is searched for in the interval [1; 4]. Furthermore the
two location parameters 3 and _4 are connected in a negative way: The greater the parameter p (location parameter
with reference to the activation energy), the lower the estimated value for p_4 (location parameter with reference to the
gas pressure). Since a negative value for the parameter p_ is considered implausible, the parameter B is regarded
plausible only as long as B_4 is positive.

[0396] Table 5 shows the parameter estimates for the nonlinear mixed model as above described based on the data
set containing the values of the measurements. For the estimation, commercially available tools may be used.

[0397] For the validation of the model the parameter estimates based on the measurements are compared with the
parameter estimates based on the measurements taken from further measurements.

[0398] For the evaluation the following items have to be taken into account:

1. For each panel measuring runs have taken place. Each measuring run is separately analysed, i. e. groups are
identified with measurement periods. Particularly, the random parameters f; ; and B;__4 are estimated for each test
run. As a consequence the group index i does not represent different panels as described, but different test runs.

2. Testrun 13 (Q panel 46) is excluded from the analysis due to implausible measurements. No second test run
took place for this panel.

3. The test run 19 is excluded from the analysis since no second test run took place for the corresponding panel.

4. Implausible observations and observations which show unusual behaviour in the beginning of the measuring
process are excluded from the analysis.

5. To mitigate the potential autocorrelation of measurements taken every five minutes over a period of several days
per panel, only each 12th data point is included in the analysis, i. e., the response "thermal conductivity" is regarded
once per hour.

[0399] As to prediction we consider the mixed nonlinear model as described. The objective is to predict the response
"thermal conductivity", ad11Y with ag 1 the thickness of panel i, under usage conditions, i. e., for special values of the
following two influential factors:

1) Time. This factor is contained in the vector x.

2) Temperature. This factor is contained in the matrix A.

Table 8: Parameter estimates

Estimate confilc_jg\:ceer limit Upper?iﬂidence Unit
B, 0.182909 - -
B, 0.000873323 ] ] 1/day
B, 39682.8 36450.9 42914.6 J(molxK)
B, 1.0 - - 10-3W/(m X K)
2 121806106 - ) )
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(continued)
. Lower Upperconfidence .
Estimate confidence limit limit Unit
5 e Covl 0.00916976  —0.0000100659 ] ] ]
B —=0.0000100659  2.73897- 107
c A - 0.000774777  —8.87203-10—
ov p. —3.87203-10~7  2.35788- 10~ - - -

[0400] The prediction is based on two components:

i) point prediction,
ii) interval prediction.

0401] . The point prediction of the transformed response Z, see equation (7.33), is a prediction of the expected value
Z(x)=(AB+d)Tx. Since the model as described uses the transformation

)‘fre:gru
. = Zi 7.153
)"f:rze gas ﬂd’.i}‘ij - _SI) > ( )

the prediction ad,,-ﬁ/ for the response "thermal conductivity" can be calculated by retransforming the response z using
the following equation:

- A
a:l'.,:i}':r = 3[] = }'fr::gn.l - % (?154;]

[0402] The prediction Y for the response "heat transfer coefficient" can be derived using the following equation, re-
spectively:

D L [ 3= Apraagas — Nrzesus | (7.155)

a4: ij
[0403] An approximate prediction interval for a future response Z is
Z(x) £ 26p0 7y = [(Zilz), Zriz)), (7.158)

where

T

o o - fm-1s S eyl ey a1 W
5%z =S5~ A( 13—7”2;11, (X; X~ HATY) )_.x ®, (7157

and zis an appropriate quantile of the central t-distribution. To receive a predictioninterval (a4 Y}, a4,;Y) for the response
aq ;Y or a prediction interval (Y, Yy) for the response Y, again one can use the retransforming equation (7.154).
[0404] The prediction variance, see equation (7.157), is basically formed by

a) the residual variance 2 due to measurement uncertainty, estimated by ’;“é .
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b) the variance due the quality differences in the panels, which can be read out of the covariance matrix B, estimated
by B.

c) the variance that can partially be controlled by the measurement setup, i. e., the time the panels are stored in the
accelerated environment, the overall duration of the experiment, the number of measuring points for each panel,
the temperature levels. These experimental factors influence the matrices A; and X,.

[0405] We calculate the prediction for the following values of the influential factors which represent usage conditions:
1) Time: 2 years.

2) Temperature: 20°C.

[0406] On grounds of the linearised model, the prediction é(x) by (7.94) and the two-sided prediction limits Z; (x) < Z,,
(x) by (7.156) at a confidence level of 0.95 are

Z(x) = L3699, Zifz) = 10015349, Zp(e) = 17382753

[0407] Both the point prediction é(x) and the limits of the prediction interval have to be retransformed by applying
equation (7.154). The predicted thermal conductivity and the corresponding prediction limits given in W/(mK) at a con-
fidence level of y = 0:95 are

ag,¥ = DOL4T07, ag,Yy = 000340037, @y, ¥y = 0.0144926,

[0408] To illustrate the influence of the different components of the prediction variance, the prediction variance and
its components are calculated. Using the above conditions for the prediction and the estimated parameter values from
table 7, the following values are obtained:

7 = 00000143776, (7.158)
T9im—ziey = V-O169387, (7.159)
- — 1A _
x A(m E) ATz = 00168818, (7.180)
i)
Y i ~c Sk _ N
r A ﬁz*ﬁ&;l[}{, X)THATYY JA = = 0.0000424975. (7.161)
i=i

[0409] These results show that the variance 0.0168818, which is basically due to quality differences in the panels,

=i
dominates the variance Ug;,:,_gia,} ) of the prediction. The experimental setup, which influences the matrices A; and

X7 and contributes to the value 0.0000424975, has negligibly small influence.

[0410] As to the experimental design of experiments for life time prediction, the analysis is based on the mixed model
as described. The objective is to ensure a prediction of future values which is as exact as possible without neglecting
certain external restrictions. The empirical basis for the design study is the data set containing the values of the meas-
urements.

[0411] The following questions are considered in this context:
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1. How many different panels m have to be included in the experiment?

2. How should the panels be divided into two groups of sizes m,, m,, with m; panels being stored in the low-tem-
perature-environment and m, panels being stored in the accelerated-temperature-environment?

3. How much time should at least be scheduled for the whole experimental process?

4. How should the storing environments be chosen, more precisely, which two temperature levels should be chosen
for the panels to be stored in?

5. How long should the panels of the accelerated temperature group be stored in the accelerated environment before
being stored in the lower temperature environment and be measured a few times during that period?

6. How often should each panel be measured in the course of the whole measuring period?

[0412] The precision in the prediction is reflected in the length of the prediction interval (7.156). The lower the length
of the prediction interval, the more exact a future observation can be predicted. The crucial component of the prediction
interval is the variance of the prediction, see formula (7.98). The objective of an ideal construction of an experimental
design is therefore minimising the length of the prediction interval, see formula (7.112).

[0413] However, due to the nature of the mixed model, the prediction interval (7.98) cannot be used to answer each
of the questions mentioned above in the same way.

[0414] The experimental design aims at minimising one of the following functions of the prediction variance keeping
in mind the above remarks. The prediction is calculated for panels stored for 2 yearsina 20°C-environment at a confidence
level of 95%:

e Length of the prediction interval:
L‘L‘ - LL = 2'2 '3?[.3?_2."!]. (8.1)

e Squared length of the prediction interval:

(LLT - LL)E = (2 F Ef\mll_zl:z’:')z = -1 ' .32 .E%l:ﬂ.:l-ziﬂ}t [8.2)

This term is mainly influenced by the differences in panel quality and can basically be reduced by increasing the
number m of testing panels.

* The part of the variance of the prediction which is basically influenced by the measurement setup. We consider the
following terms:

i - Sf’i' - -1 - v—1 -1+ -
& = x A m I!E=i iy I:KI Xz} (Ai ) A2z {:83)
d = 4222 A 5z f: AT XA A = (8.4)
- - ]..“2 1_1 - ! N ! -

[0415] In the above cases z is an appropriate quantile of the t-distribution. For the construction of the experimental
design the following estimated values derived from the original data set have to be used, see table 7:

e The estimated variance, Sﬁv due to measurement uncertainty.
H

*  The estimated value [ASZ for the parameter B,.
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* The estimated worst case value for the parameter 3, [ASO.
e The estimated components [A3_1 and [A31 of the vector f.
e The covariance matrix [Afi of b.

[0416] The parameter 3, depends on the random parameters o,y and o4, i = I,..., m, and can only be estimated after
the estimation of these parameters. Therefore, and since the estimation of 3, differs with the experimental design used,
the following conservative approach is taken: The prediction interval is calculated with the value for B, taken from its
confidence interval which maximises the length of the two-sided prediction interval.

[0417] Regarding the construction of the experimental design the following approach is taken:

1. For each measurement setup with a prescribed number of testing panels, temperatures and storing time of the
panelsin the available environments, atleast 10 000 sets of random values a, a4 are simulated using the information
about their distribution, E[a], E[a.4] and Cov[o,]. see equations (7.68) and (7.77).

2. For each simulated set, an estimation and confidence interval for the parameter B, is calculated. The level of the
confidence interval is chosen in away, so that the uncertainty that comes with the estimation of B, and the uncertainty
in the calculation of the prediction interval in total is maximally the prescribed maximum error 1 - y. A prescribed
level y in the final prediction interval is obtained via the Bonferroni inequality by choosing partial levels v; = 0.5(1+y)
for the confidence level for B, and for the prediction interval depending on B,.

3. For each value of B, in its confidence interval the future prediction along with its prediction interval is calculated.

4. From all possible prediction intervals the one selected for the analysed measurement setup is the one which
maximises the length of the prediction interval.

5. The results achieved by simulating 10 000 sets of random values for oy, a;4 are averaged. These mean values
are used to compare different measurement setups.

[0418] As to selection of measuring points, the mixed model analysis estimates some parameters for each panel
separately, in particular the residual variance (measurement variance). At least three measuring points are necessary
to secure the possibility of estimating the measuring variance for each panel. To exceed the unreliable minimum, it is
advised to measure each panel at least four times in the course of the measuring period. Since the measuring variance
is regarded rather small in general, four measuring points are assumed to be enough. It is advised that the measuring
points are arranged in equal distances making use of the whole available measurement period.

[0419] As to the choice of the number of testing panels, since in the case at hand the uncertainty in the prediction is
mainly influenced by the differences in quality of the panels, the accuracy of the prediction can be improved most by
increasing the number of testing panels.

[0420] Fig. 18 shows the length L, - L, of the prediction interval for the transformed values, the contribution @ of the
measurement setup to the prediction variance of the transformed values and the length of the prediction interval for the
thermal conductivity (unit: W/(mK)) as a function of the number of testing panels. The calculation is based on the following
measurement setup:

e Temperature levels: 25°C, 70°C.

e Storage time in the 70°C-environment: 60 days.

Length of the overall measuring period: 120 days.
* Times of measuring for panels stored in a 25°C-environment in days from the beginning: 0, 40, 80, 120 days.

* Times of measuring for panels stored in a 70°C-environment in days from the end of the storage time in the 70°C-en-
vironment: 0, 20, 40, 60 days.

[0421] Thelength of the prediction interval is calculated for the following divisions of the panels into the two temperature
groups:
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a) fiy = 1ty = . The same number m, of panels is stored in a 25°C-environment as is stored in a 70°C-envi-

ronment, m,,.

b) my =2ms,: Only half as many panels, m,, are stored in a 70°C-environment as are stored in a 25°C-environment, m,.

[0422] Fig. 19 shows that a huge improvement in prediction accuracy can be achieved by increasing the number of
testing panels involved in the experiment up to a number of about 24. Only a minor improvement can be observed when
including more than about 24 testing panels in the experiment. To assess the influence of the temperatures the panels
are stored in, we compare the term @ for the two cases my = m, and my = 2m,. @ reveals an advantage for the case
my = m, compared to the case my = 2m,, i. e., it seems to be better to store as many panels in the 25°C-environment
as in the 70°C-environment than twice as many.

[0423] Fig. 20 shows the squared length (L, - L;)? of the prediction interval and the term @, see equation (8.4), with
the intention of comparing the two quantities. It is obvious that @, which contains the influences of the experimental
design, is comparably small in comparison to (L, - L;)2.

[0424] Astothe choice of the length of the measuring period the length of the overall measuring period mainly influences
the matrices XI, and indirectly the matrices Aand A4, /=1,..., m, in the prediction variance (7.157). Therefore, the decision
on the total length of the measuring period should be based on the minimisation of the term ®, see equation (8.3). Note
that ® is comparably small in the case at hand. Compared to the number of testing panels it does not influence the
accuracy of the prediction a lot. Fig. 21 shows the component ® of the prediction variance as a function of the length of
the overall experimental time. The calculation is based on the following measurement setup:

e Temperature levels: 25°C, 70°C.

¢  Number of panels in each temperature group: 6, i. e. a total of 12 panels.

e Storage time in the 70°C-environment: 60 days.

[0425] Varying the length of the overall experimental time means the following times of measuring:

* Times of measuring for panels stored in a 25°C-environment: Four equally distanced measuring points over the
entire measuring period.

* Times of measuring for panels stored in a 70°C-environment: Four equally distanced measuring points over the
measuring period beginning after 60 days of storing the panels in the 70°C-environment.

[0426] Figure 19 shows that strong improvement in ® can be achieved when choosing at least 150 days for the total
length of the measuring period. The length of the prediction interval in units W/(mK) decreases only little if the measuring
period is extended beyond 150 days.

[0427] As to the choice of the storing environments, the choice of the storing environments for the panels, i. e., the
two temperature levels the panels are faced with during the whole experimental process, influences the matrices X; A
and A4, I =1,..., m, in the prediction variance (7.157). Therefore the decision on the temperature levels for the storing
environments for the panels during the experimental process should be based on the minimisation of the term @, see
equation (8.3). For reasons of simplicity, the lower of the two temperature levels should be approximately room temper-
ature, i. e., between about 10 and 25°C. Since applications have shown that a storage temperature of more than about
70°C might cause a destruction of the panels in a short time, storage temperatures of more than about 80°C are not
considered in the analysis. For the analysis, the non-accelerated temperature is prescribed at 25°C, which is considered
to be an upper bound for temperature stress in domestic applications.

[0428] Figure 20 shows the component @, see equation (8.3), of the prediction variance as a function of the accelerated
temperature level in °C for the three following cases:

a) Storage time in the 70°C-environment: 60 days. Length of the measuring period: 120 days.
b) Storage time in the 70°C-environment: 40 days. Length of the measuring period: 120 days.
c) Storage time in the 70°C-environment: 40 days. Length of the measuring period: 100 days.

[0429] The other quantities are kept constant for the calculation on the following values:
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e Temperature level of the low temperature: 25°C.
*  Number of panels in each temperature group: 6, i.e., a total of 12 panels.
* Times of measuring for panels stored in a 25°C-environment in days from the beginning: 0, 40, 80, 120 days.

* Times of measuring for panels stored in a 70°C-environment in days from the end of the storage time in the 70°C-en-
vironment: Four equally distanced measuring points over the measuring period beginning after the storing time in
the 70°C-environment.

[0430] The first plot in Fig. 20 which represents the results for a storage time in the 70°C-environment of 60 days
reveals a minimum in ® at an accelerated temperature of about 70°C. The second plot representing the results for a
storage time in the 70°C-environment of 40 days reveals a minimum in ®@ at an accelerated temperature of about 80°C.
Both plots are based on a measuring period of 120 days. The third plot shows the results for a storage time in the 70°C-
environment of 40 days with a measuring period of only 100 days. The minimum in ® can be observed at an accelerated
temperature of 80°C as well.

[0431] Both the time the panels are stored in the accelerated environment as well as the accelerated temperature
itself are acceleration factors in the experiments. Hence from Fig. 20 it can be concluded that if panels are stored less
time in the accelerated environment, the lower acceleration effect can be compensated if in return the accelerated
temperature level is increased. Nevertheless to choose the accelerated temperature above a certain level can be dis-
advantageous. Furthermore reducing the length of the whole measuring period causes worse results in the precision of
the prediction.

[0432] As to the choice of the storing time in the accelerated environment, the choice of the storing time of panels in
the accelerated environment influences on the matrices X;, A and A4,/ = 1,...., my, in the prediction variance (7.157).
Therefore the decision on the length of the accelerated storing period should be based on the minimisation of the term
@, see equation (8.3).

[0433] Fig. 20 shows the component @, see equation (8.3), of the prediction variance as a function of the time the
panels are stored in the accelerated environment in days. The calculation is based on the following measurement setup:

e Temperature levels: 25°C, 70°C.

*  Number of panels in each temperature group: 6, i. e., a total of 12 panels.

¢ Length of the overall measuring period: 120 days.

* Times of measuring for panels stored in a 25°C-environment in days from the beginning: 0, 40, 80, 120 days.

* Times of measuring for panels stored in a 70°C-environment in days: Four equally distanced measuring points over
the measuring period beginning after the storing time in the 70°C-environment.

[0434] Fig. 20 shows a minimum in ® at a storing time in the 70°C-environment of about 55 days. Hence under the
above measurement setup. Fig. 20 suggests that optimally panels should be stored in a 70°C-environment for almost
two months before being measured 4 times under room temperature.

[0435] Fig. 21 shows ® as a function of the accelerated temperature level.

[0436] Fig 22 shows @ as a function of the storage time of the panels in the accelerated environment in days.
[0437] As to the operating instructions, the choice of the experimental design depends on the amount of the variation
due to differences in the panel quality. Therefore first of all examinations should be taken on how much the panel-to-
panel variation influences the accuracy in the prediction in comparison to the other factors determining the experimental
design.

[0438] In the following, the choice of the experimental factors and their levels will be described.

[0439] As to the choice of the length of the measuring period, the accuracy in the prediction can be improved by
extending the measuring period. A measuring period of at least 150 days should bring reasonable results in the prediction.
The measurements on panels which are stored under approximately room temperature should begin with the start of
the experiment. Panels which are stored in an accelerated environment should first remain in that environment for a
prescribed time, and should afterwards being measured. If the panel-to-panel variation is comparably high, a shortening
of the measuring period might be justifiable if in return the number of panels is increased.

[0440] On the contrary, if in future experiments the panel-to-panel variation is comparably small, extending the length
of the measuring period might have greater influence on the accuracy of the prediction and might be worth considering.
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[0441] As to the selection of measuring points, each panel may be measured 4 times. The measuring points should
be equally distributed over the entire measuring period. I. e., for panels stored at room temperature, the first measuring
pointis the starting time of the experiment, and for panels stored under in an accelerated environment, the first measuring
point is the time point right after the end of the accelerated storing period. For both groups of panels, the last measuring
point is at the end of the experimental period.

[0442] As to the choice of the storing time in the accelerated environment panels subject to accelerated exposure may
remain in the accelerated environment over almost two months before starting the measurement period.

[0443] As to the choice of the storing environments, two temperature levels should be chosen in which the panels are
stored during the experiment. Partly the panels are recommended to be stored in an environment of about 25°C which
is approximately room temperature. The remaining panels should be stored in an environment of about 70°C if the storing
time in the accelerated environment is chosen to be 60 days. If this period is shortened, the acceleration effect can
nevertheless be achieved by increasing the accelerated temperature.

[0444] As to the choice of the number of testing panels, a number of at least 24 testing panels are recommended to
be included in the experiment.

[0445] The panels can be divided into to equally sized groups: one group being stored in a 25°C-environment, and
the other in a 70°C-environment. Whether to increase the number of testing panels or rather to increase the length of
the measuring period depends on what is the decisive factor for the prediction variance: panel-to-panel variation or the
measurement-to-measurement variation.

[0446] As to the prediction of the proportion of nonconforming items, to predict the proportion of nonconforming items,
the point prediction é(x) as well as the two-sided prediction interval

B, = 2@z, 5, = (Zulz), Zy(x)

l—=
have to be examined. By a suitable choice of the quantile ; — € (T) a prescribed forecasting confidence level y

?

. . 1—v .
can be achieved,i.e., 2 = 2 (—‘,1) can be chosen so as to provide

F(Zlx) ) = 7

I e., the probability that the real value for the response Z(x) lies in the interval B, is vy.

[0447] To be able to make conclusions in units of thermal conductivity, it is necessary to retransform the values é(x),
Z,(x), and Z(x). A prediction ad,,-g/(x) for the thermal conductivity as well as a prediction interval (a4 ;Y (), a5;Y(x))
can be derived by using the transforming equation

Afr:: gas
——

di?:B:S ;Arezau_
1Y (2) i freeg 7 ()

[0448] The unknown parameter B, has to be replaced by the estimator [ASO from the actual experiment. The estimator
is determined as described above.

[0449] As to the prediction based on prescribed confidence levels 0.99 and 0.95 for the prediction is prescribed, we
consider the prescribed confidence levels 0.99 and 0.95 in the following.

[0450] Consider the prediction interval (a, ;Y (x), a4 ;Y(x)) for a prescribed confidence level of 0:99. If the upper bound
aq;Yy(x) does not exceed a critical value c for the thermal conductivity, it can be argued, that in the long run not more
than (1-0:99) - 100% = 1 % of the panels are expected to exceed c in the thermal conductivity.

[0451] If the upper bound of the prediction interval for the given confidence level 0:99 is higher than the critical value
¢, the prediction interval should be calculated for a confidence level of 0:95. If the upper bound of the prediction interval
for a confidence level of 0:95 lies below ¢, one can conclude that in the long run less than (1-0:95) - 100% = 5% of the
panels are expected to exceed the critical value c.

[0452] Asto the prediction based on random confidence level, the approach to predict the proportion of nonconforming
items where the confidence level is not prescribed but random may be deployed.

[0453] The following two cases have to be distinguished:
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1. adl,-g/(x) <¢, i.e.., the point prediction adﬁ/(x) lies below the critical value c. In this case, consider the upper bound
aq;Yy(x) of the prediction interval. Determine vy in a way, that

ad:iYL.'fI':] =r
which requires a suitable choice of z = 2 (L—:;) in formula (9.3). Then a proportion of less than (1 - y) - 100% is

predicEed to exceed the critical value c. .
2. a4;Y;(x) > ¢, i.e.,., the point prediction a;Y(x) lies above the critical value c. In this case, consider the lower
bound ag ;Y; (x) of the prediction interval. Determine vy in a way, that

agi¥rizy=c

which requires a suitable choice of 2 = 2 (l;) in formula (9.3). Then a proportion of at least (1 - y) - 100% is
predicted to exceed the critical value c.

[0454] As to the prediction based on one-sided prediction intervals, the preceding analysis is based on two-sided
prediction intervals for the thermal conductivity. A different approach to decide on how many panels exceed the critical
values 0.008 W/(m- K) for 2 years and 0.015 W/(m- K) for 10 years in the thermal conductivity, would be to consider the
one-sided prediction interval with an upper bound:

(-2, Z(x) - 332[;,}_2;;,,]) = (-x ?&'{3}')
and the retransformed interval
(-3¢, 30— As - )ﬂ—ﬂ“) = (-, au; V(@)
[ Freegax ZL,' [::l‘:) L LT N

respectively. If the quantile z is chosen as z = z (y), a prescribed forecasting confidence level y can be achieved. If the
upper bound ad,,-\_/u(x) is below the critical value c for the thermal conductivity it can be concluded that in the long run
not more than (1 - y) - 100% of the panels are expected to exceed c. Otherwise no conclusion is possible, i. e. the
percentage of the panels exceeding the critical values cannot be estimated below 100%.

This approach allows to decide what percentage of the panels exceed the critical value at the utmost while ensuring a
higher confidence level for the prediction than in the case of a two-sided prediction interval. Nevertheless, to ensure the
possibility of drawing a conclusion, this method is only recommended if the predicted response is far below the critical
value c.

[0455] Inthe case at hand, the basis for the investigations were measurements taken on highly degrading panels with
high panel-to-panel variation that are not suitable and cannot be used for the intended purpose. Since the critical values
for the thermal conductivity are not far from the point prediction, no conclusion would be possible in many cases if one-
sided prediction intervals were used. Therefore, the investigations concentrated on two-sided prediction intervals which
allow to estimate an interval with upper and lower bound in which the future observations lie with a high probability. Also,
the two-sided interval allows to compare the accuracy of the prediction by means of the length of the prediction interval,
and is suitable especially for the construction of an experimental design.

[0456] For future investigations, other panels with lower degradation rates and lower panel-to-panel variation are
expected. In this case, one-sided prediction intervals with an upper bound will probably be the appropriate method to
find an upper bound for the percentage of nonconforming panels.

[0457] According to some embodiments, the following steps were basically taken:

1. A standard fixed effects nonlinear regression model was built using the relation between the gas pressure and

the thermal conductivity. The problem was that panel-to-panel variation could not be taken account of by the fixed
effects model.
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2. A mixed nonlinear regression model was constructed including random parameters that model panel-to-panel
variation.

3. The mixed nonlinear regression model was transformed to a linear model.

4. Regression parameters were estimated based on the transformed mixed model.
5. The statistical inference theory for a linear mixed model was derived.

6. The general mixed model scheme was applied to the analysis of panel life times.

7. An experimental design on the basis of a mixed regression model was developed.

[0458] The initial data basis were measurings. By this means increases in the thermal conductivity could be expected
to be measured accurately. At the same time, further measurings were taken for control purposes. In the course of the
project, while deriving an optimal experimental design, it was realised that it would be necessary to include a high number
of testing panels in future experiments to make precise predictions for the thermal conductivity.

Reference Numerals

[0459]

101 measuring
103 measuring
107 executing

201-215  method steps

217 fitting the regression model

219 executing the regression model

Claims

1. Method for predicting a physical characteristic of vacuum insulation panels of a certain type, the method comprising:

measuring (101) a plurality of physical quantities associated with the vacuum insulation panels at distinct time
instants;

measuring (103) values of the physical characteristic at the distinct time instants;

fitting (105) a parametric regression model with the measured physical quantities as regression parameters to
predict the measured values of the physical characteristic at the distinct time instants using the parametric
regression model;

and

executing (107) the parametric regression model to predict the physical characteristic at a future time instant.

The method of claim 1, wherein the parametric regression model is executed and/or fitted by a computer.

The method of claim 1 or 2, wherein the parametric regression model is a non-linear regression model, in particular
a mixed non-linear regression model.

The method of anyone of the preceding claims, wherein the values of the physical characteristic and the plurality
of physical quantities are measured at three distinct time instants, in particular only at three distinct time instants.

The method of anyone of the preceding claims, wherein the physical characteristic is a least one of: thermal con-
ductivity, internal gas pressure, weight.

The method of anyone of the preceding claims, wherein the measured physical quantities are at least one of the
following physical quantities: temperature, elapsed time during which a vacuum insulation panel was exposed to a
certain test condition, in particular to a certain temperature, geometry of a vacuum insulation panel, in particular a
sealing length or a surface area or a volume of a kernel of a vacuum insulation panel or a thickness of a vacuum
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insulation panel, a mass of a vacuum insulation panel, a relative mass increase of a vacuum insulation panel.

The method of anyone of the preceding claims, wherein the step of fitting (105) of the parametric regression model
comprises determining regression coefficients of the parametric regression model.

The method of anyone of the preceding claims, further comprising determining the distinct time instants for meas-
urements.

The method of anyone of the preceding claims, further comprising determining a number of vacuum insulation panels
of the same type for measurements.

The method of anyone of the preceding claims, further comprising determining a total measurement time of the
measurements.

The method of anyone of the preceding claims, further comprising determining environmental conditions, in particular
temperatures, to which to expose at least one vacuum insulation panel.

The method of claim 11, further comprising determining an exposure time.

The method of anyone of the preceding claims, further comprising determining a number of measurements repeti-
tions.

The method of anyone of the preceding claims, wherein the vacuum insulation panel of the same type comprise a
panel core, in particular a fiber panel core.

The method of anyone of the preceding claims, wherein the parametric regression model is one of the following
parametric regression models

-4
= (/31(1?1 + ,32.’1’2) exp ?31‘-3 Is + ‘8,.1.’.6(1 + =

th

Y = f(z.8)+

= (Brx1 + Baxz) exp ?3@3 T3+

)

Vo= g(z.B)+

with Y denoting values of the physical characteristic, B4 - B, denoting regression coefficients, x1 - x4 denoting
measured values of the physical characteristic and ¢ denoting an error.

The method of anyone of the preceding claims 1 to 14, wherein the parametric regression model is described by a
nonlinear function

};J = f{mij‘. L, .'8‘. bi} - 2]

with i denoting an group index of vacuum insulation panels, j denoting a measurement index, Y;; denoting a measured
value of the physical characteristic at i, j, x;; denoting measured values of the physical characteristic, a; denoting a
level of a measured physical characteristic, B denoting a regression coefficient, b, denoting a random deviation of
a vacuum insulation panel, and Epj denoting an error.

The method of anyone of the preceding claims, wherein the predicting the physical characteristic of the vacuum
insulation panels comprises predicting a number of vacuum insulation panels having a certain value of the physical
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characteristic or having a value of the physical characteristic below or above a threshold.

18. The method of anyone of the preceding claims, wherein the predicting the physical characteristic of the vacuum
insulation panels comprises predicting a change of the physical characteristic over time.
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