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Description
TECHNICAL FIELD

[0001] The presentinvention relates to an apparatus and a method for coding and decoding multi-object audio signals
with various channels; and, more particularly, to an apparatus and method for coding and decoding multi-object audio
signals with various channels including side information bitstream conversion for transforming side information bitstream
and recovering multi-object audio signals with a desired output signal, i.e., various channels, based on transformed side
information bitstream.

[0002] Multi-object audio signals with various channels signify audio signals for multiple objects having different chan-
nels e.g., mono, stereo, and 5.1 channels, for each of the audio objects.

[0003] Thisworkwas supported by the IT R&D program for MIC/IITA[2005-S-403-02, "Development of Super-intelligent
Multimedia Anytime-anywhere Realistic TV SmarTV Technology"].

BACKGROUND ART

[0004] According to a conventional audio coding/decoding technology, users should inactively listen to audio content.
Thus, it is required to develop an apparatus and method for coding and decoding audio signals in multi-channels for a
plurality of audio objects so that various audio objects can be consumed by controlling audio objects each of which
having a different channel according to a user’s need, and combining one audio content in various methods.

[0005] Conventional spatial audio coding (SAC) is a technology for representing, transmitting and recovering mul-
ti-channel audio signals as downmixed mono or stereo signals, and it can transmit multi-channel audio signal of a high-
quality at a low bit rate.

[0006] However, since the conventional SAC is capable of coding and decoding signals in multi-channels only for one
audio object, it cannot code/decode a multi-channel and multi-object audio signals, for example, audio signals for various
objects in multi-channels, e.g., mono, stereo and 5.1 channels.

[0007] Also, conventional Binaural Cue Coding (BCC) technology can code/decode audio signals for multiple objects.
However, since the channels of the audio objects are limited to a mono channel, multi-object audio signals with various
channels including the mono channel may not be coded/decoded.

[0008] To sum up, since the conventional technologies can code/decode only multi-object audio signals with a single
channel or a single-object audio signal with multi-channel, multi-object audio signals with various channels may not be
coded/decoded. Therefore, users should inactively listen to audio contents according to the conventional audio coding/
decoding technologies.

[0009] Accordingly, itis required to develop an apparatus and method for coding and decoding audio signals in various
channels for each of multiple audio objects to consume various audio objects by controlling each audio object in mulitple
channels, which are different according to a user’s need, and combining one audio content according to various methods.
[0010] Also, an apparatus and method for convering multi-object audio bitstream into a conventional SAC bitstream
and vice versa is required to provide backward compatibility between side information bitstream created in a multi-object
audio coder and side information bitstream of a conventional SAC coder/decoder.

[0011] As described above, as the apparatus and method for coding and decoding the multi-object audio signal of
various channels by individually control a plurality of audio objects with different channels and combining one audio
content according to various methods, it is required to develop a multi-channel and the multi-object audio coding and
decoding apparatus and method which can perform bitstream conversion to provide backward compatibility with the
conventional SAC bitstream, and control eac of the multiple audio objects having multi-channels to thereby combine
one audio objects in diverse mehtods.

DISCLOSURE

TECHNICAL PROBLEM

[0012] An embodiment of the present invention is directed to providing an apparatus and method for coding and
decoding multi-object audio signals with various channels to provide a backward compatibility with a conventional spatial
audio coding (SAC) bitstream.

TECHNICAL SOLUTION

[0013] In accordance with an aspect of the present invention, there is provided an apparatus for coding multi-object
audio signals, including: an audio object coding unit for coding audio-object signals inputted to the coding apparatus
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based on a spatial cue and creating rendering information for the coded audio-object signals, where the rendering
information includes spatial cue information for the audio-object signals, channel information of the audio-object signals,
and identification information of the audio-object signals.

[0014] In accordance with another aspect of the present invention, there is provided a transcoding apparatus for
creating rendering information for decoding multi-object audio signals, including: a first matrix unit for creating rendering
information including power gain information and output location information for coded audio-object signals based on
object control information and play information for the coded audio-object signal; and a rendering unit for creating spatial
cue information for audio signals to be outputted from a decoding apparatus based on the rendering information created
by the first matrix unit and rendering information for the coded audio-object signal inputted from a coding apparatus.
[0015] In accordance with another aspect of the present invention, there is provided a transcoding apparatus for
creating multi-channel audio signals and rendering information for decoding the multi-channel audio signal, including:
a parsing unit for separating rendering information for coded audio-object signals and rendering information for multi-
channel audio signals from rendering information for coded audio signals inputted from a coding apparatus; a first matrix
unit for creating rendering information including power gain information and output location information for the coded
audio-object signals based on object control information and play information for the coded audio-object signals; a
second matrix unit for creating rendering information including power gain information of each channel for the multi-
channel audio signals based on the rendering information for the coded multi-channel audio signals separately acquired
by the parsing unit; and a rendering unit for creating spatial cue information for the audio signals outputted from a
decoding apparatus based on the rendering information created by the first matrix unit, the rendering information created
by the second matrix unit, and the rendering information for the coded audio-object signals separately acquired by the
parsing unit.

[0016] In accordance with another aspect of the present invention, there is provided a method for coding multi-object
audio signals, including the steps of: coding inputted audio-object signals based on a spatial cue and creating rendering
information for the coded audio-object signals, where the rendering information includes spatial cue information for the
audio-object signals, channel information of the audio-object signals, and identification information of the audio-object
signals.

[0017] In accordance with another aspect of the present invention, there is provided a transcoding method for creating
rendering information for decoding multi-object audio signals, including the steps of : creating rendering information
including power gain information and output location information for coded audio-object signals based on object control
information and play information for the coded audio-object signals; and creating spatial cue information for audio signals
to be outputted after decoding based on rendering information created in the step of creating rendering information and
rendering information for the coded audio-object signals inputted after coding.

[0018] In accordance with another aspect of the present invention, there is provided a transcoding method for creating
rendering information for decoding multi-channel audio signals and multi-object audio signals, including the steps of:
separating rendering information for coded audio-object signals and rendering information for the multi-channel audio
signal from rendering information for the coded audio signals inputted after coding; creating rendering information in-
cluding power gain information and output location information for the coded audio-object signals based on object control
information and play information for the coded audio-object signals; creating rendering information including power gain
information of each channel for the multi-channel audio signals based on rendering information for the coded muilti-
channel audio signals separately acquired in the step of separating rendering information; and creating spatial cue
information for audio signals to be outputted after decoding based on the rendering information created in the step of
creating rendering information including power gain information and output location information, the rendering information
created in the step of creating rendering information including power gain information of each channel for multi-channel
audio signal, and the rendering information for the coded audio-object signal separately acquired in the step of separating
rendering information.

ADVANTAGEOUS EFFECTS

[0019] The present invention can actively consume audio contents according to a user’s needs by efficiently coding
and decoding multi-object audio contents in various channels by providing an apparatus and method for coding and
decoding multi-object audio signals with various channels capable of performing an side information bitstream conversion.
Also, the present invention can provide compatibility with a conventional coding and decoding apparatus by providing
backward compatibility with conventionally used bitstream.

BRIEF DESCRIPTION OF THE DRAWINGS

[0020]
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Fig. 1 is a block diagram showing a multi-object audio coder and a multi-object decoder in accordance with an
embodiment of the present invention.

Fig. 2 is a block diagram showing a multi-object audio coder and a multi-object decoder in accordance with an
embodiment of the present invention.

Fig. 3 is a block diagram illustrating a transcoder 103 of Fig. 2 in accordance with an embodiment of the present
invention.

Fig. 4 illustrates a representative spatial audio object coding (SAOC) bitstream created by a bitstream formatter 205
of Fig. 2 in accordance with an embodiment of the present invention.

Fig. 5 shows the representative SAOC bitstream of Fig. 2 in accordance with another embodiment of the present
invention.

Fig. 6 is a block diagram showing a transcoder 103 of Fig. 2 in accordance with another embodiment of the present
invention.

Fig. 7 is a block diagram showing a case that an audio object remover 701 is additionally included in the multi-object
audio coder and decoder of Fig. 2.

Fig. 8 is a block diagram showing a case that an SAC coder 201 and an SAC decoder 105 of Fig. 2 are replaced
by the MPEG surround coder and decoder.

BEST MODE FOR THE INVENTION

[0021] The advantages, features and aspects of the invention will become apparent from the following description of
the embodiments with reference to the accompanying drawings, which is set forth hereinafter. Specific embodiments of
the present invention will be described in detail hereinafter with reference to the attached drawings.

[0022] Fig. 1 is a block diagram showing a multi-object audio coder and a multi-object decoder in accordance with an
embodiment of the present invention.

[0023] Referring to Fig. 1, the present invention includes a spatial audio object coder (SAOC) 101, a transcoder 103
and a spatial audio coding (SAC) 105.

[0024] According to the SAOC method, a signal inputted to the coder is coded as an audio object. Each audio object
is not recovered by the decoder and independently played. However, information for the audio object is rendered to form
a desired audio scene and multi-object audio signals with various channels is outputted. Therefore, the SAC decoder
requires an apparatus for rendering information for an audio object inputted to acquire the desired audio scene.
[0025] The SAOC coder 101 is a coder based on a spatial cue and codes the input audio signal as an audio object.
The audio object is a mono or stereo signal inputted to the SAOC coder 101.

[0026] The SAOC coder 101 outputs downmix signals from more than one inputted audio object and creates an SAOC
bitstream by extracting a spatial cue and side information. The outputted downmix signals are mono or stereo signals.
The SAOC coder 101 analyzes inputted audio-object signals based on a "heterogeneous layout SAOC" or "Faller"
technique.

[0027] The extracted SAOC bitstream includes a spatial cue and side information and the side information includes
spatial information of the input audio objects. The spatial cue is generally analyzed and extracted on the basis of a
frequency region subband unit.

[0028] The spatial cue is information used in coding and decoding audio signals. Itis extracted from a frequency region
and includes information for size difference, delay difference and correlation between inputted two signals. For example,
the spatial cue includes channel level difference (CLD) between audio signals showing power gain information of the
audio signal, inter-channel level difference (ICLD) between audio signals, inter-channel time difference (ICTD) between
audio signals, correlation inter-channel correlation (ICC) between audio signals showing correlation information between
audio signals, and virtual source location information between audio signals but is not limited to these examples.
[0029] Also, the side information includes information for recovering and controlling the spatial cue and the audio
signal. The side information includes header information. The header information includes information for recovering
and playing the multi-object audio signal with various channels and can provide decoding information for the audio object
with a mono, stereo, or multi-channel by defining channel information for the audio object and identification (ID) of the
audio object. For example, ID and information for each object is defined to identify whether a coded specific audio object
is a mono audio signal or a stereo audio signal. The header information may include spatial audio coding (SAC) header
information, audio object information and preset information as an embodiment.

[0030] Thetranscoder 103 rendersthe audio objectinputted to the SAOC coder 101 and transforms an SAOC bitstream
extracted from the SAOC coder 101 into an SAC bitstream based on a control signal inputted from outside, i.e., sound
information and play environment information of each object .

[0031] That is, the transcoder 103 performs rendering based on the SAOC bitstream extracted to recover the audio
object inputted to the SAOC coder 101 as multi-object audio signals with various channels. The rendering based on the
side information may be performed in a parameter region.
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[0032] Also, the transcoder 103 transforms the SAOC bitstream into the SAC bitstream. The transcoder 103 obtains
information of the input audio objects from the SAOC bitstream and renders the information of the input audio objects
correspondingly to a desired audio scene. In the rendering procedure, the transcoder 103 predicts spatial information
corresponding to the desired audio scene, transforms and outputs the predicted spatial information as an SAC side
information bitstream.

[0033] The transcoder 103 will be described in detail with reference to Fig. 3.

[0034] The SAC decoder 105 is a multi-channel audio decoder based on a spatial cue, recovers a downmix signal
outputted from the SAOC coder 101 as an audio signal of each object based on the SAC bitstream outputted from the
transcoder 103, and recovers the audio signal of each object as multi-object audio signals with various channels. The
SAC decoder 105 may be replaced by a Motion Picture Experts Group (MPEG) surround decoder and a binaural cue
coding (BCC) decoder.

[0035] Fig. 2 is a block diagram showing a multi-object audio coder and a multi-object decoder in accordance with an
embodiment of the present invention and shows a case that an input signal is a multi-object audio signal with various
channels.

[0036] Referring to Figs. 2 and 1, the present intention includes the SAOC coder 101, the transcoder 103, the SAC
decoder 105, an SAC coder 201, a preset-audio scene information (ASI) 203 and a bitstream formatter 205.

[0037] When the SAOC coder 101 supports only a mono or stereo audio object, the SAC coder 201 outputs one audio
object from an inputted multi-channel audio signal. The outputted audio object is a downmixed mono or stereo signal.
Also, the SAC coder 201 extracts the spatial cue and the side information and creates an SAC bitstream.

[0038] The SAOC coder 101 outputs a representative downmix signal from more than one audio object including one
audio object outputted from the SAC coder 201, extracts the spatial cue and the side information and creates SAOC
bitstream.

[0039] The preset-ASI 203 forms a control signal inputted from outside, i.e., sound information and play environment
information of each object, as preset-ASI, and creates a preset-ASlI bitstream including the preset-ASI. The preset-ASI
will be described in detail with reference to Fig. 4.

[0040] The bitstream formatter 205 creates a representative SAOC bitstream based on the SAOC bitstream created
by the SAOC coder 101, the SAC bitstream created by the SAC coder 201, and the preset-ASI bitstream created by the
preset-ASI 203.

[0041] The transcoder 103 renders the audio object inputted to the SAOC coder 101 and transforms the representative
SAOC bitstream created by the bitstream formatter 205 into a representative SAC bitstream based on sound information
and play environment information of each object inputted from outside. The transcoder 103 is included in the SAC
decoder 105 and functions as described above.

[0042] The SAC decoder 105 recovers a downmix signal outputted from the SAOC coder 101 as multi-object audio
signals with various channels based on the SAC bitstream outputted from the transcoder 103. The SAC decoder 105
may be replaced by the MPEG surround decoder and the BCC decoder.

[0043] Fig. 3 is ablock diagram illustrating a transcoder 103 of Fig. 2 in accordance with an embodiment of the present
invention.

[0044] Referring to Fig. 3, the transcoder 103 includes a parsing unit 301, a rendering unit 303, a second matrix unit
311 and a first matrix unit 313 and transforms representative SAOC bitstream into representative SAC bitstream.
[0045] In Fig. 1, the transcoder 103 transforms SAOC bitstream into SAC bitstream.

[0046] The parsing unit 301 parses the representative SAOC bitstream created by the bitstream formatter 205 or the
SAOC bitstream created by the SAOC coder 101 of Fig. 1, and divides the SAOC bitstream included in the representative
SAOC bitstream and the SAC bitstream. Also, the parsing unit 301 extracts information for the number of audio objects
inputted from the divided SAOC bitstream to the SAOC coder 101. Since there is no SAC bitstream when the SAOC
bitstream created by the SAOC coder 101 of Fig. 1 is parsed, the SAC bitstream does not have to be divided.

[0047] The second matrix unit 311 creates a second matrix based on the SAC bitstream divided by the parsing unit
301. The second matrix is a determinant on the multi-channel audio signal inputted to the SAC coder 201. When the
SAC bitstream is not included in the representative SAOC bitstream, i.e., when the SAOC bitstream created by the
SAOC coder 101 of Fig. 1 is parsed, the second matrix unit 311 is unnecessary.

[0048] The second matrix shows a power gain value of the multi-channel audio signal inputted to the SAC coder 201
and is shown in Equation 1.
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[0049] Generally, analyzing after dividing one frame into subbands is a basic analyzing procedure of the SAC.

ze g,gc(k) is a downmix signal outputted from the SAC coder 201; k is a frequency coefficient index; and b is a

subband index. s 2., is spatial cue information of a multi-channel signal obtained from the SAC bitstream and is
used to recover frequency information of ith channel signal 1<i<M. Therefore, s~ P may be expressed as size

information or phase information of a frequency coefficient. Therefore, at a right term of Equation 1, ¥~ g,;c(ic) is a
result of Equation 1 and shows a multi-channel audio signal outputted from the SAC decoder 105.

[0050] =+ Z..C&D and w42, are vectors and a transpose matrix dimension of z« %ae<C&Y is a dimension of

e s .. For example, this will be described as Equation 2. Since the downmix signal outputted from the SAC

coder 201 is mono or stereo, mis 1 or 2.

[l () |
| | Ak
Wih_lx“gxc(k)z[wf Wy o e W,-I:,] %()
ul (%)

Eg. 2

[0051] As described above, 34- ‘Zh_,. is the spatial cue information included in the SAC bitstream. When s Z,,_,

. & . . .
denotes a power gain in a subband of each channel, ¥4#> _z_; can be predicted from a channel level difference spatial
cue. When +#- Z._. is used as a coefficient for compensating a phase difference of frequency coefficients,

*8* oz ¢ can be predicted from a channel time difference spatial cue or an inter-channel coherence spatial cue.

b
0052] Asanexample, a case that .~ is used as a coefficient for compensating the phase difference between
ch-i

the frequency coefficients will be described.
[0053] The second matrix of Equation 1 should express a power gain value of each channel and be an inverse of the

dimension of the vector of the downmix signal such that an output signal - =~ %, ..< &> can be created through a matrix
operation with the downmix signal outputted from the SAC coder 201.

[0054] When the second matrix unit 311 creates a second matrix satisfying Equations 1 and 2, the rendering unit 303
combines the created second matrix with the output of the first matrix unit 313.

[0055] The first matrix unit 313 creates an output desiring more than one audio object inputted to the SAOC coder
101, i.e., the first matrix to be mapped to the multi-object audio signal with various channels, based on the control signal,
e.g., object control information and play system information.

[0056] When the number of audio objects inputted to the SAOC coder 101 is N, the downmix signal outputted from
the SAC coder 201 is considered as one audio object and is included in inputted N audio objects. Accordingly, each
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audio object except the downmix signal outputted from the SAC coder 201 can be mapped to the channel outputted
from the SAC decoder 105 based on the first matrix.

[0057] When the number of channels outputted from the SAC decoder 105 is M, the first matrix may satisfy a following
condition.

- - -1 = -y

2
,s_‘b'
—

2
g
}

ok b b
P P2 " Py

bk b b b
, Po Poz " Ponar | Woo W 2
POW,=| " 522 T @) Ta ) T
boob b b
| ParaPra Prwa | [ Wova] [Was g

-
Matrix [

Eg. 3

[0058] where 4’ 0j-i is a vector showing information of subband signal 1<i<N-1 of an audio object i and is spatial

cue information which can be obtained from the SAOC bitstream. When the audio object i is stereo, -+~ & s isa

2x1 matrix vector. 7= ., is an element vector of the first matrix showing power gain information or phase information

for mapping a jth audio object to the ith output channel and can be obtained from control information which is inputted
from outside or set up as an initial value, e.g., object control information and play system information.

[0059] The first matrix satisfying the condition of Equation 3 is transmitted to the rendering unit 303 and Equation 3 is
operated in the rendering unit 303.

[0060] An operator and an operating procedure © of Equation 3 will be described in detail in Equations 4 and 5.

b
w o1
W
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[0061] When the inputted audio object is mono and stereo, m is 2.
[0062] For example, when the number of inputted audio objects is Y; m=2; and the number of outputted channels is
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M, a dimension of the first matrix is MxY and Y number of &> f:; is formed as a 2x1 matrix. When the audio object
outputted from the SAC coder 201 is included, it is considered that Y=Y-1. As an operation result of Equation 3, a matrix

including the power gain vector - ﬁh._; of the outputted channel should be able to be expressed. The dimension of
the expressed vector is Mx2 and reflects M, which is the number of outputted channels, and 2, which is a layout of the

inputted audio object.
[0063] Referring to Fig. 3 again, the rendering unit 303 receives the first and second matrixes from the first and second

matrixes 313 and 311. The rendering unit 303 obtains spatial cue information +4~ zj_, of each audio object obtained

from the SAOC bitstream divided by the parsing unit 301, obtains desired spatial cue information by combining the output
vector calculated based on the first and second matrixes, and creates a representative SAC bitstream including the
desired spatial cue information. The desired spatial cue means a spatial cue related to an output multi-channel audio
signal which is desired to be outputted from the SAC decoder 105 by a user.

[0064] An operation for obtaining the desired spatial cue information based on the first and second matrixes is as
shown in Equation 6.

P e = - . -

b b b

WchJ wclxﬂ}l wc‘h_ﬁl
b b b

W, W W

. | ek 2 vh_ 1 0 AT N S Y
pow(py,) . +(1- pow(py)) : =T = Wit

b b b

W W W

K chmM Jsae R ch M dsaoc L CIZ-‘M g Eq . 6

[0065] Py is not considered when the first matrix is created and shows a ratio of sum of power of the audio object
outputted from the SAC coder 201 and power of the audio object inputted directly to the SAOC coder 101.
[0066] P, may be expressed as Eq. 7.

Z power(object #k)

k=N-]

power(object# N)

Py =
Eg. 7

b
[0067] Therefore, when ch-j is power of the outputted channel, a power ratio of each channel after rendering of

the audio objects is shown as F¥" & agmem . A desired spatial cue parameter can be newly extracted from

WﬁlOd(f}ed . For example, extracting a channel level difference (CLD) parameter between ch_2 and ch_1 is as
shown in Eq. 8.

Vs
CLDﬁhmﬁz Olog,, —+ o 20]0&0 ; 2010&0 Zm

W W W
e ch2,| th22 Js £q. 8

[0068] When the transmitted downmix signal is a mono signal, the CLD parameter is as shown in Equation 9.
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2 7 5 22
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[0069] A power ratio of the outputted channel is expressed as CLD, which is a spatial cue parameter, the spatial cue

parameter between neighboring channels is expressed as a format of various combinations from a given ¥ modimea

&
information. The rendering unit 303 creates an SAC bitstream including the spatial cue extracted from - ¥ modagies p

e.g., the CLD parameter, based on a Huffman coding method.

[0070] The spatial cue included in the SAC bitstream created by the rendering unit 303 has analyzing and extracting
methods which are different according to a characteristic of the decoder.

[0071] For example, the BCC decoder can extract N-1 CLD parameters using Eq. 8 on the basis of one channel. Also,
the MPEG surround decoder can extract the CLD parameter according to a comparison order of each channel of the
MPEG surround.

[0072] That is, the parsing unit 301 divides the SAC bitstream and the SAOC bitstream and the second matrix unit
311 creates the second matrix based on the SAC bitstream divided by the parsing unit 301 and the multi-channel audio
signal outputted from the SAC decoder 105 as shown in Eq. 1. The first matrix unit 313 creates the first matrix corre-
sponding to the control signal. The SAOC bitstream divided by the parsing unit 301 is transmitted to the rendering unit
303 and the rendering unit 303 obtains the information of the objects from the transmitted SAOC bitstream, performs

operation with the first matrix, combines the operation result with the second matrix, creates the ¥~ fnod(/iad ,

&
extracts the spatial cue from the created % modgves , and creates the representative SAC bitstream.

&
[0073] That is, the spatial cue extracted from the created ¥¥” modasmea becomes the desired spatial cue. The rep-

resentative SAC bitstream is a bitstream properly transformed according to the characteristic of the MPEG Surround
decoder or the BCC decoder and can be recovered as the multi-object signal with various channels.

[0074] Fig. 4 illustrates a representative spatial audio object coding (SAOC) bitstream created by a bitstream formatter
205 of Fig. 2 in accordance with an embodiment of the present invention.

[0075] Referring to Fig. 4, the representative SAOC bitstream created by the bitstream formatter 205 is created by
combining the SAOC bitstream created by the SAOC coder 101 and the SAC bitstream created by the SAC coder 201,
and the representative SAOC bitstream includes the preset-ASI bitstream created by the preset-ASI 203. The preset-
ASI bitstream will be described in detail with reference to Fig. 5.

[0076] A first method for combining the SAOC bitstream and the SAC bitstream is a method for creating one bitstream
by directly multiplexing each bitstream. The SAOC bitstream and the SAC bitstream are connected in series in the
representative SAOC bitstream (see 401).

[0077] A second method is a method for creating one bitstream by including the SAC bitstream information in an SAOC
ancillary data region when there is the SAOC ancillary data region. The SAOC bitstream and the ancillary data region
are connected in series in the representative SAOC bitstream and the ancillary data region includes the SAC bitstream
(see 403).

[0078] A third method is a method for expressing a region coding a similar spatial cue in the SAOC bitstream and the
SAC bitstream as the same bitstream. For example, a header information region of the representative SAOC bitstream
includes the SAOC bitstream header information and the SAC bitstream header information and each certain region of
the representative SAOC bitstream includes the SAOC bitstream and the SAC bitstream related to a specific CLD (see
405).

[0079] Fig. 5 shows the representative SAOC bitstream of Fig. 2 in accordance with another embodiment of the present
invention and shows a case that the representative SAOC bitstream includes a plurality of preset-ASI.

[0080] Referring to Fig. 5, the representative SAOC bitstream includes a preset-ASI region. The preset-ASI region
includes a plurality of preset-ASI| and the preset-ASl includes control information and layout information of the audio object.
[0081] When the audio object is rendered based on the transcoder 103, location information, control information and
outputted play speaker layout information of each audio object should be inputted.

[0082] When the control information and the play speaker layout information are not inputted, the control information
and the layout information of each audio object are set up as a default value in the transcoder 103.
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[0083] Side information or header information of the representative SAOC bitstream or the representative SAC bit-
stream includes the control information and the layout information set up as the default value, or the inputted audio
object control information and the layout information. The control information may be expressed in two ways. First,
control information for each audio object, e.g., location and level, and layout information of a speaker are directly ex-
pressed. Second, the control information and the layout information of the speaker are expressed in the first matrix
format and can be used instead of the first matrix of the first matrix unit 313.

[0084] The preset-ASI shows the audio object control information and the layout information of the speaker. That is,
the preset-ASl includes the layout information of the speaker and location and level information of each audio object for
forming an audio scene proper to the layout information of the speaker.

[0085] As described above, the preset-ASl is directly expressed or expressed in the first matrix format to transmit the
preset-ASI extracted by the parsing unit 301 to the representative SAC bitstream.

[0086] When the preset-ASl is directly expressed, the preset-ASI may include layout of a play system, e.g., a mo-
no/stereo/multiple channel, an audio object ID, audio object layout, e.g., a mono or stereo, an audio object location, an
azimuth ranging 0 degree to 360 degree, stereo play elevation ranging -50 degree to 90 degree, and audio object level
information -50 dB to 50dB.

[0087] When the preset-ASl is expressed in the first matrix format, a P matrix of Equation 3 reflecting the preset-ASI
is formed and the P matrix is transmitted to the rendering unit 303. The P matrix includes power gain information or
phase information for mapping each audio object to the outputted channel as an element vector.

[0088] The preset-ASI may define diverse audio scenes corresponding to a desired play scenario with respect to the
inputted same audio object. For example, the preset-ASI required in a stereo or multiple channel (5.1, 7.1) play system
may be additionally transmitted according to an object of a contents producer and a play service.

[0089] Fig. 6 is a block diagram showing a transcoder 103 of Fig. 2 in accordance with another embodiment of the
present invention and shows a case that there is no control signal inputted from outside.

[0090] Referring to Fig. 6, the transcoder 103 includes the parsing unit 301 and the rendering unit 303. The transcoder
103 may receive help of the second matrix unit 311, the first matrix unit 313, a preset-ASI extracting unit 601 and a
matrix determining unit 603.

[0091] As described above, when there is no control signal inputted from outside in the transcoder 103, the preset-ASI
is applied.

[0092] The parsing unit 301 separates the SAOC bitstream and the SAC bitstream included in the representative
SAOQOC bitstream, parses the preset-ASI bitstream included in the representative SAOC bitstream, and transmits the
preset-ASI bitstream to the preset-ASI extracting unit 601.

[0093] The preset-ASI extracting unit 601 outputs default preset-ASI from the parsed preset-ASI bitstream. However,
when there is a request for selection of the preset-ASlI, the requested preset-ASl is outputted.

[0094] When the preset-ASI outputted by the preset-ASI extracting unit 601 is the selected preset-ASI, the matrix
determining unit 603 determines whether the selected preset-ASl is the first matrix format. When the selected preset-
ASI directly expresses the information, the preset-ASI is transmitted to the first matrix unit 313 and the first matrix unit
313 creates the first matrix based on the preset-ASI. When the selected preset-ASl is the first matrix, the preset-ASl is
used as a signal directly inputted to the rendering unit 303.

[0095] Fig. 7 is a block diagram showing a case that an audio object remover 701 is additionally included in the
multi-object audio coder and decoder of Fig. 2.

[0096] Referringto Fig. 7, the audio object remover 701 is used to remove a certain audio object from the representative
downmix signal created by the SAOC coder 101. The audio object remover 701 receives the representative downmix
signal created by the SAOC coder 101 and the representative SAOC bitstream information from the transcoder 103,
and removes a certain audio object. For example, the representative SAOC bitstream information transmitted to the
audio object remover 701 may be provided by the rendering unit 303.

[0097] For example, a case that only the audio object (object#N), which is a downmix signal of the SAC coder 201, is
used as the input signal of the SAC decoder 105 will be described.

[0098] The SAOC coder 101 extracts each power size of the inputted audio objects as a CLD value according to each
subband, and creates an SAOC bitstream including the CLD value. Power information for a certain subband m can be
obtained as follows.

pobject#l  pyobject #2 object#N
P, P, P
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object #N .
£, .

where is a power size of an mth band of the representative downmix signal outputted by the SAOC coder

101. Therefore, u(n) is a representative downmix signal inputted to the audio object remover 701 and U(f) is transforming
the representative downmix signal into a frequency region.

[0099] When Umodified(f) is an output signal of the audio object remover 701, i.e., an input signal of the SAC decoder
105, Umodified(f) corresponds to the audio object (object#N) of the downmix signal of the SAC coder 201 and is expressed
as Equation 10.

Pa]gjec{ BN

L x4, Am+1)< fLAm+])-1

AI
N pobject# i
1 Zym

=l Eq. 10

(1) =U(f)x

where A(m) denotes a boundary in the frequency region of the mth subband; & is a certain constant value for controlling
a level size; and U(f) is mono or stereo.

[0100] A case that U(f) is the mono will be described hereinafter. A case that U(f) is the stereo is the same as the case
that U(f) is the mono except that U(f) is divided into left and right channels and processed.

[0101] The umodified(f) is considered as the same as the audio object (object#N) which is the downmix signal of the
SAC coder 201. Therefore, the representative SAC bitstream inputted to the SAC decoder 105 is a bitstream which
excludes the SAOC bitstream from the representative SAOC bitstream and can be used identically with the SAC bitstream
outputted from the SAC coder 201. Thatis, the SAC decoder 105 receives and recovers the object#N into M multi-channel
signals. However, a level of an entire signal is controlled by the rendering unit 303 of the transcoder 103 or by modulating
the signal level of the object#N by multiplying Equation 10 by a certain constant value.

[0102] As an embodiment, a case that only the object#N, which is the downmix signal of the SAC coder 201, is to be
removed form the input signal of the SAC decoder 105 will be described.

[0103] Equation 10 is the same as Equation 11.

UmP()=U()x [B——x3, Am+D<f<Am+D)-1

% pyobjectt |
2k

=l Eq. 11

[0104] Therefore, the representative SAC bitstream inputted to the SAC decoder 105 is a bitstream excluding the SAC
bitstream of the SAC coder 201 from the representative SAOC bitstream and is considered that there is no output in the
second matrix of the rendering unit 303. That is, the transcoder 103 creates a representative SAC bitstream by parsing
a representative SAOC bitstream block and rendering only rest audio object information excluding information for the
object#N.

[0105] Therefore, power gain information and correlation information for the object#N are not included in the repre-
sentative SAC bitstream. In Equation 11, § is a certain constant value for controlling a level size, just as Equation 10,
and can control an entire output signal level.

[0106] The audio object remover 701 removes the audio object from the representative downmix signal and a remove
command is determined by the control signal inputted to the transcoder 103. The audio object remover 701 may apply
both of a time region signal and a frequency region signal. Also, Discrete Fourier Transform (DFT) or Quadrature Mirror
Filterbank (QMF) may be used to divide the representative downmix signal into subbands.

[0107] The rendering unit 303 of the transcoder 103 removes and transmits the SAOC bitstream or the SAC bitstream
to the SAC decoder 105, and the audio object remover 701 removes the audio object correspondingly to the bitstream
transmitted to the SAC decoder 105.

[0108] When the transcoder 103 is included in the SAC decoder 105, the representative SAC bitstream outputted from
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the transcoder 103 may be transmitted to the SAC decoder 105 without an additional transforming procedure. The
additional transforming procedure means a general coding procedure such as quantization or a Huffman coding method.
[0109] It is considered that the SAOC coder 101 is not connected to the SAC coder 201, and only the audio object
inputted to the SAOC coder 101 excluding the output audio object of the SAC coder 201, i.e., object#1 to object#N-1,
is controlled and recovered.

[0110] Fig. 8 is a block diagram showing a case that the SAC coder 201 and the SAC decoder 105 of Fig. 2 are
replaced by the MPEG surround coder and decoder.

[0111] Referring to Fig. 8, the SAC coder 201 is replaced by the MPEG surround coder, i.e., an MPS coder 801, and
the SAC decoder 105 is replaced by the MPEG surround decoder, an MPS decoder 805. Also, when the representative
downmix signal outputted from the SAOC coder 101 is the stereo, a signal processing unit 803 is additionally required.
[0112] The MPS coder 801 performs the same function as the SAC coder 201 of Fig. 2. That is, the MPS coder 801
outputs one audio object from the inputted multi-channel audio signal, extracts the spatial cue and the side information,
and creates an MPS bitstream. An outputted audio object is a downmixed mono or stereo signal.

[0113] Also, the MPS decoder 805 performs the same function as the SAC decoder 105 of Fig. 2. That is, the MPS
decoder 805 recovers a downmix signal outputted from the SAOC coder 101 or a representative re-downmix signal
outputted from the signal processing unit 803 as multi-object audio signals with various channels based on the SAC
bitstream outputted from the transcoder 103.

[0114] Meanwhile, when the downmix signal outputted from the SAOC coder 101 is the stereo, i.e., when the MPS
decoder 805 processes a stereo signal, the signal processing unit 803 requires the MPS decoder 805 due to limitation
in a left/right process of the stereo signal.

[0115] Equation 2 shows a case that the downmix signal is generalized as m numbers in a general SAC decoder.
When the downmix signal is the stereo, Equation 2 on a recovered output channel 1 is the same as Equation 12.

booih 5
W 1 X Uge (k)= [WL,ch_l Wr,oh 2 2 ®)

[0116] A vector of the output channel should be able to be applied to all downmix signals but it is not possible in a
present MPS decoder 805. As shown in Equation 13, it is because the matrix value is limited to 0 in the MPS decoder 805.

Eg. 12

u; (k)

Wora XU (®) =[Wlo, O] U (k)

Eq. 13

[0117] Thatis, sincea =« 3(&-) element is not reflected in recovering the output channel 1, the Wﬁ,,_ = created

in Equations 3, 4 and 5 cannot be applied. Therefore, flexible positioning on the signal having the layout more than
stereo is not possible. That s, free rendering between the left signal and the right signal of the stereo signal is not possible.
[0118] However, the representative downmix signal outputted from the SAOC coder 101 is downmixed again based
onthe signal processing unit803 and outputted to the representative re-downmix signal. A process of the signal processing
unit 803 is as shown in Equation 14.

12
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Wf—h_l i yfh_l(k) |
w. Ven_2 (E)
e X[ ) | =) "2
_Wﬁa_M_mdiﬁgd R4 fﬁ—” ) | Eq. 14

[0119] When the representative downmix signal outputted from the SAOC coder 101 is the stereo, the output signal
of the signal processing unit 803 is as shown in Equation 15.

Wg > [l,lf; - (k)] _ yfk_z, (k)

b b
Wr rodified ych_R(k). Eq. 15

where .,Vf;,Jl (%) and .yjh_R (%) are signals outputted by the signal processing unit 803 and inputted to the MPS

&
decoder 805. Since yf;,_L (k) and Ve re x) are signals reflecting the rendering of left and right signals as

shown in Equation 15, the MPS decoder 805 can output the signal where left and right signals are freely rendered
although the MPS decoder 805 is limited as shown in Equation 13.

[0120] For example, when W3 . w3 is recovered as 5 channels by the MPS decoder 805, w73 , w s
expressed as follows in Equation 14.

(eg. W; zwih_rg’ '*‘W:h_& W, o/ V2, w, :’Wfﬁ_xj Wy, gt W o/ V2)

[0121] As described above, when the MPS decoder 805 has a difficulty in processing the stereo signal due to the
limitation of the MPEG surround, the signal processing unit 803 outputs the representative re-downmix signal by per-
forming downmix again based on the object location information transmitted from the transcoder 103. For example, the
object location information transmitted to the signal processing unit 803 may be provided by the rendering unit 303.
According to a similar method as described above, the rendering unit 303 can create a representative MPS bitstream
including the spatial cue information for each of the left and right signals of the audio signal to be outputted by the MPS
decoder 805 with respect to the audio signal inputted to the SAOC coder 101 and the MPS coder 801 based on the
representative SAOC bitstream.

[0122] The MPS decoder 805 can perform the same function as the SAC decoder 105 of Fig. 2 by operating with the
signal processing unit 803.

[0123] The MPS decoder 805 recovers the representative re-downmix signal outputted from the signal processing
unit 803 as a desired output, i.e., a multi-object signal with various channels.

[0124] The decoding method of the MPS decoder 805 operating with the SAC decoder 105 or the signal processing
unit 803 of Fig. 2 includes the steps of: receiving multi-channel and multi-object downmix signals and multi-channel
multi-object side information signals; transforming the multi-channel multi-object downmix signal into multi-channel down-
mix signals; transforming the multi-channel and multi-object information signals into a multi-channel information signal;
synthesizing an audio signal based on the transformed multi-channel downmix signal and multi-channel information
signal.

[0125] The step of transforming the multi-channel downmix signal includes the step of removing object information
from the multi-channel multi-object downmix signal based on object-related information obtained from the multi-channel
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and multi-object information signals. The step of transforming the multi-channel downmix signal includes the step of
controlling object information from the multi-channel multi-object downmix signal based on the object-related information
obtained from the multi-channel multi-object information signal.

[0126] In the decoding method including the step of transforming the multi-channel downmix signal, the object-realted
information can be controlled by the object control information. Herein, the object-realted information can be controlled
by the decoding system information.

[0127] Although the coding and decoding procedure in accordance with the present invention is described above in
terms of an apparatus, each constituent element included in the apparatus can be replaced by each constituent element
requiredin the perspective of the process. Inthis case, itis apparent that the coding and decoding procedure in accordance
with the present invention may be understood in terms of a method.

[0128] The technology of the presentinvention described above can be realized as a program and stored in a computer-
readable recording medium, such as CD-ROM, RAM, ROM, floppy disk, hard disk and magneto-optical disk. Since the
process can be easily implemented by those skilled in the art of the present invention, further description will not be
provided herein.

[0129] Whilethe presentinvention has been described with respect to certain preferred embodiments, it will be apparent
to those skilled in the art that various changes and modifications may be made without departing from the scope of the
invention as defined in the following claims.

INDUSTRIAL APPLICABILITY

[0130] The present invention can actively consume audio contents according to user demands by efficiently coding
and decoding multi-object audio contents with various channels, and provide compatibility with a conventional coding
and decoding apparatus by providing backward compatibility with a conventionally used bitstream.

Claims

1. A transcoding apparatus for creating spatial cue information for a multi-channel audio decoder to decode multi-
channel audio signals and multi-object audio signals, including:

a rendering information generating means for creating a first rendering information for the multi-object audio
signals; and

a rendering means for creating spatial cue information for the multi-object audio signals based on the first
rendering information and a second rendering information for the multi-object audio signals,

wherein the second rendering information being transmitted from an audio encoder and including preset infor-
mation for the multi-object audio signals.

2. The transcoding apparatus of claim 1, wherein the preset information including at least one of location information,
level information, and output layout information of an object audio signal.

3. The transcoding apparatus of claim 2, wherein the preset information further including at least one of ID information,
object layout information, azimuth information, and elevation information of an object audio signal.

14
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