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(54) DISASTER TOLERANCE SERVICE SYSTEM AND DISASTER TOLERANCE METHOD

(57) A disaster tolerance service system and a dis-
aster tolerance method are disclosed. The disaster tol-
erance service system comprises: a fault detection mod-
ule (11) configured to detect whether a service and/or a
service server for operating the service are/is in a fault
state; a server management module (12) configured to
determine a disaster tolerance server for replacing the
service server if a detection result is that the service
and/or the service server for operating the service are/is
in the fault state; a service install/uninstall module (13)
configured to install the service on the disaster tolerance
server; and a service operation module (14) configured
to operate the service on the disaster tolerance server.
This technical solution improves the disaster tolerance
reliability and reduces the cost spent on the disaster tol-
erance service system.



EP 2 600 565 A1

2

5

10

15

20

25

30

35

40

45

50

55

Description

Technical Field

[0001] The present invention relates to the field of com-
munications, and more particularly to a disaster tolerance
service system and a disaster tolerance method.

Background

[0002] In the field of telecommunications, service plat-
forms of most operators are constructed independently
and separately. Each service platform needs to construct
independent public modules, such as a storage module,
an external interface, an operation maintenance unit and
a charging unit etc., for each service.
[0003] In order to avoid repeated construction of the
above public modules to further avoid overlapping invest-
ment, operators aim at obtaining the most benefit with
the minimum investment at the present stage no matter
in the construction of new services or in the expansion
or replacement of existing services, and this target can
be realized by a multi-service integrated unified platform.
[0004] The multi-service integrated unified platform
can reduce various costs and improve a resource utili-
zation rate on a premise of ensuring a stability and reli-
ability of products. However, a one-to-one disaster toler-
ance mode is applied by an existing multi-service inte-
grated unified platform after a service of the multi-service
integrated unified platform is malfunctioned, i.e. a disas-
ter tolerance mode in which multiple disaster tolerance
servers are applied and each of the multiple disaster tol-
erance servers perform disaster tolerance for a specific
service. Thus, the reliability of the disaster tolerance
mode is low because of the incapability of ensuring suf-
ficient disaster tolerance ability for each service. In ad-
dition, the use of the multiple disaster tolerance servers
in the disaster tolerance mode greatly increases the cost
spent on equipment.

Summary

[0005] The present invention provides a disaster toler-
ance service system and a disaster tolerance method,
which can solve the problem in related technologies that
a disaster tolerance service system adopting a one-to-
one disaster tolerance mode is incapable of ensuring suf-
ficient disaster tolerance ability for each service.
[0006] A disaster tolerance service system is provided
according to an aspect of the present invention.
[0007] The disaster tolerance service system accord-
ing to the present invention comprises: a fault detection
module, configured to detect whether a service and/or a
service server for operating the service are/is in a fault
state; a server management module, configured to de-
termine a disaster tolerance server for replacing the serv-
ice server if a detection result is that the service and/or
the service server for operating the service are/is in the

fault state; a service install/uninstall module, configured
to install the service on the disaster tolerance server; and
a service operation module, configured to operate the
service on the disaster tolerance server.
[0008] Preferably, the server management module
comprises: an obtaining sub-module, configured to ob-
tain an idle disaster tolerance server; and a determining
sub-module, configured to determine the disaster toler-
ance server for replacing the service server according to
a performance of the idle disaster tolerance server.
[0009] Preferably, the disaster tolerance service sys-
tem further comprises: a storage module, configured to
store state information of the service server and service
information of the service, wherein the state information
of the service server comprises at least one of the fol-
lowings: state information for indicating that the service
server operates normally, state information for indicating
that the service server has an operation fault and state
information for indicating that the service server is idle;
the service information of the service comprises at least
one of the followings: a service node of the service, a
module number of the service, a service type of the serv-
ice, a version of the service and a catalogue of the serv-
ice.
[0010] Preferably, the disaster tolerance service sys-
tem further comprises: a state display module, configured
to display the state information of the service server and
the service information of the service; and a state alarm
module, configured to generate an alarm when the de-
tection result is that the service and/or the service server
for operating the service are/is in the fault state.
[0011] Preferably, the service install/uninstall module
is further configured to uninstall the service from the serv-
ice server in the fault state.
[0012] A disaster tolerance method is provided accord-
ing to another aspect of the present invention.
[0013] The disaster tolerance method according to the
present invention comprises: detecting whether a service
server in a disaster tolerance service system and/or a
service operated on the service server are/is in a fault
state; determining a disaster tolerance server for replac-
ing the service server if a detection result is that the serv-
ice server in the disaster tolerance service system and/or
the service operated on the service server are/is in the
fault state; installing the service on the disaster tolerance
server; and operating the service on the disaster toler-
ance server.
[0014] Preferably, determining the disaster tolerance
server for replacing the service server comprises: obtain-
ing an idle disaster tolerance server in the disaster toler-
ance service system; determining the disaster tolerance
server for replacing the service server according to a per-
formance of the idle disaster tolerance server.
[0015] Preferably, before detecting whether the serv-
ice server in the disaster tolerance service system and/or
the service operated on the service server are/is in the
fault state, the method further comprises: storing state
information of the service server and service information
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of the service, wherein the state information of the service
server comprises at least one of the followings: state in-
formation for indicating that the service server operates
normally, state information for indicating that the service
server has an operation fault and state information for
indicating that the service server is idle; the service in-
formation of the service comprises at least one of the
followings: a service node of the service, a module
number of the service, a service type of the service, a
version of the service and a catalogue of the service.
[0016] Preferably, before detecting whether the serv-
ice server in the disaster tolerance service system and/or
the service operated on the service server are/is in the
fault state, the method further comprises: displaying the
state information of the service server and the service
information of the service.
[0017] Preferably, after detecting whether the service
server in the disaster tolerance service system and/or
the service operated on the service server are/is in the
fault state, the method further comprises: generating an
alarm when the detection result is that the service server
in the disaster tolerance service system and/or the serv-
ice operated on the service server are/is in the fault state.
[0018] By using the present invention, a service is in-
stalled on a disaster tolerance server to extend the range
of services for which the disaster tolerance server can
perform disaster tolerance, thus solving the problem in
related technologies that a disaster tolerance service
system adopting a one-to-one disaster tolerance mode
is incapable of ensuring sufficient disaster tolerance abil-
ity for each service, improving the disaster tolerance re-
liability and reducing the cost spent on the disaster tol-
erance service system.

Brief Description of the Drawings

[0019] Drawings, provided for further understanding of
the present invention and forming a part of the specifica-
tion, are used to explain the present invention together
with embodiments of the present invention rather than to
limit the present invention, wherein:

Fig. 1 is a structural block diagram of a disaster tol-
erance service system according to an embodiment
of the present invention;
Fig. 2 is a schematic diagram of a disaster tolerance
service system according to a preferable embodi-
ment of the present invention;
Fig. 3 is a flowchart of a disaster tolerance method
according to an embodiment of the present inven-
tion; and
Fig. 4 is an interaction flowchart of a disaster toler-
ance method according to a preferable embodiment
of the present invention.

Detailed Description of the Embodiments

[0020] The present invention will be described in de-

tails below with reference to the accompanying drawings
and in combination with the embodiments. It should be
noted that, if there is no conflict, the embodiments of the
present invention and the characteristics in the embodi-
ments can be combined with one another.
[0021] According to an embodiment of the present in-
vention, a disaster tolerance service system is provided.
Fig. 1 is a structural block diagram of a disaster tolerance
service system according to an embodiment of the
present invention. The system comprises a fault detec-
tion module 11, a server management module 12, a serv-
ice install/uninstall module 13 and a service operation
module 14, and the structure of the disaster tolerance
service system is described in details below.
[0022] The fault detection module 11 is configured to
detect whether a service and/or a service server for op-
erating the service are/is in a fault state. The server man-
agement module 12 is coupled with the fault detection
module 11 and configured to determine a disaster toler-
ance server for replacing the service server if a detection
result of the fault detection module 11 is that the service
and/or the service server for operating the service are/is
in the fault state. The service install/uninstall module 13
is coupled with the fault detection module 11 and the
server management module 12, and configured to install
the service on the disaster tolerance server determined
by the server management module 12, wherein the serv-
ice is a service operated on the service server in the fault
state detected by the fault detection module 11 and/or a
service in the fault state detected by the fault detection
module 11. The service operation module 14 is coupled
with the service install/uninstall module 13 and config-
ured to operate the service on the disaster tolerance serv-
er on which the service has been installed by the service
install/uninstall module 13.
[0023] In related technologies, the disaster tolerance
server performs disaster tolerance only for a specific
service. In the embodiment of the present invention, the
service is installed on the disaster tolerance server by
the service install/uninstall module 13, thus extending
the range of services for which the disaster tolerance
server can perform disaster tolerance, improving the dis-
aster tolerance reliability and reducing the cost spent on
the disaster tolerance service system.
[0024] Preferably, the server management module 12
comprises an obtaining sub-module 121 and a determin-
ing sub-module 122, and the structure of the server man-
agement module 12 is described in details below.
[0025] The obtaining sub-module 121 is coupled with
the fault detection module 11 and configured to obtain
an idle disaster tolerance server when a detection result
of the fault detection module 11 is that the service and/or
the service server for operating the service are/is in the
fault state. The determining sub-module 122 is coupled
with the obtaining sub-module 121 and configured to de-
termine the disaster tolerance server for replacing the
service server according to a performance of the idle dis-
aster tolerance server obtained by the obtaining sub-
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module 121.
[0026] In the present preferable embodiment, if the ob-
taining sub-module 121 obtains multiple idle disaster tol-
erance servers, then a disaster tolerance server with a
best performance in all idle disaster tolerance servers is
selected as the disaster tolerance server for replacing
the service server. By doing so, a better disaster toler-
ance service can be provided for a malfunctioned service
server, thus improving the disaster tolerance reliability.
[0027] It should be noted that, if the obtaining sub-mod-
ule 121 only obtains one idle disaster tolerance server,
then this disaster tolerance server is selected as the dis-
aster tolerance server for replacing the service server. If
the obtaining sub-module 121 does not obtain any idle
disaster tolerance server, the fault detection module 11
sends alarm information to a state alarm module 17 to
indicate that there is no idle disaster tolerance server
which can be selected currently.
[0028] Preferably, the disaster tolerance service sys-
tem further comprises a storage module 15, a state dis-
play module 16 and a state alarm module 17, and the
structure of the disaster tolerance service system is de-
scribed in details below.
[0029] The storage module 15 is configured to store
state information of the service server and service infor-
mation of the service, wherein the state information of
the service server comprises at least one of the follow-
ings: state information for indicating that the service serv-
er operates normally, state information for indicating that
the service server has an operation fault and state infor-
mation for indicating that the service server is idle; the
service information of the service comprises at least one
of the followings: a service node of the service, a module
number of the service, a service type of the service, a
version of the service and a catalogue of the service. The
state display module 16 is coupled with the storage mod-
ule 15 and configured to display the state information of
the service server and the service information of the serv-
ice stored by the storage module 15. The state alarm
module 17 is coupled with the fault detection module 11
and configured to generate an alarm when the detection
result of the fault detection module 11 is that the service
and/or the service server for operating the service are/is
in the fault state.
[0030] In the present preferable embodiment, the state
information of the service server and the service infor-
mation of the service stored by the storage module 15
can be displayed by the state display module 16 to pro-
vide intuitive prompting information for a user so that the
user can manage the disaster tolerance service system.
The alarm generated by the state alarm module 17 can
provide striking prompting information for the user so that
the user can process the fault of the disaster tolerance
service system.
[0031] Preferably, the service install/uninstall module
13 is further configured to uninstall the service from the
service server in the fault state.
[0032] In the present preferable embodiment, the serv-

ice is uninstalled from the service server in the fault state
to recover the service server to a normal idle state. Sub-
sequently, the service server is used as a new disaster
tolerance server to realize recycling usage of the disaster
tolerance server, thus further improving the disaster tol-
erance reliability and reducing the cost spent on the dis-
aster tolerance service system.
[0033] A preferable embodiment, which combines
technical solutions of multiple preferable embodiments
above, is provided and described in details below in com-
bination with Fig. 2.
[0034] Fig. 2 is a schematic diagram of a disaster tol-
erance service system according to a preferable embod-
iment of the present invention. The disaster tolerance
service system comprises an operation maintenance and
management module 21 (corresponding to the state dis-
play module and the state alarm module above), a device
management database 22 (corresponding to the storage
module above), a disaster tolerance module 23 (corre-
sponding to the fault detection module above), a compu-
ter resource management center 24 (corresponding to
the server management module above) and an automatic
deployment module 25 (corresponding to the service in-
stall/uninstall module above). The disaster tolerance
service system is described in details below.
[0035] The operation maintenance and management
module 21 is configured to display a state of each host
computer and each service and is provided with functions
such as related alarming etc. when a fault occurs in a
device.
[0036] The device management database 22 is con-
figured to store information of the device.
[0037] The disaster tolerance module 23 is configured
to detect a state of the device and a state of a service,
and perform a disaster tolerance function after a fault
occurs in the service or the host computer.
[0038] The computer resource management center 24
is configured to manage a state and a disaster recovery
function of each service server.
[0039] The automatic deployment module 25 is con-
figured to install a service on respective service servers.
[0040] According to an embodiment of the present in-
vention, a disaster tolerance method is also provided.
Fig. 3 is a flowchart of a disaster tolerance method ac-
cording to an embodiment of the present invention, com-
prising the following Step S302 to Step S308.
[0041] Step S302: It is detected whether a service serv-
er in a disaster tolerance service system and/or a service
operated on the service server are/is in a fault state.
[0042] Step S304: A disaster tolerance server for re-
placing the service server is determined if a detection
result is that the service server in the disaster tolerance
service system and/or the service operated on the serv-
ice server are/is in the fault state.
[0043] Step S306: The service is installed on the dis-
aster tolerance server.
[0044] Step S308: The service is operated on the dis-
aster tolerance server.
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[0045] In related technologies, the disaster tolerance
server performs disaster tolerance only for a specific
service. In the embodiment of the present invention, the
service is installed on the disaster tolerance server, thus
extending the range of services for which the disaster
tolerance server can perform disaster tolerance, to fur-
ther improve the disaster tolerance reliability and reduce
the cost spent on the disaster tolerance service system.
[0046] Preferably, determining the disaster tolerance
server for replacing the service server comprises: an idle
disaster tolerance server in the disaster tolerance service
system is obtained; the disaster tolerance server for re-
placing the service server is determined according to a
performance of the idle disaster tolerance server.
[0047] In the present preferable embodiment, if multi-
ple idle disaster tolerance servers are obtained, then a
disaster tolerance server with a best performance in all
idle disaster tolerance servers is selected as the disaster
tolerance server for replacing the service server. By do-
ing so, a better disaster tolerance service can be provided
for a malfunctioned service server, thus improving the
disaster tolerance reliability.
[0048] It should be noted that, if only one idle disaster
tolerance server is obtained, then the disaster tolerance
server is selected as the disaster tolerance server for
replacing the service server. If no idle disaster tolerance
server is obtained, alarm information will be sent to indi-
cate that there is no idle disaster tolerance server which
can be selected currently.
[0049] Preferably, before it is detected whether the
service server in the disaster tolerance service system
and/or the service operated on the service server are/is
in the fault state, the method further comprises: state
information of the service server and service information
of the service are stored, wherein the state information
of the service server comprises at least one of the fol-
lowings: state information for indicating that the service
server operates normally, state information for indicating
that the service server has an operation fault and state
information for indicating that the service server is idle;
the service information of the service comprises at least
one of the followings: a service node of the service, a
module number of the service, a service type of the serv-
ice, a version of the service and a catalogue of the serv-
ice.
[0050] Preferably, before it is detected whether the
service server in the disaster tolerance service system
and/or the service operated on the service server are/is
in the fault state, the state information of the service serv-
er and the service information of the service are dis-
played.
[0051] Preferably, after it is detected whether the serv-
ice server in the disaster tolerance service system and/or
the service operated on the service server are/is in the
fault state, an alarm is generated when the detection re-
sult is that the service server in the disaster tolerance
service system and/or the service operated on the serv-
ice server are/is in the fault state.

[0052] In the present preferable embodiment, the
stored state information of the service server and the
stored service information of the service can be used for
state display to provide intuitive prompting information
for a user, so that the user can manage the disaster tol-
erance service system. Generating the alarm can provide
striking prompting information for the user so that the
user can process the fault of the disaster tolerance serv-
ice system.
[0053] A preferable embodiment, which combines
technical solutions of multiple preferable embodiments
above, is provided and described in details below in com-
bination with Fig. 4.
[0054] Fig. 4 is an interaction flowchart of a disaster
tolerance method according to a preferable embodiment
of the present invention. The disaster tolerance method
comprises the following Step S400 to Step S434.
[0055] Step S400: Each module operates normally. A
device is powered on, and system software such as an
operation system and a device management database
etc. is installed. Basic network configuration is complet-
ed. A management Internet Protocol (IP) and a manage-
ment account password (generally a root password) are
configured for each host computer, and installation of a
disaster tolerance center is completed. Currently, there
are several idle disaster tolerance servers which have
been registered successfully at the disaster tolerance
center. The disaster tolerance center is set to an auto-
matic disaster tolerance mode. The disaster tolerance
center performs interaction with each service server via
a heartbeat message to determine whether a state of
each service server is normal.
[0056] Step S402: A disaster tolerance module per-
forms heartbeat detection with each service server via a
secure protocol (Secure Shell, SSH), wherein a heart-
beat time is generally 10 seconds each time (settable).
After receiving a response indicating that the service
server is normal, the disaster tolerance module performs
enquiry in a set time interval; after a failure is returned
by the enquiry, the disaster tolerance module performs
the enquiry according to the time interval over again. It
is considered that the state of the service server is ab-
normal after performing the enquiry for three times (set-
table). The disaster tolerance module sends a service
server cancelling request to a message interface module.
[0057] Step S404: After receiving the service server
cancelling request, the message interface module sends
a service server state changing request to a computer
resource management center, wherein the service serv-
er state changing request carries a power-off identifier.
[0058] Step S406: The computer resource manage-
ment center changes the state of the service server and
turns the power of the service server off. If the state of
the service server is normal but a service on the current
service server has a problem, related operations such
as uninstalling the service and deleting IP information
etc. are performed on the service server. If the problem
occurs on the service server, a related deleting operation
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will be performed after the next recovery of the service
server and before the re-installing of the service.
[0059] Step S408: After performing the related opera-
tions, the computer resource management center sends
a service server state changing response to the message
interface module, wherein the service server state chang-
ing response carries a power-off response.
[0060] Step S410: After receiving the response from
the computer resource management center, the mes-
sage interface module sends a service server cancelling
response to the disaster tolerance module.
[0061] Step S412: After receiving the service server
cancelling response, the disaster tolerance module per-
forms operations on the device management database
and deletes related service information (e.g. a service
node and a module number etc.).
[0062] Step S414: The disaster tolerance module
sends a notification request for stopping the service to
an operation maintenance and management module, so
as to notify the operation maintenance and management
module to display stopping of the service corresponding
to the related service information on a page.
[0063] Step S416: After receiving the notification of the
disaster tolerance module, the operation maintenance
and management module changes the state of the serv-
ice to a stop state on a page and sends a notification
response for stopping the service to the disaster toler-
ance module after the changing is completed.
[0064] Step S418: After receiving the notification re-
sponse for stopping the service, the disaster tolerance
module deletes the information of the service server in
the device management database, and after the deletion,
sends a service server cancelling result notification re-
quest to the operation maintenance and management
module.
[0065] Step S420: The operation maintenance and
management module changes the state of the service
server to a fault state and simultaneously sends a service
server fault result notification response to the disaster
tolerance module.
[0066] Step S422: After the steps above are per-
formed, the disaster tolerance module detects the states
of the disaster tolerance servers, and sends alarm infor-
mation (there is no idle disaster tolerance server current-
ly) to the operation maintenance and management mod-
ule if there is no idle disaster tolerance server currently.
If there are multiple idle disaster tolerance servers, the
disaster tolerance module performs judgment, checks
the disaster tolerance server with the best performance
in all disaster tolerance servers and uses the disaster
tolerance server with the best performance as the select-
ed disaster tolerance server. If there is only one idle dis-
aster tolerance server currently, disaster tolerance is per-
formed only on this disaster tolerance server. After the
idle disaster tolerance server is selected, the disaster
tolerance module sends a service loading request to the
message interface module. The message interface mod-
ule sends a disaster tolerance server request of the idle

disaster tolerance server to the computer resource man-
agement center.
[0067] Step S424: After obtaining the current idle dis-
aster tolerance server through searching, the computer
resource management center returns a response for the
disaster tolerance server request to the message inter-
face module, and the message interface module sends
a service loading response to the disaster tolerance mod-
ule.
[0068] Step S426: After receiving the service loading
response, the disaster tolerance module performs mod-
ule number multiplexing and then sends a reason module
number and the service loading request (management
IP, logical IP, module number, service type, version and
catalogue) to an automatic deployment module.
[0069] Step S428: The automatic deployment module
uploads a version on the idle disaster tolerance server
according to the service loading request, executes an
installation script, starts the script automatically, returns
a deployment success response after the script is started
successfully and performs Step S430. If the deployment
fails due to the disaster tolerance server, the service and
related files are deleted on the failed disaster tolerance
server and a deployment failure response is returned at
the same time; subsequently, the automatic deployment
module returns a service loading failure response to the
disaster tolerance module and the disaster tolerance
module continues to select an idle disaster tolerance
server via Step S420 over again.
[0070] Step S430: The automatic deployment module
returns a service loading success response to the disas-
ter tolerance module. The disaster tolerance module per-
forms instockroom operation for a logical device and a
physical device, and sends a service loading result noti-
fication request to the operation maintenance and man-
agement module simultaneously.
[0071] Step S432: After receiving the service loading
result notification request, the operation maintenance
and management module performs related display on
the page and returns a service loading result notification
response to the disaster tolerance module simultaneous-
ly.
[0072] Step S434: A configuration file is generated and
synchronized to all nodes automatically.
[0073] To sum up, according to the embodiments
above of the present invention, a service is installed on
a disaster tolerance server to extend the range of serv-
ices for which the disaster tolerance server can perform
disaster tolerance, thus solving the problem in related
technologies that a disaster tolerance service system
adopting a one-to-one disaster tolerance mode is inca-
pable of ensuring sufficient disaster tolerance ability for
each service, and improving the disaster tolerance reli-
ability. In addition, the disaster tolerance mode of the
embodiments of the present invention does not confine
the disaster tolerance to a specific environment, and the
disaster tolerance can be performed for any service in
any environments such as a server etc., thus greatly re-
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ducing the cost spent on the disaster tolerance service
system.
[0074] Obviously, those skilled in the art shall under-
stand that the above-mentioned modules and steps of
the present invention can be realized by using general
purpose calculating device, can be integrated in one cal-
culating device or distributed on a network which consists
of a plurality of calculating devices. Alternatively, the
modules and the steps of the present invention can be
realized by using the executable program code of the
calculating device. Consequently, they can be stored in
the storing device and executed by the calculating de-
vice, or they are made into integrated circuit module re-
spectively, or a plurality of modules or steps thereof are
made into one integrated circuit module. In this way, the
present invention is not restricted to any particular hard-
ware and software combination.
[0075] The descriptions above are only the preferable
embodiment of the present invention, which are not used
to restrict the present invention. For those skilled in the
art, the present invention may have various changes and
variations. Any amendments, equivalent substitutions,
improvements, etc. within the principle of the present in-
vention are all included in the scope of the protection of
the present invention.

Claims

1. A disaster tolerance service system, characterized
by comprising:

a fault detection module, configured to detect
whether a service and/or a service server for
operating the service are/is in a fault state;
a server management module, configured to de-
termine a disaster tolerance server for replacing
the service server if a detection result is that the
service and/or the service server for operating
the service are/is in the fault state;
a service install/uninstall module, configured to
install the service on the disaster tolerance serv-
er; and
a service operation module, configured to oper-
ate the service on the disaster tolerance server.

2. The disaster tolerance service system according to
claim 1, characterized in that the server manage-
ment module comprises:

an obtaining sub-module, configured to obtain
an idle disaster tolerance server; and
a determining sub-module, configured to deter-
mine the disaster tolerance server for replacing
the service server according to a performance
of the idle disaster tolerance server.

3. The disaster tolerance service system according to

claim 1, characterized by further comprising:

a storage module, configured to store state in-
formation of the service server and service in-
formation of the service,
wherein the state information of the service serv-
er comprises at least one of the followings: state
information for indicating that the service server
operates normally, state information for indicat-
ing that the service server has an operation fault
and state information for indicating that the serv-
ice server is idle;
the service information of the service comprises
at least one of the followings: a service node of
the service, a module number of the service, a
service type of the service, a version of the serv-
ice and a catalogue of the service.

4. The disaster tolerance service system according to
claim 3, characterized by further comprising:

a state display module, configured to display the
state information of the service server and the
service information of the service; and
a state alarm module, configured to generate an
alarm when the detection result is that the serv-
ice and/or the service server for operating the
service are/is in the fault state.

5. The disaster tolerance service system according to
claim 4, characterized in that the service install/
uninstall module is further configured to uninstall the
service from the service server in the fault state.

6. A disaster tolerance method, characterized by
comprising:

detecting whether a service server in a disaster
tolerance service system and/or a service oper-
ated on the service server are/is in a fault state;
determining a disaster tolerance server for re-
placing the service server if a detection result is
that the service server in the disaster tolerance
service system and/or the service operated on
the service server are/is in the fault state;
installing the service on the disaster tolerance
server;
operating the service on the disaster tolerance
server.

7. The method according to claim 6, characterized in
that determining the disaster tolerance server for re-
placing the service server comprises:

obtaining an idle disaster tolerance server in the
disaster tolerance service system;
determining the disaster tolerance server for re-
placing the service server according to a per-
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formance of the idle disaster tolerance server.

8. The method according to claim 7, characterized in
that before detecting whether the service server in
the disaster tolerance service system and/or the
service operated on the service server are/is in the
fault state, the method further comprises:

storing state information of the service server
and service information of the service,
wherein the state information of the service serv-
er comprises at least one of the followings: state
information for indicating that the service server
operates normally, state information for indicat-
ing that the service server has an operation fault
and state information for indicating that the serv-
ice server is idle;
the service information of the service comprises
at least one of the followings: a service node of
the service, a module number of the service, a
service type of the service, a version of the serv-
ice and a catalogue of the service.

9. The method according to claim 8, characterized in
that before detecting whether the service server in
the disaster tolerance service system and/or the
service operated on the service server are/is in the
fault state, the method further comprises: displaying
the state information of the service server and the
service information of the service.

10. The method according to claim 8, characterized in
that after detecting whether the service server in the
disaster tolerance service system and/or the service
operated on the service server are/is in the fault
state, the method further comprises: generating an
alarm when the detection result is that the service
server in the disaster tolerance service system
and/or the service operated on the service server
are/is in the fault state.
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