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Allocation device, allocation method and storage device

An allocation device includes a processor which

determines an allocation of partial memory spaces to
physical memory spaces included in each of N number
of physical memory devices when number of the physical

memory devices is changed, the physical memory space
allocation determined based on one or more sets of N
partial memory spaces, each partial memory space in a
set of N partial memory spaces allocated to each of the
N physical memory devices.
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Description
FIELD
[0001] The embodiments discussed herein are related

to allocation devices, allocation methods, and storage
devices.

BACKGROUND

[0002] In a storage device that stores a large volume
of data, a storage virtualization technology that uses one
or a plurality of memory devices, such as hard disk drives
(HDDs), as a shared virtual storage (storage pool) is
well-known.

[0003] The storage device dynamically allocates mem-
ory spaces of the storage pool to a virtual memory space
(virtual volume) having a capacity that meets a request
fromahostapparatus. For example, a plurality of memory
space groups (ECC groups) defined in the storage pool
is allocated to the virtual volume.

[0004] When the memory spaces are dynamically al-
located memory spaces from the plurality of groups to
the virtual volume, there is a well-known technology that
arranges the memory spaces of the plurality of groups
so as that the equal number of the memory spaces is
used from each group to balance the groups evenly. By
evenly arranging the numbers of the memory spaces in
the plurality of groups, it is possible to control a reduction
of response performance to the host apparatus due to
concentrations of accesses to certain groups.

[0005] Japanese Laid-open Patent Publication No.
2008-234158 discusses a related art.

SUMMARY

[0006] According to an aspect of the embodiment, an
allocation device includes a processor which determines
an allocation of partial memory spaces to physical mem-
ory spaces included in each of N number of physical
memory devices when number of the physical memory
devices is changed, the physical memory space alloca-
tion determined based on one or more sets of N partial
memory spaces, each partial memory space in a set of
N partial memory spaces allocated to each of the N phys-
ical memory devices.

BRIEF DESCRIPTION OF DRAWINGS

[0007] FIG. 1 illustrates a storage device according to
a first embodiment;

[0008] FIG. 2 illustrates a storage system according to
a second embodiment;

[0009] FIG. 3 illustrates a hardware configuration ex-
ample of a CM;
[0010] FIG. 4 illustrates a configuration example of

process functions of a CM;
[0011] FIG. 5 illustrates an example of a storage pool
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configuration information table;

[0012] FIG. 6 illustrates an example of a bitmap;
[0013] FIG. 7 illustrates an example of a virtual disk
configuration information table;

[0014] FIG. 8 illustrates an example of a copy man-
agement table;

[0015] FIG. 9illustrates an example of an extent man-
agement table;

[0016] FIG. 10 illustrates an example of a data migra-
tion process;

[0017] FIG. 11 illustrates another example of a data

migration process;

[0018] FIG. 12illustrates stillanother example of adata
migration process;

[0019] FIG. 13 illustrates an example of an updated
storage pool configuration information table;

[0020] FIG. 14 illustrates an example of a partitioned
virtual disk configuration information table;

[0021] FIGs. 15A and 15B illustrate examples of an
extent management table for a first partition according
to the embodiment; and

[0022] FIG. 16 illustrates an example of a process re-
sult according to the embodiment.

DESCRIPTION OF EMBODIMENTS

[0023] At first, a case is considered, where memory
spaces, of memory devices included in a storage pool,
which have been allocated to a virtual memory are rear-
ranged when a memory device is added to the storage
pool during an Operation of a storage device including
the storage pool. In this case, if the memory spaces, of
memory device including the added memory device are
allocated to the virtual volume in such a way that the
number of the memory spaces of each memory device
is identical to each other among the memory devices
including the added memory device, the following oper-
ations may be performed, for example: (1) generating a
new virtual memory allocated to the added memory de-
vice; (2) copying data from the virtual volume that serves
as a copy source to the new virtual volume; and (3) re-
turning the copy source virtual volume to the storage pool.
[0024] However, when the above operations (1)-(3)
are being performed, the copying in the operation (2) is
to copy all data from the virtual volume to the new virtual
volume. Thus, efficiency of the above-discussed alloca-
tion may decrease.

[0025] Although the case where the memory device is
added during an operation is described above, in the sim-
ilar manner, efficiency of a case where a memory device
is removed from the storage pool during an operation
may decrease.

[0026] According to embodiments which will be de-
scribed below, when the number of physical memory de-
vices to be allocated to virtual memory spaces is
changed, an allocation process that allocates physical
memory spaces of post-change physical memory devic-
es to the virtual memory spaces is performed efficiently.
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[0027] FIG. 1is a diagram illustrating a storage device
according to the first embodiment.

[0028] The storage device 1 according to the first em-
bodiment includes a controller 2 and a storage pool 3.
The controller 2 and the storage pool 3 are coupled to
each other via a network.

[0029] A memory space of the storage pool 3 is con-
trolled for a centralized control of storage capacities in
the storage device 1. A plurality of physical memory de-
vices 3a, 3b, 3c are arranged in the storage pool 3. Each
of the physical memory devices 3a, 3b, 3c may be, for
example, a nonvolatile memory device, such as a HDD,
a Solid State Drive (SSD), etc. The physical memory de-
vices 3a, 3b, 3c store data.

[0030] The controller 2 controls memory spaces in
each of the physical memory device 3a, 3b, 3c based on
units, which is called "extent", for a data management.
In the embodiment, the size of each extent is setto 1 GB
for example. IDs (hereinafter, referred to as "extent ID")
are set to identify extents in each of the physical memory
device 3a, 3b, 3c. In FIG. 1, the extent, the extent ID of
which is X, is illustrated as "extent #X".

[0031] In the storage pool 3, a virtual memory 3d is
generated. Virtual memory spaces of the virtual memory
3d are dispersively allocated to the memory spaces,
which are the extents, of the physical memory devices
3a, 3b, 3cvirtual memory. Each extentin the virtual mem-
ory 3d is an example of a partial virtual memory space.
The virtual memory 3d is generated by the controller 2,
for example. The virtual memory 3d is divided into a plu-
rality of memory spaces based on the size of the extent.
The size of the extent may be set to a striping size.
[0032] The controller 2 performs an access operation
through the network when a data access request to the
virtual memory 3d is obtained. The data access request
to the virtual memory 3d may be received, for example,
from another information processing apparatus (for ex-
ample, server apparatus) which is not illustrated in the
drawing through the network.

[0033] The controller 2 includes a management sec-
tion 2a, a generation section 2b, a memory section 2c,
an allocation section 2d, and a write section 2e. Note that
the generation section 2b, the allocation section 2d, and
the write section 2e may be actualized by a Central
Processing Unit (CPU) which executes a procedure
based on a program stored in a Random Access Memory
(RAM), a HDD, or the like included in the controller 2.
Furthermore, the management section 2a and the mem-
ory section 2c may be actualized by a Random Access
Memory (RAM), a HDD, or the like included in the con-
troller 2.

[0034] The managementsection 2a stores atable 2a1.
The table 2a1 records relationships among the virtual
memory 3d, the physical memory devices 3a, 3b, 3c, and
the extents. The table 2a1 is provided with columns for
a virtual ID, the extent ID, and a physical ID. Laterally
aligned plural pieces of information are associated with
each other.
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[0035] In the column of the virtual ID, virtual IDs for
identifying locations of the extents in the virtual memory
3d are entered. For example, the virtual IDs =0, 1, ... are
sequentially set to the extents from a extent illustrated in
a top of the extents included in the virtual memory 3d in
FIG.1 to a extent illustrated in a bottom of the extents
included in the virtual memory 3d in FIG.1. In the column
of the extent ID, extent IDs of the extents that correspond
to the locations identified by the virtual IDs are entered.
In the column of the physical ID, physical IDs for identi-
fying physical memory devices including the extents
identified by the extent IDs are entered. A physical ID of
the physical memory device 3a is "1", a physical ID of
the physical memory device 3b is "2", and a physical ID
of the physical memory device 3c is "3", for example.
[0036] According to the table 2a1, by referring to
records in the first line of the table 2a1, for example, it is
apparent that the extent corresponding to the extent ID
=0includedin the physical memory device 3ais arranged
in the position, of the virtual memory 3d, corresponding
to the virtual ID =0.

[0037] When aphysical memory device 4 is newly add-
ed to the storage pool 3, a virtual memory 3e is generated
in the storage pool 3. Virtual memory spaces of the virtual
memory 3e are dispersively allocated to the memory
spaces of the physical memory devices 3a, 3b, 3c and
the physical memory device 4 which is newly added by
the controller 2. The controller 2 performs the following
load distribution process when the virtual memory 3e is
generated. The following load distribution process de-
creases a concentration of accesses to any one of the
physical memory devices 3a, 3b, 3c, 4 which relate to
the virtual memory 3e generated.

[0038] The load distribution process that is being per-
formed by the controller 2 is described below.

[0039] The controller 2 separates a memory space of
the newly added physical memory device 4 into extents,
each of which has the same size as those of the extents
corresponding to the extent IDs = 0-5. The extents newly
generated are assigned the extent IDs = 6, 7.

[0040] Thegenerationsection2bgenerates sets within
the virtual memory 3d that is generated before a recon-
figuration. The sets A include, if , the same numbers of
the extents as the number of the physical memory de-
vices 3a, 3b, 3c, 4 relating to the virtual memory 3e that
is generated after the reconfiguration. For example, the
generation section 2b refers to the table 2a1 and forms
asetAincluding four extents corresponding to four extent
IDs=0, 2,4, 1, the number of whichis equal to the number
of the physical memory devices 3a, 3b, 3c, 4 relating to
the post-reconfiguration virtual memory 3e. As illustrated
in FIG.1, there are two extents remained after forming
the set A. Thus, the generation section 2b generates a
set B by collecting the remaining extents. Namely, the
set B includes the extents corresponding to the extent
IDs = 3, 5.

[0041] The generation section 2b generates tables 2c1
and 2c2 by counting the number of extents included in
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the sets A and B for every physical memory device, and
stores them in the memory section 2c. For example, the
generation section 2b refers to the table 2a1, and gen-
erates the tables 2c1 and 2c2 by counting the number of
physical IDs for each of the sets A and B. The table 2c1
relates to the set A and the table 2c2 relates to the set
B. For example, the table 2c1 with respect to the set A
illustrates that there is two extents in the physical memory
device 3a, which is identified by the physical ID = 1.
[0042] The allocation section 2d performs a process
to set the number of the extents included in the set, which
relate tore the tables 2cstored in the memory section 2c,
so as that one extentis selected from each of every phys-
ical memory devices.

[0043] For example, the allocation section 2d deter-
mines whether or not two or more extents from the same
physical memory device are included in the set A, by
using the table 2c1. Referring to the table 2¢c1, an extent
count that corresponds to the physical ID = 1 is two. Thus,
the allocation section 2d determines that two extents in-
cluded in the physical memory device 3a are included in
the set A. Thus, two or more extents included in the set
A, the allocation section 2d retains one extent corre-
sponding to the extent ID = 0, in the physical memory
device 3a, in the set A and releases the remaining extent
corresponding to the extent ID = 1, in the physical mem-
ory device 3a, by cancelling an allocation relation with
the virtual memory 3d. The allocation section 2d newly
allocates an extent corresponding to the extent ID = 6 to
the set A in the virtual memory 3d. The newly allocated
extent is included in the physical memory device 4 from
which no extent is included in the set A. Note that it may
be arbitrarily decided as to which one of the extents cor-
responding to the extent IDs = 0, 1 is to be retained to
keep the allocation relation with the virtual memory 3d.
It may be arbitrarily decided as to which one of the extents
corresponding to the extent IDs = 6, 7 of the physical
memory device 4 is to be newly allocated to the set A in
the virtual memory 3d.

[0044] On the other hand, the extent counts for the
physical IDs =2, 3 are both one. The extent correspond-
ing to the extent ID = 2 and the extent corresponding to
the extent ID = 4 satisfy a condition such that one extent
is selected from each of every physical memory devices
in the set A. Thus, the allocation relation with the virtual
memory 3d is kept for the extent corresponding to the
extent ID = 2 and the extent corresponding to the extent
ID =4. As aresult, the extent corresponding to the extent
ID = 2 and the extent corresponding to the extent ID = 4
remain in the set A.

[0045] The allocation section 2d determines whether
or not two or more extents from the same physical mem-
ory device are included in the set B, by using the table
2c2. Referring to the table 2¢2, it is apparent that not
more than one extent from the same physical memory
device isarranged. Thus, the allocation section 2d retains
the allocation relations of the extent corresponding to the
extent ID = 3 and the extent corresponding to the extent
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ID = 5 with the virtual memory 3d. As a result, the extent
corresponding to the extent ID = 3 and the extent corre-
sponding to the extent ID = 5 remain in the set B.
[0046] The write section 2e writes data stored in the
extent corresponding to the extent ID =1 to the extent
corresponding to the extent ID = 6 of the physical memory
device 4. Due to the execution of the process by the al-
location section 2d, the extent corresponding to the ex-
tent ID = 1 is not included in the set A and is replaced by
the extent corresponding to the extent ID = 6. The write
section 2e does not move data for the extent correspond-
ing to the extent ID = 0 and the extent corresponding to
the extent ID = 2 that remain in the set A even after the
execution of the process by the allocation section 2d.
The virtual memory 3e is thus generated by the foregoing
extent allocation process for load distribution.

[0047] A write process may be omitted when no data
is stored in the extent corresponding to the extent ID =
1. A process load may decrease by such an arrangement.
[0048] According to this storage device 1, the set A
including four extents, the number of which is equal to
the number of the physical memory devices 3a, 3b, 3c,
4, and the set B including the remaining extents are gen-
erated. The extents included in each of the sets A and B
thus generated are included in mutually different physical
memory devices, thereby generating the virtual memory
3e. The possibility of having an I/O access concentration
at a specific physical memory device may reduce, com-
pared to I/O processes based on the virtual memory 3d,
by performing I/O processes using the virtual memory
3e. According to a method for generating the virtual mem-
ory 3e of the present embodiment, the allocation process
that dispersively allocates the physical memory spaces
of post-change physical memory devices to a virtual
memory space may be efficiently performed. This is be-
cause, with regard to the physical memory device 3a from
which two or more of the extents are included in the set
A, some of the extents are replaced and other extents
on which no replacement is made are retained to keep
the allocation relations.

[0049] When there is data in the extent corresponding
to the extent ID = 1, that data stored in the extent corre-
sponding to the extent ID = 1 is written to the extent cor-
responding to the extent ID = 6 of the physical memory
device 4. No data write process may be performed for
the extents corresponding to the extent IDs = 0, 2, 4.
Thus, a data volume to be moved may be reduced com-
pared to a case where all data is copied. Thus, extent
process time may be reduced.

[0050] The write section 2e determines whether or not
there is data in the extent corresponding to the extent ID
=1, which is not included in the set A by the execution
of the process. When there is no data, A writing from the
extent corresponding to the extent ID =1 to the extent
corresponding to the extent ID = 6 of the physical memory
device 4 may be omitted. Omitting the writing may alle-
viate the process load.

[0051] In the present embodiment, the process of the
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controller 2 is described for the case where the physical
memory device 4 is newly added to the storage pool 3.
However, the process method of the present embodi-
ment may also be applicable to a case where one of the
physical memory devices 3a, 3b, 3c is removed from the
storage pool 3.

[0052] In the present embodiment, the sets A and B of
the generated virtual memory 3e are each configured
from the extents of mutually different physical memory
devices. However, the configuration is not limited to the
foregoing example, and the sets of the generated virtual
memory may also be configured from extents of mutually
different Redundant Array of Independent Disks (RAID)
groups. In that case, a plurality of the extents may be
configured by using each RAID group as a unit.

[0053] FIG. 2 is a block diagram illustrating a storage
system according to the second embodiment.

[0054] FIG. 2is the diagram illustrating an overall con-
figuration example of the storage system according to
the second embodiment. A storage device 100 illustrated
in FIG. 2 includes a Controller Enclosure (CE) 200 and
a Drive Enclosure (DE) 300. Furthermore, the CE 200 is
coupled to a host apparatus 400.

[0055] The CE 200 includes Controller Modules (CMs)
201 and 202. The CMs 201 and 202 each read and write
data from and to memory devices in the DE 300 in re-
sponse to In/Out (I/O) requests from the host apparatus
400. The CMs 201 and 202 manages physical memory
spaces actualized by the memory devices in the DE 300
by RAID, and controls accesses to these physical mem-
ory spaces.

[0056] The CMs201and 202 are coupled to each other
through a router or the like, for example. The CE 200
may be provided with one CM, or three or more CMs.
Note that, having a plurality of CMs makes an access
control system for the DE 300 redundant and improves
reliability of an access control process.

[0057] The DE300 includes a plurality of the memory
devices that serve as access targets from the CMs 201
and 202. The DE 300 of the present embodiment is a
disk array apparatus including physical disks that are
nonvolatile memory devices, such as HDDs, SSDs, etc.,
as the memory devices. Furthermore, the CE 200 may
be coupled to a plurality of the DEs 300.

[0058] Inresponse to an operation (e.g. a user opera-
tion), the host apparatus 400 sends a request to the CM
201, 202 to access physical disks in the DE 300. In re-
sponse to the operation, the host apparatus 400 may, for
example, read data from the physical disk in the DE 300
or write data to the physical disk in the DE 300 through
one of the CMs 201 and 202.

[0059] Note that the CMs 201 and 202 in the CE 200
have similar configurations and perform similar opera-
tions. Thus, the CM 201 is described below, and a de-
scription with respect to the CM 202 is omitted.

[0060] FIG. 3is a diagram illustrating a hardware con-
figuration example of the CM 201.

[0061] In the CM 201, a CPU 211 controls a whole
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device. The CPU 211 is coupled to a RAM 212 and a
plurality of peripheral devices through a bus 217. The
RAM 212 is used as a primary memory device of the CM
201, and temporarily stores at least part of programs to
be executed by the CPU 211 and various data to be used
in process Operation OP by the programs.

[0062] The CPU 211 is coupled to the peripheral de-
vices such as, forexample, a SSD 213, aninputinterface
(I/F) 214, a Channel Adapter (CA) 215, and a Device
Interface (DI) 216.

[0063] The SSD 213 is used as a secondary memory
device of the CM 201, and stores programs to be exe-
cuted by the CPU 211, various data to be used for their
executions, etc. As the secondary memory device, other
types of nonvolatile memory devices such as, for exam-
ple, a HDD, etc. may also be used.

[0064] The input I/F 214 is coupled to an input device
214aincluding operation keys, etc. The input I/F 214 out-
puts signals to the CPU 211 in response to operation
inputs performed on the input device 214a.

[0065] The CA 215 performs an interface process that
transmits and receives data between the host apparatus
400 and the CM 201. The CA 215 and the host apparatus
400 communicate to each other in compliance with, for
example, Fiber Channel (FC) standards.

[0066] The DI 216 performs an interface process that
transmits and receives data between the DE 300 and the
CM 201. The DI 216 and the DE 300 communicate to
each other in compliance with, for example, Serial At-
tached Small Computer System Interface (SAS) stand-
ards.

[0067] The foregoing hardware configuration enables
to implement process functions of the embodiment. The
storage device 100 having the hardware configuration
as illustrated in FIG. 2 is provided with the following func-
tions.

[0068] FIG. 4 is a block diagram illustrating a configu-
ration example of process functions of the CM 201.
[0069] The CM 201 includes an extent management
section 110, a virtual disk management section 120, and
a migration control section 130. Processes of the extent
management section 110, the virtual disk management
section 120, and the migration control section 130 are
actualized, for example, by causing the CPU 211 includ-
ed in the CM 201 to execute programs. The migration
control section 130 is an example of a generation section,
an allocation section, and a write section.

[0070] Furthermore, memory devices of the CM 201
store a storage pool configuration information table 111,
a bitmap 112, a virtual disk configuration information ta-
ble 121, a copy management table 131, and an extent
management table 132. These tables may be stored in,
for example, the RAM 212 and/or the SSD 213. In FIG.
4, for convenience of description, these tables are illus-
trated in corresponding functional blocks.

[0071] A storage pool AQ illustrated in FIG. 4 is a phys-
ical memory space actualized by physical disks in the
DE 300.
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[0072] In the storage pool AO, a virtual disk V1 is gen-
erated. The virtual disk V1 is a logical volume available
for use by users, and amemory space thereofis provided
by at least part of physical disks in the DE 300. In an
example illustrated in FIG. 5, physical disks 301, 302,
303 are allocated to the memory space of the virtual disk
V1. The physical disks 301, 302, 303 of the embodiment
have physical memory capacities of 4GB, 3GB, 4GB, re-
spectively.

[0073] The extent management section 110 divides
physical memory capacities of the physical disks 301,
302, 303 into units of a management size of a certain
capacity for performing a management process. Below,
the management size is referred to as "extent". In the
present embodiment, the size of extent is set to 1 GB,
for example. The extent management section 110 sets
IDs for corresponding extents. In the drawing, the extent,
the ID of which is X, is illustrated as "extent #X".

[0074] FIG. 5 is a diagram illustrating an example of
the storage pool configuration information table 111. The
storage pool configuration information table 111 is pro-
vided with columns for the extent ID, a physical disk ID,
and an address. Laterally aligned plural pieces of infor-
mation are associated with each other.

[0075] In the column of extent IDs, IDs for identifying
the extents are entered. In the column of physical IDs,
IDs for identifying the physical disks, which include the
extents, are entered.

[0076] In the column of addresses, addresses of the
corresponding extents (for example, Logical Block Ad-
dress (LBA), etc.) are entered. Returning to FIG. 4, the
description continues.

[0077] The virtual disk V1 includes the extents corre-
sponding to the extent IDs = 0-3 of the physical disk 301,
the extents corresponding to the extent IDs = 4-6 of the
physical disk 302, and the extents corresponding to the
extent IDs = 7-9 of the physical disk 303. The extent cor-
responding to the extent ID = 10 of the physical disk 303
is a physical memory space that is not used. As a result,
the memory capacity of the virtual disk V1 is 10 GB.
[0078] The extents are allocated to the virtual disk V1
so as that accesses are uniformly distributed among the
physical disks 301, 302, 303. The extents allocated to
the virtual disk V1 are recorded in the virtual disk config-
uration information table 121.

[0079] The extent management section 110 accesses
the virtual disk V1 in response to arequest from the virtual
disk management section 120. When accessing the vir-
tual disk V1, the extent management section 110 per-
forms an access control based on setup information
(RAID level, the number of disks configuring RAID, etc.)
regarding a RAID, which is set for access destination
spaces.

[0080] For example, when the extent management
section 110 receives a data write request from the virtual
disk management section 120, the extent management
section 110 performs a write process so as to create re-
dundant data based on the setup information regarding
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the RAID.

[0081] The extent management section 110 manages
data access information by using the bitmap 112.
[0082] FIG. 6 is a diagram illustrating an example of
the bitmap 112.

[0083] Each bit of the bitmap 112 corresponds to one
extent. A bit is colored when an extent corresponding to
this bit receives a data access. A colored state indicates
that the value of bit is "one". The bitmap 112 illustrated
in FIG. 6 indicates that there are data accesses to the
extents corresponding to the extent IDs = 1, 5, 6. The
bitmap 112 is used in a data migration process to be
performed by the migration control section 130, which
will be described below. The migration control section
130determines, forexample, that data exists in the extent
to which the data access is performed.

[0084] Returning to FIG. 4, the description continues.
[0085] The virtual disk management section 120 re-
ceives /O requests for the virtual disk V1 from the host
apparatus 400. A user may be able to read and write data
from and to the virtual disk V1 by sending the I/O requests
to the CM 201 from the host apparatus 400.

[0086] When the virtual disk management section 120
receives a write request for the virtual disk V1 from the
host apparatus 400, the virtual disk management section
120 acquires the extent ID of the extent to which data is
written from the virtual disk configuration information ta-
ble 121. The virtual disk management section 120 notifies
the extent management section 110 of the extent ID and
requests data writing.

[0087] When the virtual disk management section 120
receives a read request for the virtual disk V1 from the
host apparatus 400, the virtual disk management section
120 refers to the storage pool configuration information
table 111 and identifies the address that corresponds to
aread space. The virtual disk management section 120
notifies the extent management section 110 of the ad-
dress corresponding to the read space, to request data
reading. When the extent management section 110 read
data in response to the request, the virtual disk manage-
ment section 120 sends the data thus read to the host
apparatus 400.

[0088] The virtual disk management section 120 in-
cludes the virtual disk configuration information table 121
for managing information regarding the virtual disk
V1.FIG. 7 is a diagram illustrating an example of the vir-
tual disk configuration information table 121.

[0089] The virtual disk configuration information table
121 is provided with columns for a virtual disk ID, a virtual
disk configuration ID, and the extent ID. Laterally aligned
plural pieces of information are associated with each oth-
er.

[0090] Inthe column of virtual disk IDs, IDs that identify
the virtual disks are entered. The same ID indicates that
a single virtual disk is configured. For example, the ex-
tents configuring the virtual disk V illustrated in FIG. 4
have a common ID "0".

[0091] In the column of virtual disk configuration IDs,
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IDs for managing the extents in the virtual disk V1 are
entered.

[0092] In the column of extent IDs, the extent IDs are
entered.
[0093] When atleast one physical disk is newly added

to the storage pool AO or at least one of the physical disks
configuring the virtual disk V1 is removed from the stor-
age pool A0, the migration control section 130 performs
the data migration process so as that the numbers of the
extents of the respective physical disks configuring a
post-reconfiguration virtual disk that is generated after a
reconfiguration are equalized. For example, the migra-
tion control section 130 divides the extents of the virtual
disk V1 into a plurality of partitions in such a way that at
least one of the partitions includes the same number of
the extents as that of physical disks of the post-reconfig-
uration virtual disk. Furthermore, when at least one phys-
ical disk is newly added to the storage pool A0, the mi-
gration control section 130 performs the process in such
away that, in each of the partitions generated, when more
than one extent from the same physical disk is included,
a second or more extents are moved to other physical
disks from which no extent is arranged in that partition
so as that the extent count of each physical disk becomes
one.

[0094] When atleastone physical diskisremoved from
the storage pool AO or the virtual disk V1, the migration
control section 130 moves, in each of the partitions gen-
erated, the extents of the physical disk to be removed to
other physical disks from which no extent is arranged in
that partition so as that the extent count corresponding
to the physical disk to be removed becomes zero. This
data migration process may enable to avoid the access
concentration to a certain one of the physical disks con-
figuring the post-reconfiguration virtual disk.

[0095] This migration control section 130 generates
the copy management table 131 and the extent manage-
ment table 132 for each partition in the data migration
process. The extent management table 132 is an exam-
ple of the table to be stored in a memory section.
[0096] FIG. 8 is a diagram illustrating an example of
the copy management table 131.

[0097] The copy management table 131 is provided
with columns for the physical disk ID and a copy count.
Laterally aligned plural pieces of information are associ-
ated with each other.

[0098] Inthe column of physical disk IDs, IDs thatiden-
tify physical disks, which configure the post-reconfigura-
tion virtual disk in the data migration process, are entered.
For example, in the data migration process, when the
number of the physical disks configuring the virtual disk
V1 is changed from three to four, IDs for identifying four
physical disks that configure the post-reconfiguration vir-
tual disk are entered in the column of physical disk IDs.
[0099] In the column of copy counts, values indicating
the numbers of data copying performed on the respective
physical disks identified by the physical disk IDs during
the data migration process are entered.
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[0100] FIG. Qillustrates an example of the extent man-
agement table 132.

[0101] The extent management table 132 is provided
with columns for the physical disk ID and the extent count.
[0102] Laterally aligned plural pieces of information are
associated with each other. In the column of physical disk
IDs, IDs that identify the physical disks, which configure
the post-reconfiguration virtual disk in the data migration
process, are entered. For example, in the data migration
process, when the number of the physical disks config-
uring the virtual disk V1 is changed from three to four,
IDs for identifying four physical disks that configure the
post-reconfiguration virtual disk are entered in the col-
umn of physical disk IDs.

[0103] In the column of extent counts, the numbers of
the extents arranged in the partition generated, which
are included in the respective physical disks identified by
the physical disk IDs, are entered.

[0104] Next, the data migration process performed by
the migration control section 130 is described by using
flowcharts.

[0105] FIG. 10, FIG. 11, and FIG. 12 are flowcharts
illustrating an example of the data migration process.
[0106] [Operation OP1] The migration control section
130 receives an instruction to add at least one physical
disk or aninstruction to remove atleast one physical disk.
Then, the process proceeds to an operation OP2.
[0107] [Operation OP2] The migration control section
130 refers to the column of physical disk IDs of the stor-
age pool configuration information table 111, and obtains
the number of the physical disks that configure the current
virtual disk V1 (before an addition of at least one physical
disk or before removal of at least one physical disk).
Then, the process proceeds to an operation OP3.
[0108] [Operation OP3] The migration control disk 130
determines whether the instruction received in the Op-
eration OP1 is an instruction to add at least one physical
disk or aninstruction to remove atleast one physical disk.
When the instruction received is an instruction to add at
least one physical disk (Yes in the Operation OP3), the
process proceeds to an operation OP4. When the instruc-
tion received is not an instruction to add at least one
physical disk, namely, when the instruction received is
an instruction to remove at least one physical disk (No
in the Operation OP3), the process proceeds to an op-
eration OP6.

[0109] [Operation OP4] The migration control section
130 obtains the number of the at least one physical disk
to be added, which is included in a received instruction
to add at least one physical disk. Then, the process pro-
ceeds to an operation OP5.

[0110] [Operation OP5] The migration control section
130 calculates the number of the physical disks that con-
figure a post-reconfiguration virtual disk that is generated
after a reconfiguration by adding the at least one physical
disk. Then, the process proceeds to an operation OP8.
[0111] [Operation OP6] The migration control section
130 obtains the number of the at least one physical disk
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to be removed, whichis included in a received instruction
to remove at least one physical disk. Then, the process
proceeds to an operation OP7.

[0112] [Operation OP7] The migration control section
130 calculates the number of the physical disks that con-
figure the post-reconfiguration virtual disk by removing
the at least one physical disk. Then, the process pro-
ceeds to an operation OP8.

[0113] [Operation OP8] The migration control section
130 refers to the column of virtual disk configuration IDs
ofthe virtual disk configuration information table 121, and
obtains the extent count "Nte" of the extents in use by
the virtual disk V1. Then, the process proceeds to an
operation OP9.

[0114] [Operation OP9] The migration control section
130 divides the extent count obtained in the Operation
OP8 by the number of the physical disks that configure
the post-reconfiguration virtual disk, which is calculated
in the Operation OP5 or Operation OP7. Then, the proc-
ess proceeds to an operation OP10. The value obtained
by this division will be referred to as "partition count" here-
inafter. The partition count serves as an indicator that
indicates a level of averaging in the extent counts of the
extents belonging to the physical disks. The partition
count "Nz" may be expressed by Nz = Nte/Nn, where
"Nn" is the number of the physical disks that configure
the post-reconfiguration virtual disk, and "Nte" is the ex-
tent count by the Operation OP9. In the present embod-
iment, one decimal place is rounded up and the partition
count Nz is expressed in integer.

[0115] [Operation OP10] The migration control section
130 selects thefirst partition (partition including the virtual
disk configuration ID = 0) of the virtual disk configuration
information table 121, which is divided by the partition
count obtained in the Operation OP9. The partition se-
lected by the migration control section 130 will be referred
to as a "selected partition" below. Furthermore, the mi-
gration control section 130 sets Na = 1, where Na is a
parameter for managing the selected partition. Then, the
process proceeds to an operation OP11.

[0116] [Operation OP11] The migration control section
130 secures memory spaces in the RAM 212 for the copy
managementtable 131 and the extentmanagementtable
132. Furthermore, the migration control section 130 gen-
erates in the memory spaces thus secured the copy man-
agement table 131 and the extent managementtable 132
in which the IDs of the physical disks that configure the
post-reconfiguration virtual disk are reflected. Then, the
process proceeds to an operation OP12.

[0117] [Operation OP12] The migration control section
130 reflects the number of the extents existing in the se-
lected partition in the column of extent counts of the ex-
tent management table 132 generated in the Operation
OP11. Then, the process proceeds to an operation
OP13.

[0118] [Operation OP13] The migration control disk
130 determines whether the instruction received in the
Operation OP1 is an instruction to add at least one phys-
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ical disk or an instruction to remove at least one physical
disk. When the instruction received is an instruction to
add at least one physical disk (Yes in the Operation
OP13), the process proceeds to an operation OP14 of
FIG. 11. When the instruction received is not an instruc-
tion to add at least one physical disk, namely, when the
instruction received is an instruction to remove at least
one physical disk (No in the Operation OP13), the proc-
ess proceeds to an operation OP25 of FIG. 12.

[0119] [Operation OP14] The migration control section
130 refers to the column of extent counts of the extent
management table 132, and determines whether or not
there is at least one physical disk in which the extent
count for the extents included in a same physical disk in
the selected partition is equal to or more than two. When
there is at least one physical disk in which the extent
count for the extents included in a same physical disk in
the selected partition is equal to or more than two (Yes
in the Operation OP14), the process proceeds to an op-
eration OP15. When there is no physical disk in which
the extent count for the extents included in a same phys-
ical disk in the selected partition is equal to or more than
two (No in the Operation OP14), the process proceeds
to an operation OP36.

[0120] [Operation OP15] The migration control section
130 refers to the bitmap 112, and obtains presence or
absence of data in the extents that correspond to the
extent count equal to or more than two, namely, the ex-
tents that belong to a same physical disk in the selected
partition. Then, the process proceeds to an operation
OP16.

[0121] [Operation OP16] The migration control section
130 determines whether or not data exists in all of the
extents included in a same physical disk in the selected
partition, based on the presence or absence of data ob-
tained in the Operation OP14. When data exists in all of
the extents included in a same physical disk in the se-
lected partition (Yes in the Operation OP16), the process
proceeds to an operation OP17. When data does not
existin all of the extents included in a same physical disk
in the selected partition, namely, when data exists in at
least one of the extents included in a same physical disk
in the selected partition or when no data exists in all of
the extents included in a same physical disk in the se-
lected partition (No in the Operation OP16), the process
proceeds to an operation OP19.

[0122] [Operation OP17] The migration control section
130 performs a first data copy process. For example, the
migration control section 130 copies data from a second
or more extents (for example, one or more extents cor-
responding to a larger value(s) of the extent ID) of the
same physical disk in the selected partition to the extents
included in the at least one physical disk which is added
and arranged in the selected partition. Then, the process
proceeds to an operation OP18.

[0123] [Operation OP18] The migration control section
130 updates the copy management table 131 by using
a process result of the first data copy process. For ex-
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ample, the migration control section 130 increments the
value in the column of copy counts for the physical disk
including the extent to which the data copying is per-
formed. Then, the process proceeds to an operation
OP24.

[0124] [Operation OP19] The migration control section
130 determines whether or not no data exists in all of the
extents included in a same physical disk in the selected
partition. When no data exists in all of the extents included
in a same physical disk in the selected partition (Yes in
the Operation OP19), the process proceeds to an oper-
ation OP20. When data exists in at least one of the ex-
tents included in a same physical disk in the selected
partition (No in the Operation OP19), the process pro-
ceeds to an operation OP21.

[0125] [Operation OP20] The migration control section
130 performs a first extent migration process. For exam-
ple, the migration control section 130 identifies the extent
IDs of a second or more extents (for example, one or
more extents corresponding to a larger value(s) of the
extent ID) of the same physical disk in the selected par-
tition. Furthermore, the migration control section 130
overwrites the extent ID thus identified in the column of
extent IDs of the virtual disk configuration information
table 121 with the extent ID of the physical disk which is
added and arranged in the same partition. Then, the proc-
ess proceeds to an operation OP24.

[0126] [Operation OP21] The migration control section
130 selects one unprocessed extent (not processed in
an operation OP22). Then, the process proceeds to an
operation OP22.

[0127] [Operation OP22] The migration control section
130 determines whether or not the extent selected in the
Operation OP21 is an extent in which no data exists.
When the extent is an extent in which no data exists (Yes
in the Operation OP22), the process proceeds to an op-
eration OP23. When the extent is an extent in which data
exists (No in the Operation OP22), the process proceeds
to the Operation OP21 and continues to perform process
Operation OP in the Operation OP21 and beyond.
[0128] [Operation OP23] The migration control section
130 performs a second extent migration process. For ex-
ample, the migration control section 130 refers to the
column of copy counts of the copy management table
131. Furthermore, the migration control section 130 re-
places the extent which is determined as having no data
in the Operation OP22 with an extent included in a phys-
ical disk that has the largest copy count. As a process,
the migration control section 130 replaces the extent ID
of the extent which is determined as having no data in
the Operation OP22 in the virtual disk configuration in-
formation table 121 with the extent ID of an extent includ-
ed in a physical disk that has the largest copy count.
Then, the process proceeds to an operation OP24. The
data accesses in the selected partition may be equalized
by replacing the extent that is not associated with data
copying, with that of the physical disk having a large copy
count.
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[0129] Alternatively, when all the values in the column
of copy counts of the copy management table 131 are
zero, the extent which is determined as having no data
in the Operation OP22 may be replaced with an extent
included in a newly added physical disk.

[0130] [Operation OP24] The migration control section
130 updates the extent management table 132 by reflect-
ing the extent migration in the Operation OP20 or the
Operation OP23 in the extent management table 132.
Then, the process proceeds to the Operation OP14.
[0131] [Operation OP25] The migration control section
130 determines whether or not the selected partition in-
cludes a physical disk to be removed, which is designated
by an instruction to remove at least one physical disk.
When the selected partition includes a physical disk to
be removed (Yes in the Operation OP25), the process
proceeds to an operation OP26. When the selected par-
tition does not include a physical disk to be removed (No
in the Operation OP25), the process proceeds to an op-
eration OP36.

[0132] [Operation OP26] The migration control section
130 refers to the bitmap 112, and obtains presence or
absence of data in one or more extents included in the
physical disk to be removed. Then, the process proceeds
to an operation OP27.

[0133] [Operation OP27] The migration control section
130 determines whether or not data exists in all of the
extents included in a same physical disk in the selected
partition based on the presence or absence of data ob-
tained in the Operation OP26. When data exists in all of
the extents included in a same physical disk in the se-
lected partition (Yes in the Operation OP27), the process
proceeds to an operation OP28. When data does not
existin all of the extents included in a same physical disk
in the selected partition, namely, when data exists in at
least one of the extents included in a same physical disk
in the selected partition or when no data exists in all of
the extents included in a same physical disk in the se-
lected partition (No in the Operation OP27), the process
proceeds to an operation OP30.

[0134] [Operation OP28] The migration control section
130 performs a second data copy process. For example,
the migration control section 130 refers to the column of
extent counts of the extent management table 132. Fur-
thermore, the migration control section 130 copies data
stored in the extents of the physical disk to be removed
to extents that are arranged in the selected partition and
included in another physical disk, the extent count of
whichis zero. Then, the process proceeds to an operation
OP29.

[0135] [Operation OP29] The migration control section
130 updates the copy management table 131 by using
a process result of the second data copy process. For
example, the migration control section 130 increments
the value in the column of copy counts for the physical
disk that serves as a destination of data copying per-
formed in the Operation OP28. Then, the process pro-
ceeds to an operation OP35.
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[0136] [Operation OP30] The migration control section
130 determines whether or not no data exists in all of the
extents included in a same physical disk in the selected
partition. When no data exists in all of the extents included
in a same physical disk in the selected partition (Yes in
the Operation OP30), the process proceeds to an oper-
ation OP31. When data exists in at least one of the ex-
tents included in a same physical disk in the selected
partition (No in the Operation OP30), the process pro-
ceeds to an operation OP32.

[0137] [Operation OP31] The migration control section
130 performs a third extent migration process. For ex-
ample, the migration control section 130 migrates the
extentthatisincluded in another physical disk, the extent
count of which is zero, to the extent of the physical disk
to be removed, both extents being arranged in a same
partition. Then, the process proceeds to an operation
OP35.

[0138] [Operation OP32] The migration control section
130 selects one unprocessed extent (not processed in
an operation OP33). Then, the process proceeds to an
operation OP33.

[0139] [Operation OP33] The migration control section
130 determines whether or not the extent selected in the
Operation OP32 is an extent in which no data exists.
When the extent is an extent in which no data exists (Yes
in the Operation OP33), the process proceeds to an op-
eration OP34. When the extent is an extent in which data
exists (No in the Operation OP33), the process proceeds
to the Operation OP32 and continues to perform process
Operation OP in the Operation OP32 and beyond.
[0140] [Operation OP34] The migration control section
130 performs a fourth extent migration process. For ex-
ample, the migration control section 130 refers to the
column of copy counts of the copy management table
131. Furthermore, the migration control section 130 re-
places the extent which is determined as having no data
in the Operation OP33 with an extent included in a phys-
ical disk that has the largest copy count. As a process,
the migration control section 130 replaces the extent ID
of the extent which is determined as having no data in
the Operation OP33 in the virtual disk configuration in-
formation table 121 with the extent ID of an extent includ-
ed in a physical disk that has the largest copy count.
Then, the process proceeds to an operation OP35.
[0141] Alternatively, when all the values of the copy
counts of the copy management table 131 are zero, the
extent which is determined as having no data in the Op-
eration OP33 may be replaced with an extent included
in a newly added physical disk.

[0142] [Operation OP35] The migration control section
130 updates the extent managementtable 132 by reflect-
ing the extent migration in the Operation OP31 or the
Operation OP34 in the extent management table 132.
Then, the process proceeds to the Operation OP25.
[0143] [Operation OP36] The migration control section
130 initializes the extent management table 132. Then,
the process proceeds to an operation OP37.
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[0144] [Operation OP37] The migration control section
130 advances the selected partition to the next partition
by incrementing the parameter Na. Then, the process
proceeds to an operation OP38.

[0145] [Operation OP38] The migration control section
130 determines whether or not there is an unprocessed
partition (not processed in the Operation OP S11-S35)
by determining whether or not the parameter Na is larger
than the partition count Nz. When the parameter Na is
larger than the partition count Nz (Yes in the Operation
OP38), the process proceeds to an operation OP39.
When the parameter Na is equal to or less than the par-
tition count Nz (No in the Operation OP38), the process
proceeds to the Operation OP11 and continues to per-
form process Operation OP in the Operation OP11 and
beyond.

[0146] [Operation OP39] The migration control section
130 initializes the copy management table 131. Then,
the process proceeds to an operation OP40.

[0147] [Operation OP40] The migration control section
130 notifies the virtual disk management section 120 of
acompletion of the instruction to add at least one physical
disk or the instruction to remove at least one physical
disk. Then, the data migration process ends.

[0148] Next, an example of the data migration process
is described along the Operation OP of the flowcharts
illustrated in FIGs. 10-12. In the example, it is assumed
that a single unit of a physical disk 304 (capacity: 3 GB)
is added to the storage pool AQ illustrated in FIG. 4.
[0149] The migration control section 130 receives an
instruction to add a physical disk.

[0150] Next, the migration control section 130 refers
to the storage pool configuration information table 111,
and obtains the current number of physical disks "No =3".
[0151] Next, since thisis the addition of a physical disk,
the migration control section 130 obtains the number of
the at least one physical disks to be added, "N+ = 1", and
updates the storage pool configuration information table
111.

[0152] FIG. 13is adiagramillustrating the storage pool
configuration information table 111 thus updated.
[0153] The storage pool configuration information ta-
ble 111 illustrated in FIG. 3 indicates that the physical
disk ID of the physical disk 304 to be added is four, and
the entire capacity of 3 GB of the physical disk 304 is
allocated to extents.

[0154] Next, the migration control section 130 obtains
the number of the physical disks that configure the
post-reconfiguration virtual disk, "Nn = No + (N+) = 4".
[0155] Next, the migration control section 130 refers
to the virtual disk configuration information table 121, and
obtains the extent count for extents which are currently
in use by the virtual disk V1, "Nte = 10".

[0156] Next, the migration control section 130 divides
the extent count for the extents currently in use, "Nte =
10", by the number of the physical disks that configure
the post-reconfiguration virtual disk, "Nn = 4". The parti-
tion count "Nz = 3" is obtained by rounding up to the
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whole number.

[0157] FIG. 14 illustrates an example of the virtual disk
configuration information table 121 that is partitioned.
[0158] The first partition includes the virtual disk con-
figuration IDs = 0-3; the second partition includes the
virtual disk configuration IDs = 4-7; and the third partition
includes the virtual disk configuration IDs = 8, 9.

[0159] First, the migration control section 130 performs
the following process by setting the first partition as the
selected partition.

[0160] Next, the migration control section 130 secures
spaces for generating the copy management table 131
and the extent management table 132 in the RAM 212.
Then, the copy management table 131 and the extent
management table 132 for the first partition, both of which
are initialized, are generated in the spaces thus secured.
The copy management table 131 and the extent man-
agement table 132 thus generated in the example are
identical to the copy management table 131 and the ex-
tent management table 132 illustrated in FIG. 8 and FIG.
9.

[0161] Next, the migration control section 130 obtains
the extent counts of their respective physical disks 301,
302, 303, 304 in the first partition by counting the number
of the physical disk IDs of the storage pool configuration
information table 111, which correspond to the first par-
tition of the virtual disk configuration information table
121. Then, the migration control section 130 stores the
extent counts thus obtained in the extent management
table 132.

[0162] FIGs. 15A and 15B are diagrams illustrating the
extentmanagement table 132 of the first partition accord-
ing to the embodiment.

[0163] FIG. 15A illustrates the extent management ta-
ble 132 before the extent migration.

[0164] Next,since the instruction indicates the addition
of the physical disk, the migration control section 130
refers to the column of extent counts of the extent man-
agement table 132 illustrated in FIG. 15A, and deter-
mines whether or not the extent count for the extents
included in a same physical disk is equal to or more than
two. In the example, the extent count for the physical disk
ID = 1 is two. Thus, the migration control section 130
refers to the bitmap 112, and determines whether or not
there is data in each of the extents corresponding to the
extent IDs = 0, 1 included in the physical disk 301 corre-
sponding to the physical disk ID = 1. In the example, the
bitmap 112 illustrated in FIG. 6 is used as a basis for the
determination. Referring to the bitmap 112 illustrated in
FIG. 6, data exists in the extent corresponding to the
extent ID = 1, namely, one of the extents. Thus, the mi-
gration control section 130 first processes the extent cor-
responding to the extent ID = 0. No data exists in the
extent corresponding to the extent ID = 0. Thus, the mi-
gration control section 130 refers to the copy count of the
copy management table 131. In the example, all the copy
counts are zero. Thus, the extent ID = 0 of the virtual disk
configuration information table 121 is replaced with the
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1"

extent ID = 11 of the physical disk 304. Since no data
exists in the extent corresponding to the extent ID = 0,
the replacement of the extents is performed in this proc-
ess step.

[0165] FIG. 15B is a diagram illustrating the extent
management table 132 that is updated.

[0166] Next, the migration control section 130 refers
to the column of extent counts of the extent management
table 132, and determines whether or not the extent count
for the extents included in a same physical disk is equal
to or more than two. Since there is no physical disk the
extent count of which is equal to or more than two, the
migration control section 130 initializes the extent man-
agement table 132.

[0167] Next, the migration control section 130 sequen-
tially takes the second partition and the third partition as
the target partition to perform process Operation OP sim-
ilar to those performed in the case with the first partition.
Upon completing the process Operation OP for the third
partition, the migration control section 130 initializes the
copy management table 131. Next, the migration control
section 130 notifies the virtual disk management section
120 of a completion of the instruction to add a physical
disk. The virtual disk management section 120 performs
controlling of disk accesses to the virtual disk generated
after the data migration process, by using the virtual disk
configuration information table 121 that is updated.
[0168] FIG. 16is adiagram illustrating a process result
according to the embodiment.

[0169] In the first partition of the virtual disk V1, there
are the extents corresponding to the extent IDs =0, 1,
which are included in the physical disk 301. In the first
partition of the virtual disk V2 illustrating a result of per-
forming the data migration process on the virtual disk V1,
the extent corresponding to the extent ID = 1 included in
the physical disk 301 is replaced by the extent corre-
sponding to the extent ID = 11 included in the physical
disk 304. Furthermore, in the second partition of the vir-
tual disk V1, there are the extents corresponding to the
extent IDs =5, 6, which are included in the physical disk
302. In response to this virtual disk V1, in the second
partition of the virtual disk V2, the extent corresponding
to the extent ID = 6 included in the physical disk 302 is
replaced by the extent corresponding to the extent ID =
12 included in the physical disk 304. Furthermore, in the
third partition of the virtual disk V1, there is no physical
disk in which the extent count of the same physical disk
is equal to or more than two. Thus, a configuration of the
extents in the third partition of the virtual disk V2 is iden-
tical to a configuration the extents in the third partition of
the virtual disk V1.

[0170] As described above, according to the storage
device 100, the migration control section 130 creates the
first partition, the second partition, and the third partition.
The first partition and the second partition each include
four extents, the number of which is equal to the number
of the physical disks 301, 302, 303, and 304, and the
third partition includes the remaining extents. Subse-
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quently, the extents included in the first to third partition
thus created are allocated to memory spaces of mutually
different physical disks, generating the virtual disk V2.
The CMs 201 and 202 may be able to reduce the possi-
bility of having an I/O access concentration at a certain
physical disk, compared to the virtual disk V1, by per-
forming I/O processes using the virtual disk V2. Further-
more, in the data migration process of the present em-
bodiment, some of the extents are replaced. Thus, the
data volume to be moved may be reduced, for example,
compared to the case where all data is copied.

[0171] The process Operation OP performed by the
CM 201 may be distributed to the CMs 201 and 202 for
distributed processing. For example, the CM 201 may
perform the data migration process and the CM 202 may
use its result for controlling disk accesses. The process
Operation OP performed by the storage device 100 may
be distributed to a plurality of devices for distributed
processing.

[0172] So farthe allocation device and the storage de-
vice are described based on the embodiments illustrated
in the drawings. However, the embodiments are not lim-
ited thereto, and the configuration of each section may
be replaced by any arbitrary configuration which per-
forms a similar function. Furthermore, the embodiments
may also be provided with any other additional configu-
ration elements or Operation OP.

[0173] Furthermore, of the foregoing embodiments,
any two or more configuration (characteristic) elements
may be combined to form another embodiment.

[0174] The foregoing process functions may be actu-
alized by a computer. In that case, a program that de-
scribes process details of the functions included in the
controller 2 and the CMs 201, 202 may be provided and
stored in the RAM 212 or the like. Executing the program
by the computer enables to actualize the foregoing proc-
ess functions on the computer. The program that de-
scribes the process details may be recorded in a com-
puter-readable recording medium. The computer-read-
able recording medium may include a magnetic memory
device, an optical disc, a magneto-optical recording me-
dium, a semiconductor memory, or the like. The magnetic
memory device may include a Hard Disk Drive (HDD), a
Flexible Disk (FD), a magnetic tape, or the like. The op-
tical disc may include a DVD, a DVD-RAM, a CD-
ROM/RW, or the like. The magneto-optical recording me-
dium may include a Magneto-Optical disk (MO) or the
like.

[0175] In marketing of the program, for example, port-
able recording media such as DVDs, CD-ROMs, in which
the program is recorded, may be marketed. The program
may be stored in a memory device of a server computer,
and transferred to other computers from the server com-
puter through a network.

[0176] A computer that executes a program may, for
example, stores the program recorded in a portable re-
cording medium or transferred from a server computer
in its own memory device. The computer may read the
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program from its own memory device, and performs proc-
ess Operation OP according to the program. Alternative-
ly, the computer may directly read the program from the
portable recording medium, and performs process Op-
eration OP according to the program. The computer may
also sequentially perform process Operation OP accord-
ing to a program segment every time it receives such a
program segment transferred from a server computer
that is coupled to the computer through a network.
[0177] Furthermore, atleast part of the foregoing proc-
ess functions may alternatively be actualized by an elec-
tronic circuit such as a Digital Signal Processor (DSP),
an Application Specific Integrated Circuit (ASIC), a Pro-
grammable Logic Device (PLD), or the like.

Claims
1. An allocation device comprising:

a processor which determines an allocation of
partial memory spaces to physical memory
spaces included in each of N number of physical
memory devices when number of the physical
memory devices is changed, the physical mem-
ory space allocation determined based on one
or more sets of N partial memory spaces, each
partial memory space in a set of N partial mem-
ory spaces allocated to each of the N physical
memory devices.

2. The allocation device according to claim 1, wherein
when N is larger than existing number of physical
memory devices and a plurality of partial memory
spaces in a set of N partial memory spaces are al-
located to same physical memory device, the proc-
essor allocates one of the plurality of partial memory
spaces in the set of N partial memory spaces to a
physical memory space included in a physical mem-
ory device to be added.

3. The allocation device according to claim 2, wherein
the processor omits a data migration process when
no data exists in a partial memory space that is al-
located to the physical memory space included in
the physical memory device that is added.

4. The allocation device according to claim 1, wherein
when N is a smaller than existing number of physical
memory devices, the processor moves data stored
in a physical memory device to be removed to one
of partial memory spaces in the set of N partial mem-
ory spaces included in the plurality of partial memory
spaces of the N physical memory devices.

5. A method of causing a processor, comprising:

determing an allocation to physical memory



6.
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spaces included in each of N physical memory
devices when a number of the physical memory
devices is changed;

generating one or more sets of N partial memory
spaces, each partial memory space in a set of
N partial memory spaces allocated to each of
the N physical memory.

The allocation method according to claim 5, com-
prising:

when N is larger than existing number of phys-
ical memory devices and a plurality of partial
memory spaces in a set of N partial memory
spaces are allocated to same physical memory
device, allocating one of the plurality of partial
memory spaces in the set of N partial memory
spaces to a physical memory space included in
a physical memory device to be added.

The allocation method according to claim 6, com-
prising:

omitting a data migration process when no data
exists in the partial virtual memory space that is
allocated to a physical memory space included
in a physical memory device that is added.

The allocation method according to claim 5, com-
prising:

when N is a smaller than existing number of
physical memory devices, moving data stored
in a physical memory device to be removed to
one of partial memory spaces in the set of N
partial memory spaces included in the plurality
of partial memory spaces of the N physical mem-
ory devices.

A storage device comprising:

a plurality of physical memory devices; and
the processor according to claim 1.

The storage device according to claim 9, wherein
when N is larger than existing number of physical
memory devices and a plurality of partial memory
spaces in a set of N partial memory spaces are al-
located to same physical memory device, the proc-
essor allocates one of the plurality of partial memory
spaces in the set of N partial memory spaces to a
physical memory space included in a physical mem-
ory device to be added.

The storage device according to claim 10, wherein
the processor omits a data migration process when
no data exists in a partial memory space that is al-
located to the physical memory space included in
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12.
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the physical memory device that is added.

The storage device according to claim 9, wherein
when N is a smaller than existing number of physical
memory devices, the processor moves data stored
in a physical memory device to be removed to one
of partial memory spaces in the set of N partial mem-
ory spaces included in the plurality of partial memory
spaces of the N physical memory devices.
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