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(54) Systems and methods for determining head related transfer functions

(57) A method for determining HRTF includes obtain-
ing a plurality of reference images of different respective
ears, one or more of the reference images associated
with a corresponding pre-determined HRTF information,
obtaining information regarding an input image that in-

cludes an image of an ear of a subject, comparing the
information regarding the input image with information
regarding the reference images using a processor, and
selecting one of the pre-determined HRTF information
based at least in part on a result of the act of comparing.
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Description

[0001] This application relates generally to spatial
hearing, and more specifically, systems and methods for
determining head related transfer functions (HRTFs).
[0002] Spatial hearing involves measuring HRTFs of
the subject being fitted. Determining HRTFs is a difficult
task, and existing techniques for determining HRTFs are
very time consuming, expensive, and cumbersome.
HRTFs are typically measured in an anechoic chamber
as the transfer function from a sound source positioned
at different horizontal and vertical angels from the subject
to small microphones positioned close to the subject’s
eardrums. Many measurement positions are obtained in
order to get an accurate HRTF measurement.
[0003] Applicant of the subject application determines
that new systems and methods for determining HRTF
would be desirable.
[0004] In accordance with some embodiments, a
method for determining HRTF includes obtaining a plu-
rality of reference images of different respective ears,
one or more of the reference images associated with a
corresponding pre-determined HRTF information, ob-
taining information regarding an input image that includes
an image of an ear of a subject, comparing the informa-
tion regarding the input image with information regarding
the reference images using a processor, and selecting
one of the pre-determined HRTF information based at
least in part on a result of the act of comparing.
[0005] In one or more embodiments, at least one of
the reference images may include an image of an ear,
an image of a head, and an image of at least a part of a
torso.
[0006] In one or more embodiments, the reference im-
ages may include different pairs of front and side refer-
ence images, each of the pairs being associated with a
corresponding pre-determined HRTF information.
[0007] In one or more embodiments, the information
regarding the input image may comprise image data for
the input image.
[0008] In one or more embodiments, the information
regarding the input image may comprise information ex-
tracted from the input image.
[0009] In one or more embodiments, the information
extracted from the input image may comprise head size,
head shape, torso size, torso shape, cavum concha
height, cymba concha height, cavum concha width, fossa
height, pinna height, pinna width, intertragal incisure
width, cavum concha depth, or any combination thereof.
[0010] In one or more embodiments, the HRTF infor-
mation may comprise one or more filter coefficients for
a hearing aid.
[0011] In one or more embodiments, the act of com-
paring may comprise comparing the input image with the
reference images to obtain different respective results
representing different respective degrees of match, and
the act of selecting the one of the pre-determined HRTF
information may comprise selecting the HRTF informa-

tion that corresponds with the one of the reference im-
ages providing the result representing the highest degree
of match.
[0012] In one or more embodiments, the act of obtain-
ing the plurality of reference images may be accom-
plished by accessing a database that stores the plurality
of reference images.
[0013] In one or more embodiments, the act of obtain-
ing the information regarding the input image may be
performed by receiving the information regarding the in-
put image through the Internet.
[0014] In one or more embodiments, the method may
further include transmitting data regarding the selected
pre-determined HRTF information to a device that is in
communication with the processor.
[0015] In one or more embodiments, the method may
further include using the selected pre-determined HRTF
information to configure a hearing aid.
[0016] In accordance with other embodiments, a de-
vice for determining HRTF include a processor config-
ured for obtaining a plurality of reference images of dif-
ferent respective ears, one or more of the reference im-
ages associated with a corresponding pre-determined
HRTF information, obtaining information regarding an in-
put image that includes an image of an ear of a subject,
comparing the information regarding the input image with
information regarding the reference images, and select-
ing one of the pre-determined HRTF information based
at least in part on a result of the act of comparing.
[0017] In one or more embodiments, at least one of
the reference images may include an image of an ear,
an image of a head, and an image of at least a part of a
torso.
[0018] In one or more embodiments, the reference im-
ages may include different pairs of front and side refer-
ence images, each of the pairs being associated with a
corresponding pre-determined HRTF information.
[0019] In one or more embodiments, the information
regarding the input image may comprise image data for
the input image.
[0020] In one or more embodiments, the information
regarding the input image may comprise information ex-
tracted from the input image.
[0021] In one or more embodiments, the information
extracted from the input image may comprise head size,
head shape, torso size, torso shape, cavum concha
height, cymba concha height, cavum concha width, fossa
height, pinna height, pinna width, intertragal incisure
width, cavum concha depth, or any combination thereof.
[0022] In one or more embodiments, the HRTF infor-
mation may comprise one or more filter coefficients for
a hearing aid.
[0023] In one or more embodiments, the processor
may be configured to perform the act of comparing by
comparing the input image with the reference images to
obtain different respective results representing different
respective degrees of match, and wherein the processor
may be configured to perform the act of selecting the one
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of the pre-determined HRTF information by selecting the
HRTF information that corresponds with the one of the
reference images providing the result representing the
highest degree of match.
[0024] In one or more embodiments, the processor
may be configured to perform the act of obtaining the
plurality of reference images by accessing a database
that stores the plurality of reference images.
[0025] In one or more embodiments, the processor
may be configured to perform the act of obtaining the
information regarding the input image by receiving the
information regarding the input image through the Inter-
net.
[0026] In one or more embodiments, the processor
may be further configured for generating a signal to cause
data regarding the selected pre-determined HRTF infor-
mation to be transmitted to a device that is in communi-
cation with the processor.
[0027] In one or more embodiments, the selected
pre-determined HRTF information may be for configuring
a hearing aid.
[0028] In accordance with other embodiments, a ma-
chine readable non-transitory medium stores a set of in-
structions, an execution of which causes a method to be
performed, the method comprising obtaining a plurality
of reference images of different respective ears, one or
more of the reference images associated with a corre-
sponding pre-determined HRTF information, obtaining
information regarding an input image that includes an
image of an ear of a subject, comparing the information
regarding the input image with information regarding the
reference images, and selecting one of the pre-deter-
mined HRTF information based at least in part on a result
of the act of comparing.
[0029] In accordance with other embodiments, a meth-
od for determining HRTF includes obtaining an input im-
age of an ear of a subject, transmitting information re-
garding the input image to a device for comparing the
information regarding the input image with information
regarding a plurality of reference images of different re-
spective ears, one or more of the reference images as-
sociated with a pre-determined HRTF information, and
receiving, from the device, data regarding one of the
HRTF information that is selected based at least in part
on a result of the act of comparing.
[0030] In one or more embodiments, the input image
may include an image of an ear, an image of a head, and
an image of at least a part of a torso.
[0031] In one or more embodiments, the reference im-
ages may include different pairs of front and side refer-
ence images, each of the pairs being associated with a
corresponding pre-determined HRTF information.
[0032] In one or more embodiments, the information
regarding the input image may comprise image data for
the input image.
[0033] In one or more embodiments, the information
regarding the input image may comprise information ex-
tracted from the input image.

[0034] In one or more embodiments, the information
extracted from the input image may comprise head size,
head shape, torso size, torso shape, cavum concha
height, cymba concha height, cavum concha width, fossa
height, pinna height, pinna width, intertragal incisure
width, cavum concha depth, or any combination thereof.
[0035] In one or more embodiments, the HRTF infor-
mation may comprise one or more filter coefficients for
a hearing aid.
[0036] In one or more embodiments, the selected
HRTF information may be for configuring a hearing aid.
[0037] In one or more embodiments, the device may
comprise a non-transitory medium that stores the plural-
ity of reference images.
[0038] In one or more embodiments, the act of obtain-
ing the input image may be performed by receiving the
input image through a port at a device.
[0039] In accordance with other embodiments, a de-
vice for determining HRTF includes a processor config-
ured for obtaining an input image of an ear of a subject,
transmitting information regarding the input image to a
device for comparing the information regarding the input
image with information regarding a plurality of reference
images of different respective ears, one or more of the
reference images associated with a pre-determined
HRTF information, and receiving, from the device, data
regarding one of the HRTF information that is selected
based at least in part on a result of the act of comparing.
[0040] In one or more embodiments, the input image
may include an image of an ear, an image of a head, and
an image of at least a part of a torso.
[0041] In one or more embodiments, the reference im-
ages may include different pairs of front and side refer-
ence images, each of the pairs being associated with a
corresponding pre-determined HRTF information.
[0042] In one or more embodiments, the information
regarding the input image may comprise image data for
the input image.
[0043] In one or more embodiments, the information
regarding the input image may comprise information ex-
tracted from the input image.
[0044] In one or more embodiments, the information
extracted from the input image may comprise head size,
head shape, torso size, torso shape, cavum concha
height, cymba concha height, cavum concha width, fossa
height, pinna height, pinna width, intertragal incisure
width, cavum concha depth, or any combination thereof.
[0045] In one or more embodiments, the HRTF infor-
mation may comprise one or more filter coefficients for
a hearing aid.
[0046] In one or more embodiments, the selected
HRTF information may be for configuring a hearing aid.
[0047] In one or more embodiments, the device may
comprise a non-transitory medium that stores the plural-
ity of reference images.
[0048] In one or more embodiments, the processor
may be configured to perform the act of obtaining the
input image by receiving the input image through a port
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at a device.
[0049] In accordance with other embodiments, a ma-
chine readable non-transitory medium stores a set of in-
structions, an execution of which causes a method to be
performed, the method comprising obtaining an input im-
age of an ear of a subject, transmitting information re-
garding the input image to a device for comparing the
information regarding the input image with information
regarding a plurality of reference images of different re-
spective ears, one or more of the reference images as-
sociated with a pre-determined HRTF information, and
receiving, from the device, data regarding one of the
HRTF information that is selected based at least in part
on a result of the act of comparing.
[0050] Other and further aspects and features will be
evident from reading the following detailed description of
the embodiments.
[0051] The drawings illustrate the design and utility of
embodiments, in which similar elements are referred to
by common reference numerals. These drawings are not
necessarily drawn to scale. In order to better appreciate
how the above-recited and other advantages and objects
are obtained, a more particular description of the embod-
iments will be rendered, which are illustrated in the ac-
companying drawings.
[0052] These drawings depict only typical embodi-
ments and are not therefore to be considered limiting of
its scope.

FIG. 1 illustrates a system for determining HRTF in
accordance with some embodiments;

FIG. 2 illustrates a method for determining HRTF in
accordance with some embodiments;

FIG. 3 illustrates an example of an input image of an
ear of a subject in accordance with some embodi-
ments;

FIG. 4 illustrates examples of reference images of
different respective ears in accordance with some
embodiments; and

FIG. 5 illustrates an example of a computer system
that may be used to implement embodiments de-
scribed herein.

[0053] Various embodiments are described hereinaf-
ter with reference to the figures. It should be noted that
the figures are not drawn to scale and that elements of
similar structures or functions are represented by like ref-
erence numerals throughout the figures. It should also
be noted that the figures are only intended to facilitate
the description of the embodiments. They are not intend-
ed as an exhaustive description of the invention or as a
limitation on the scope of the invention. In addition, an
illustrated embodiment needs not have all the aspects or
advantages shown. An aspect or an advantage de-

scribed in conjunction with a particular embodiment is
not necessarily limited to that embodiment and can be
practiced in any other embodiments even if not so illus-
trated.
[0054] FIG. 1 illustrates a system 10 for determining
HRTF in accordance with some embodiments. The sys-
tem 10 includes a first device 12 and a second device 14
that is in communication with the first device 12. The first
device 12 includes a processor 16, and the second device
14 also includes a processor 18. As used in this specifi-
cation, the term "processor" may refer to one or more
processing units, such as one or more processors. The
first device 12 is configured (e.g., built and/or pro-
grammed) for obtaining an input image 20 of an ear of a
subject, and transmitting the input image 20 to the second
device 14. The second device 14 is configured to receive
the input image 20, and process the input image 20 to
determine HRTF for the subject’s ear. Although one first
device 12 is shown in the illustrated embodiments, in
other embodiments, there may be a plurality of devices
12 that are communicatively coupled to the second de-
vice 14.
[0055] The first device 12 may be different types of
devices in different embodiments. In some embodi-
ments, the first device 12 may be a handheld communi-
cation device that has a camera, such as a phone (e.g.,
a smart phone, an iPhone), a blackberry, or iPad. In other
embodiments, the first device 12 may be a computer
(such as a desktop, a laptop, a notebook, etc.). In such
cases, the computer itself may be used to capture an
image of the subject’s ear as the input image if the com-
puter has a camera. Alternatively, a digital camera may
be used to capture an image of the subject’ ear, and the
image file may then be uploaded to the computer through
an input port at the computer. In further embodiments,
the first device 12 may be a fitting device, or any of other
types of devices, that is proprietary and/or custom-made.
[0056] The second device 14 may also be different
types of devices in different embodiments. In some em-
bodiments, the second device 14 may be a computer
(such as a desktop, a laptop, etc.), or a plurality of com-
puters. In other embodiments, the second device 14 may
be implemented as a database system. In other embod-
iments, the second device 14 may be any types of device,
as long as it is capable of receiving data and processing
data. Also, in one or more embodiments, the second de-
vice 14 may have a non-transitory medium associated
therewith for storing data. The non-transitory medium
may be located in the second device 14, or may be com-
municatively coupled to the second device 14.
[0057] The communication link 28 between the first de-
vice 12 and the second device may be implemented using
different techniques in different embodiments. In some
embodiments, the communication link 28 may be a wire
or a cable that is coupled between the first device 12 and
the second device 14. In other embodiments, the com-
munication link 28 may be a wireless communication link.
Also, in some embodiments, information may be trans-
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mitted between the first device 12 and the second device
14 via the Internet. In further embodiments, information
may be transmitted between the first device 12 and the
second device 14 using a removable storage device,
such as a memory card, a USB memory stick, etc.
[0058] FIG. 2 illustrates a method 200 for determining
HRTF using the system 10 of FIG. 1 in accordance with
some embodiments. As used in this specification, the
term "HRTF" or similar terms (such as HRTFs, HRTF
information, head related transfer function, etc.) may re-
fer to head related transfer function(s) itself, or it may
refer to information related to HRTF(s), such as one or
more parameters or one or move values that are used
to represent HRTF(s), any information that is derivable
from HRTF, any information that is based at least in part
on HRTF, or any information that is associated with
HRTF. By means of non-limiting examples, HRTF infor-
mation may include one or more sets of filter coefficients
for one or more input sources in a hearing instrument for
restoring spatial sound cues, or may include any infor-
mation that is used to represent or derive the one or more
sets of filter coefficients. Also, in other examples, HRTF
information may include filter(s) representing acoustic
transfer functions that model transformations generated
by a torso, head, and auricle of a listener on signal orig-
inating from a sound source, or any information that is
used to represent or derive such filter(s). In addition, a
sound source position may have an associated pair of
HRTFs (a first HRTF for a right ear, and a second HRTF
for a second ear). Thus, as used in this specification,
"HRTF" or similar terms (such as HRTFs, HRTF infor-
mation, head related transfer function, etc.) may refer to
HRTF information for a right ear, for a left ear, or for both
the right and left ears. Furthermore, in some embodi-
ments, HRTF may be represented by a function that de-
pends on a frequency of sound, and/or a position of the
sound source (e.g., angle θ representing azimuth, and
angle ϕ representing elevation of the sound source with
respect to the listener). Thus, in other examples, the term
"HRTF" or similar terms may refer to any of these param-
eters.
[0059] In some embodiments, the method 200 may be
performed when a user is attempting to determine a
HRTF of a subject, such as during a spatial hearing pro-
cedure. In other embodiments, the method 200 may be
performed in other contexts or situations.
[0060] First, a user of the first device 12 may use the
first device 12 to obtain an input image 20 of an ear of
the subject (Item 202). In some embodiments, the first
device 12 may be a handheld communication device,
such as a phone (e.g., a smart phone, an iPhone), a
blackberry, or iPad, etc. In such cases, the user may use
the first device 12 to take a picture of the subject’s ear.
The picture is then stored in a non-transitory medium in
the first device 12 as the input image 20. In other em-
bodiments, the user may use a camera to take a picture
of the subject’s ear. The camera may be part of a com-
puter, or may be communicatively coupled to a computer.

In further embodiments, the user may use a separate
handheld camera to take a picture of the subject’s ear,
and the picture file from a media storage device inside
the camera may then be transferred (e.g., uploaded) to
the first device 12, such as a computer, a handheld com-
munication device, or any of other devices that has com-
munication capability. In the above examples, the act of
obtaining the input image 20 may be considered as being
performed by the first device 12 (e.g., the processor 16),
which obtains the input image 20 by generating it, or by
receiving it.
[0061] FIG. 3 illustrates an example of an input image
20 for an ear of a subject. As shown in the figure, the
input image 20 of the ear 270 may include the lobule 272,
antitragus 274, cavum concha 276, cymba concha 278,
scaphoid fossa 280, helix 282, antihelix 284, triangular
fossa 286, crus helias 288, tragus 290, and the intertragal
incisures 292. In other embodiments, the input image 20
may not include all of the above features, and may include
only a subset of the above features instead.
[0062] Next, the first device 12 transmits the input im-
age 20 to the second device 14 for comparing the input
image 20 with a plurality of reference images of different
respective ears (Item 204). As used in this specification,
the term "reference images" or similar terms (such as
"plurality of reference images") may refer to a complete
set of all available reference images, or alternatively, may
refer to a subset of all available reference images. In
some embodiments, the act of transmitting may involve
the processor 16 generating a control signal to cause the
first device 12 to wirelessly transmit the input image 20
to the second device 14. In other embodiments, the act
of transmitting may involve the processor 16 generating
a control signal to cause the first device 12 to transmit
the input image 20 to the second device 14 using a wire
or a cable. Also, in one or more embodiments, the input
image 20 may be transmitted from the first device 12 to
the second device 14 through the Internet.
[0063] As shown in FIG. 2, after the input image 20 is
transmitted to the second device 14, the second device
14 performs a method 250. First, the second device 14
obtains the input image 20 (Item 252). Such may be ac-
complished by the second device 14 (e.g., the processor
18 of the second device 14) receiving the input image 20
from the first device 12 in some embodiments.
[0064] Next, the second device 14 obtains reference
images of different respective ears (Item 254). In some
embodiments, such may be accomplished by the proc-
essor 18 of the second device 14 accessing a non-tran-
sitory medium that stores the reference images. In other
embodiments, the act of obtaining reference images may
be accomplished by the second device 14 (e.g., the proc-
essor 18 of the second device 14) receiving the reference
images from another device (such as, from a computer,
an external hard drive, a database, etc.).
[0065] In the illustrated embodiments, the reference
images are stored in a non-transitory medium that is as-
sociated with the second device 14. The non-transitory
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medium may be inside the second device 14, or may be
a storage device that is communicatively coupled to the
second device 14. In either case, the non-transitory me-
dium may be considered to be a part of the second device
14. FIG. 4 illustrates examples of reference images 300a-
300i that may be stored at the second device 14. As used
in this specification, information that is "stored at" a de-
vice may refer to information that is physically located at
the device, or may refer to information that may be ac-
cessed by the device. Thus, the term "store at" should
not be limited to information that is physically stored at a
device. Although nine reference images 300 are shown
in the figure, in other examples, there may be more than
nine reference images 300, or fewer than nine reference
images 300. As shown in the figure, each of the reference
images 300 includes a picture of an ear. The features of
the ears are different in different respective reference
images 300. For example, the lobule, antitragus, cavum
concha, cymba concha, scaphoid fossa, helix, antihelix,
triangular fossa, crus helias, tragus, or any combination
of the foregoing, may have size and/or shape that is dif-
ferent between two or more of the reference images 300.
[0066] In some embodiments, the reference images
300 stored at the second device 14 are collected over
time from different fitting procedures of different subjects.
Thus, as time progresses, the number of reference im-
ages 300 at the second device 14 may increase. In one
implementation, the second device 14 may be accessed
by different users (e.g., different operators at different
fitting centres, hospitals, doctors’ offices, etc.), who will
upload the reference images 300, along with their corre-
sponding HRTF information (e.g., filter coefficients, etc.),
to the second device 14. For example, after a user has
performed a session to determine HRTF (e.g., using tra-
ditional techniques) for a particular subject, the user may
take a picture of the subject’s ear(s), and transmit the
picture along with the determined HRTF to the second
device 14. Over time, the number of reference images
300 and their corresponding HRTFs transmitted to, and
stored at, the second device 14 will increase, thereby
providing a database with an extensive amount of knowl-
edge regarding different HRTFs for different ear config-
urations. Also, in some embodiments, one or more of the
reference images 300 may be an image of a model ear.
In further embodiments, each reference image 300 may
include an image of a head and an image of at least a
part of a torso.
[0067] In the illustrated embodiments, each of the ref-
erence images 300 is associated with pre-determined
HRTF. For example, in some embodiments, a reference
image 300 may have one or more parameters for a HRTF
that is associated with the image 300. For a given refer-
ence image 300, the HRTF associated with the reference
image 300 was previously obtained for the ear shown in
the reference image 300. Thus, the HRTF associated
with the reference image 300 is "pre-determined". In
some embodiments, the HRTF information may be
stored at the second device 14 as part of the image file

for the reference image 300. In other embodiments, the
HRTF information may be stored at the second device
14 as separate files from the image files of the reference
images 300. In such cases, the second device 14 may
also store meta data (e.g., pointers) for associating the
HRTF information with respective reference images 300.
Also, in some embodiments, the pre-determined HRTF
for each reference image 300 may have multiple param-
eters that are stored in table form, with the file name of
the reference image 300 being the index in the table. In
such cases, the parameters of the HRTF may be re-
trieved from the table by referencing the index (e.g., the
file name of the corresponding reference image 300) at
the table. Other techniques for associating the reference
images 300 with their corresponding HRTF information
may be used in other embodiments.
[0068] Returning to FIG. 2, next, the processor 18 of
the second device 14 then compares the input image 20
with the reference images 300 (Item 256). In some em-
bodiments, before the comparison between the input im-
age 20 and the reference images 300 is performed, the
input image and/or the reference images 300 may op-
tionally be pre-processed. For example, in some embod-
iments, the processor 16 of the first device 12 and/or the
processor 18 of the second device 14 may be configured
to perform image processing to filter out noise in the input
image 20, scaling the input image 20 so that the image
of the ear has a certain height and width, adjusting a
grey-scale of the input image 20, or a combination of the
foregoing. Similarly, in some embodiments, the proces-
sor 18 of the second device 14 may be configured to
perform image processing to filter out noise in the refer-
ence images 300, scaling the reference images 300 so
that the respective images of the ears have a certain
height and width, adjusting a grey-scale of the reference
images 300, or a combination of the foregoing. In some
embodiments, the pre-processing of the reference imag-
es 300 may be performed when the reference images
300 are being stored at the second device 14. In other
embodiments, the pre-processing of the reference imag-
es 300 may be performed during a process to determine
HRTF. In such cases, the pre-processing of the reference
images 300 may be performed in response to the proc-
essor 18 receiving an input image 20 from the first device
12.
[0069] Various techniques may be employed to com-
pare the input image 20 and a reference image 300. In
some embodiments, a degree of match may be deter-
mined between the input image 20 and each of the ref-
erence images 300. The processor 18 of the second de-
vice 14 then selects the reference image 300 that pro-
vides the highest degree of match as the matching image.
In some embodiments, a cross-correlation value (which
may be considered an example of a degree of match)
may be computed using the input image 20 and each of
the reference images 300. The processor 18 of the sec-
ond device 14 then selects the reference image 300 that
provides the highest cross-correlation value as the
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matching image.
[0070] Also, in some embodiments, a pattern matching
technique may be used to determine how well the input
image 20 matches a given reference image 300. Any of
the pattern matching techniques known in the art may be
used in different embodiments.
[0071] In further embodiments, different image
processing techniques may be employed to efficiently
search for a best match between the input image 20 and
one of the reference images 300. For example, in some
embodiments, the input image 20 may be processed to
obtain an exterior profile (or outline) of the subject’s ear.
The exterior profile of the input image is then compared
with exterior profiles of different respective reference im-
ages 300 to find a subset of reference images 300 that
match the exterior profile of the subject’s ear. The input
image 20 is then compared with the subset of reference
images 300 (now considering the features within the out-
line of the ear) to determine a reference image 300 that
best matches the input image 20.
[0072] In still further embodiments, deformation regis-
tration may be used to determine a reference image 300
that best matches the input image 20. Deformable image
registration is a process or technique in which points in
a first image of a first object are associated with corre-
sponding points in a second image of a second object,
wherein the first and second objects may have the same
or different sizes and/or shapes. In some embodiments,
a deformation registration between two images may be
represented by a matrix of vectors that maps points at a
first image to points at a second image. When comparing
the input image 20 with the reference images 300, the
processor 18 of the second device 14 may calculate ma-
trices representing deformation registration between the
input image 20 and respective ones of the reference im-
ages 300. Each of the matrices may then be used to
compute a score that represents a degree of match be-
tween the input image 20 and a corresponding one of
the reference images 300. In some embodiments, the
score may be computed on the basis that a matrix with
more vectors having non-zero values and/or vectors hav-
ing higher non-zero values will have a relatively lower
score. This is because more vectors mean that more
points in one image need to be "moved" in order to reach
the positions of the corresponding points in another im-
age, and because a higher vector value means that the
a point in one image needs to be moved further in order
to reach the position of the corresponding point in another
image.
[0073] In further embodiments, variants of Principal
Component Analysis (PCA) may be applied to the refer-
ence images 300 and used for classifying the input image
20.
[0074] After a reference image 300 has been deter-
mined to be the best match with the input image 20, the
processor 18 of the second device 14 then obtains the
HRTF that is associated with the matching reference im-
age 300 (Item 258). In the illustrated embodiments, the

second device 14 is configured to obtain the HRTF by
selecting (e.g., retrieving) the HRTF information that is
associated with the best matching reference image 300.
In some cases, since each reference image 300 is stored
at the second device 14 in a way that is associated with
its corresponding HRTF information, the act of obtaining
HRTF by the processor 18 of the second device 14 may
be considered performed when the processor 18 of the
second device 14 has determined (e.g., selected) a best
matching reference image 300. In other embodiments,
the act of obtaining HRTF by the processor 18 of the
second device 14 may be considered performed when
the processor 18 accesses a non-transitory medium to
retrieve the stored corresponding HRTF.
[0075] By means of non-limiting examples, the HRTF
information that may be obtained by the processor 18
may include one or more sets of filter coefficients for one
or more input sources in a hearing instrument for restor-
ing spatial sound cues, or may include any information
that is used to represent or derive the one or more sets
of filter coefficients. Also, in other embodiments, the
HRTF information that may be obtained by the processor
18 may include filter configuration and coefficients for
different devices to be fitted (depending on form factor,
number of microphones, receiver type, etc).
[0076] In some embodiments, when selecting the ref-
erence image 300 that best matches the input image 20,
the processor 18 also considers other information, such
as head size of the subject, head shape of the subject,
torso size of the subject, torso shape of the subject, or
any combination thereof. For example, in some embod-
iments, when the first device 12 transmits the input image
20 to the second device 14, the first device 12 also trans-
mits head and torso information for the subject to the
second device 14. In such cases, each of the reference
images 300 stored at the second device 14 is also asso-
ciated with corresponding head and torso information.
During use, when the second device 14 compares the
input image 20 with the reference images 300, the second
device 14 also compares the head and torso information
for the subject with the corresponding head and torso
information that are associated with the respective ref-
erence images 300. In some embodiments, the proces-
sor 18 of the second device 14 selects the pre-deter-
mined HRTF information that is associated a correspond-
ing reference image 300 and corresponding head and
torso information providing the best match with the input
image 20 and the head and torso information for the sub-
ject.
[0077] After the processor 18 of the second device 14
has obtained the HRTF, the processor 18 then transmits
the HRTF information to the first device 12 (Item 260).
In some embodiments, the processor 18 of the second
device 14 may be configured to generate a signal to
cause the second device 14 to transmit the HRTF infor-
mation through a wireless network (e.g., through the In-
ternet). In other embodiments, the processor 18 of the
second device 14 may be configured to generate a signal
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to cause the second device 14 to transmit the HRTF in-
formation through a wire or a cable.
[0078] Returning to the method 200 in FIG. 2, the first
device 12 receives, from the second device 14, data re-
garding HRTFs that is obtained based on a result of the
act of comparing (Item 206). In some embodiments, the
received data regarding the HRTF may be stored in a
non-transitory medium that is associated with the first
device 12. Additionally, or alternatively, the received data
regarding the HRTF may be displayed on a screen (e.g.,
a screen at the first device 12) for presentation to the
user of the first device 12. In further embodiments, the
first device 12 may transmit the HRTF information for
incorporation into a hearing aid device that is for the sub-
ject. For example, if the HRTF information includes filter
coefficients for a hearing aid, the HRTF information may
be incorporated into such hearing aid (e.g., into a proc-
essor of the hearing aid).
[0079] In some embodiments, the selected HRTF for
the subject may have an associated reference image 300
that does not provide the best match with the input image
20. For example, in some cases, there may be two ref-
erence images 300 that provide close matches with the
input image 20, but neither one of which provides the
best match. In such cases, the HRTF for the first "match-
ing" reference image 300 may be selected by the second
device 14, and the HRTF for the second "matching" ref-
erence image 300 may be selected by the second device
14, and the second device 14 then determine HRTF
based on an interpolation between the two selected pre-
determined HRTFs.
[0080] As illustrated in the above embodiments, using
an image comparison technique to determine HRTF is
advantageous because it obviates the need to perform
complicated, cumbersome, and expensive procedures.
Also, the subject is not required to perform lengthy hear-
ing tests (which are currently required in order to obtain
HRTF for an individual). Thus, embodiments of the de-
vice and method for determining HRTF save time, re-
sources, and money.
[0081] In other embodiments, in addition to the ear, the
input image 20 may also include an image of the subject’s
head. In such cases, the reference images 300 may also
include corresponding images of different subjects’
heads. During use, the processor 16 of the first device
12, and/or the processor 18 of the second device 14, may
process the input image 20 to determine information that
is relevant for HRTF determination. For example, the
processor 16 and/or the processor 18 may perform image
processing to determine head size (e.g., width), head
shape, etc. The processor 18 may then select pre-deter-
mined HRTF (e.g., filter coefficients) that is stored at the
second device 14 based at least in part on the determined
head size and/or head shape. In one implementation, the
HRTF that is selected may be the HRTF that is associated
with a reference image 300 having head size and/or head
shape that best match the head size and/or head shape
in the input image 20, and having ear feature(s) that best

match the ear feature(s) in the input image 20.
[0082] In further embodiments, the input image 20 may
also include an image of the subject’s head, as well as
at least a part of the subject’s torso (e.g., the shoulders
of the subject). In such cases, the reference images 300
may also include corresponding images of different sub-
jects’ heads and their torsos. During use, the processor
16 of the first device 12, and/or the processor 18 of the
second device 14, may process the input image 20 to
determine information that is relevant for HRTF determi-
nation. For example, the processor 16 and/or the proc-
essor 18 may perform image processing to determine
head size (e.g., width), head shape, torso width, torso
depth, etc. The processor 18 may then select pre-deter-
mined HRTF (e.g., filter coefficients) that is stored at the
second device 14 based at least in part on the determined
head information and torso information. In one implemen-
tation, the HRTF that is selected may be the HRTF that
is associated with a reference image 300 having head
size and/or head shape that best match the head size
and/or head shape in the input image 20, having torso
size and/or torso shape that best match the torso size
and/or torso shape in the input image 20, and having ear
feature(s) that best match the ear feature(s) in the input
image 20.
[0083] In the above embodiments, pre-determined
HRTF information is selected by the processor 18 of the
second device 14 based on a comparison between the
input image 20 and the reference images 300. In other
embodiments, pre-determined HRTF information may be
selected by the processor 18 of the second device 14
based on a comparison between two input images 20
and two respective sets of reference images 300. For
example, in other embodiments, the device 12 may be
used to obtain two input images 20, with the first input
image 20 being a front view of a subject that includes the
head, ears, and at least part of the torso, and the second
input image 20 being a side view of the subject that in-
cludes the head, the ear, and at least part of the torso.
In such cases, two sets of reference images 300 are
stored at the second device 14, with the first set of ref-
erence images 300 being front images of different per-
sons, and the second set of reference images 300 being
side images of the different persons. Each front reference
image 300 may include image of a head, images of the
ears, and image of at least part of the torso, of a person.
Each side reference image 300 may include image of the
head, image of the ear, and image of at least part of the
torso, of the same corresponding person. Also, for each
pair of front reference image 300 and side reference im-
age 300 stored at the second device 14, there is corre-
sponding HRTF information stored at the second device
14. During use, the processor 18 of the second device
14 selects HRTF information based on a first comparison
of the front input image 20 with front reference images
300, and a second comparison of the side input image
20 with side reference images 300. In one implementa-
tion, the processor 18 selects the pre-determined HRTF
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information that is associated with the pair of front refer-
ence image 300 and side reference image 300 that best
matches the pair of front input image 20 and side input
image 20.
[0084] Also, in other embodiments, instead of compar-
ing input image 20 with the reference images 300, the
processor 18 of the second device 14 may be configured
to compare information extracted the input image 20 with
information extracted from the reference images 300,
and select the pre-determined HRTF information based
at least on a result of such comparison. For example, in
some embodiments, the processor 16 of the first device
12 and/or the processor 18 of the second device 14 may
be configured to perform image processing to extract cer-
tain information from the two input images 20 (front input
image 20 and side input image 20). By means of non-
limiting examples, information that may be extracted from
the input images 20 may include head size (width and/or
depth), head shape, torso size (width and/or depth), torso
shape, cavum concha height, cymba concha height, ca-
vum concha width, fossa height, pinna height, pinna
width, intertragal incisure width, cavum concha depth, or
any combination of the foregoing. Similarly, the proces-
sor 18 of the second device 12 may be configured to
perform image processing to extract certain information
from the reference images 300 (front reference images
300 and side reference images 300). By means of non-
limiting examples, information that may be extracted from
the reference images 300 may include head size (width
and/or depth), head shape, torso size (width and/or
depth), torso shape, cavum concha height, cymba con-
cha height, cavum concha width, fossa height, pinna
height, pinna width, intertragal incisure width, cavum con-
cha depth, or any combination of the foregoing. During
use, the processor 18 of the second device 14 selects
HRTF information based on a first comparison of the front
input image 20 with front reference images 300, and a
second comparison of the side input image 20 with side
reference images 300. In one implementation, the proc-
essor 18 selects the pre-determined HRTF information
that is associated with the reference images 300 (pair of
front and side reference images 300) providing informa-
tion that best matches the information extracted from the
pair of front input image 20 and side input image 20. It
should be noted that information extracted from the input
image 20 may be considered as an example of informa-
tion regarding the input image 20. In another example,
information regarding the input image 20 may be the input
image 20 itself, in which case, the information may com-
prise image data for the input image 20. Similarly, infor-
mation extracted from the reference image 300 may be
considered as an example of information regarding the
reference image 300. In another example, information
regarding the reference image 300 may be the reference
image 300 itself, in which case, the information may com-
prise image data for the reference image 300.
[0085] In one or more embodiments, the act of com-
paring input image 20 with reference image(s) 300 may

be performed based on classification technique. For ex-
ample, in some embodiments, pre-determined HRTF in-
formation may be classified based on the information ex-
tracted from the reference images 300, wherein such in-
formation may include head size (width and/or depth),
head shape, torso size (width and/or depth), torso shape,
cavum concha height, cymba concha height, cavum con-
cha width, fossa height, pinna height, pinna width, inter-
tragal incisure width, cavum concha depth, or any com-
bination of the foregoing. In some embodiments that in-
clude a pair of reference images 300 (front and side ref-
erence images 300) associated with corresponding
HRTF information, the HRTF information stored at the
second device 14 may be classified based on information
extracted from the pair of corresponding reference im-
ages 300. In such cases, during use, the processor 18
of the second device 14 may select one of the classified
HRTF information based on a comparison of the infor-
mation extracted front the input images 20 (front and side
input images 20 for the subject), and information extract-
ed from the reference images 300. In one implementa-
tion, the processor 18 selects one of the classified HRTF
information that is associated with the reference images
300 (pair of front and side reference images 300) provid-
ing information that best matches the information extract-
ed from the pair of front input image 20 and side input
image 20.
[0086] In some cases, there may be two sets of infor-
mation from two reference images 300 that provide a
close match with the information regarding the input im-
age 20. In such cases, the HRTF for the first "matching"
reference image information may be selected by the sec-
ond device 14, and the HRTF for the second "matching"
reference image information may be selected by the sec-
ond device 14, and the second device 14 then determine
HRTF based on an interpolation between the two select-
ed pre-determined HRTFs.
[0087] Also, in one or more embodiments, the proces-
sor 18 of the second device 14 may consider one or more
parameters related to an ear canal when selecting HRTF
information for the subject. For example, in some em-
bodiments, when the pre-determined HRTF information
is being stored at the second device 14, the second de-
vice 14 may also store feedback calibration measure-
ments (if available) at the non-transitory medium, and
the stored feedback calibration measurements may be
linked with the corresponding HRTF information and/or
the reference images 300. In one implementation, when
different subjects are fitted with a hearing instrument, the
feedback path from the receiver in the ear to the micro-
phones on the instrument may be measured, and the
measurement may provide a transfer function which may
be used to increase the maximum stable gain of the hear-
ing instrument by adaptive filtering. This transfer function
may be correlated to the HRTF information in the sense
that it embeds information on how sound changes when
travelling from the microphone positioned outside the ear
canal to the receiver inside the canal. During use, the
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processor 18 of the second device 14 selects HRTF in-
formation based on a comparison between information
regarding the input image 20 (or input images 20 if there
are front and side input images 20) and information re-
garding the reference images 300, and a comparison be-
tween feedback measurement for the subject and feed-
back measurements for the different subjects stored at
the second device. In one implementation, the processor
18 selects the pre-determined HRTF information that is
associated a best matching information from the refer-
ence image 300 (or pair of reference images 300 if there
are front and side reference images 300), and a best
matching corresponding feedback measurement.
[0088] In further embodiments, the selection of the
pre-determined HRTF by the second device 14 may be
performed without using any images. For example, in
other embodiments, feedback measurements for differ-
ent subjects may be stored at the second device 14, and
the corresponding HRTF information may also be stored
at the second device 14 in a way that are associated with
the corresponding feedback measurements. During use,
the processor 18 of the second device 14 obtains feed-
back measurement for the subject (e.g., by receiving
such information from the first device 12), and selects
HRTF information based on a comparison between the
feedback measurement for the subject and feedback
measurements for the different subjects stored at the
second device 14. In one implementation, the processor
18 selects the pre-determined HRTF information that is
associated with one of the pre-determined feedback
measurements that best matches with the feedback
measurement of the subject.
[0089] In the above embodiments, the system 10 has
been described with reference to involving the first device
12 and the second device 14. In other embodiments, the
system 10 may include only one device. For example, in
other embodiments, the second device 14 may include
a camera for capturing the input image 20 of an ear of
the subject. In such cases, the first device 12 and the
method 200 may not be required for obtaining HRTF.
Instead, the act 252 of obtaining the input image 20 is
performed by the second device 14 generating an input
image 20 of the ear of the subject using a camera. Alter-
natively, the second device 14 may obtain the input image
20 by receiving it through a port. For example, in some
embodiments, a user may take a picture of the subject’s
ear using a digital camera, and the picture is then up-
loaded to the second device 14 (e.g., through the USB
port, or through a media file input port). Also, in this em-
bodiment that does not involve the first device 12, the
second device 14 may not be required to perform the act
260 of transmitting the HRTF information. In some em-
bodiments, the obtained HRTF may be displayed at a
screen (e.g., a screen at the second device 14, or a
screen that is coupled to the second device 14).
[0090] In the above embodiments, the methods 200,
250 have been described with reference to comparing a
two dimensional input image 20 with two dimensional

reference images 300. In other embodiments, the input
image 20 may be a three dimensional image, and each
of the reference images 300 may be a three dimensional
reference image. In such cases, the first device 12 may
be used to obtain two or more two dimensional images
of a subject’s ear from different respective directions. The
two dimensional images may then be processed to re-
construct a three dimensional input image 20 of the sub-
ject’s ear. In some embodiments, the processor 16 of the
first device 12 may be configured to perform the image
processing to reconstruct the three dimensional input im-
age 20. In other embodiments, the processor 16 of the
first device 12 may be configured to generate signals to
cause the first device 12 to transmit the images to the
second device 14. The second device 14 then perform
the image processing on the images to reconstruct the
three dimensional input image 20. The same image
processing technique may be employed to generate each
of the three dimensional reference images 300 that are
stored at the second device 14 (e.g., at a non-transitory
medium that is in the second device 14, or that is coupled
to the second device 14). After the three dimensional
input image 20 of the subject’s ear has been obtained
(e.g., either by receiving it from the first device 12, or by
reconstructing it by the second device 14), the second
device 14 then compares the three dimensional input im-
age 20 with the three dimensional reference images 300.
Any of the techniques described previously may be sim-
ilarly applied to perform image comparison between the
images. The second device 14 then determines HRTF
based on a result of the act of comparing the three di-
mensional input image 20 with the three dimensional ref-
erence images 300, and transmits the HRTF information
to the first device 12.
[0091] Computer System Architecture
[0092] FIG. 5 is a block diagram that illustrates an em-
bodiment of a computer system 1200 upon which one or
more embodiments of the invention may be implement-
ed. Computer system 1200 includes a bus 1202 or other
communication mechanism for communicating informa-
tion, and a processor 1204 coupled with the bus 1202
for processing information. In some cases, the computer
system 1200 may be used to implement the first device
12. In other embodiments, the computer system 1200
may be used to implement the second device 14. In fur-
ther embodiments, there may be two computer systems
1200 for implementing the respective first device 12 and
the second device 14.
[0093] The computer system 1200 also includes a
main memory 1206, such as a random access memory
(RAM) or other dynamic storage device, coupled to the
bus 1202 for storing information and instructions to be
executed by the processor 1204. The main memory 1206
also may be used for storing temporary variables or other
intermediate information during execution of instructions
to be executed by the processor 1204. The computer
system 1200 further includes a read only memory (ROM)
1208 or other static storage device coupled to the bus
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1202 for storing static information and instructions for the
processor 1204. A data storage device 1210, such as a
magnetic disk or optical disk, is provided and coupled to
the bus 1202 for storing information and instructions.
[0094] The computer system 1200 may be coupled via
the bus 1202 to a display 1212, such as a cathode ray
tube (CRT), or a flat panel, for displaying information to
a user. An input device 1214, including alphanumeric and
other keys, is coupled to the bus 1202 for communicating
information and command selections to processor 1204.
Another type of user input device is cursor control 1216,
such as a mouse, a trackball, or cursor direction keys for
communicating direction information and command se-
lections to processor 1204 and for controlling cursor
movement on display 1212. This input device typically
has two degrees of freedom in two axes, a first axis (e.g.,
x) and a second axis (e.g., y), that allows the device to
specify positions in a plane.
[0095] The computer system 1200 may be used for
performing various functions (e.g., calculation) in accord-
ance with the embodiments described herein. According
to one embodiment, such use is provided by computer
system 1200 in response to processor 1204 executing
one or more sequences of one or more instructions con-
tained in the main memory 1206. Such instructions may
be read into the main memory 1206 from another com-
puter-readable medium, such as storage device 1210.
Execution of the sequences of instructions contained in
the main memory 1206 causes the processor 1204 to
perform the processing act(s) described herein. One or
more processors in a multi-processing arrangement may
also be employed to execute the sequences of instruc-
tions contained in the main memory 1206. In alternative
embodiments, hard-wired circuitry may be used in place
of or in combination with software instructions to imple-
ment the invention. Thus, embodiments described herein
are not limited to any specific combination of hardware
circuitry and software.
[0096] The term "computer-readable medium" as used
herein refers to any medium that participates in providing
instructions to the processor 1204 for execution. Such a
medium may take many forms, including but not limited
to, non-volatile media, volatile media, and transmission
media. Non-volatile media includes, for example, optical
or magnetic disks, such as the storage device 1210. A
non-volatile medium is an example of a non-transitory
medium. Volatile media includes dynamic memory, such
as the main memory 1206. A volatile medium is another
example of a non-transitory medium. Transmission me-
dia includes coaxial cables, copper wire and fibre optics,
including the wires that comprise the bus 1202. Trans-
mission media can also take the form of acoustic or light
waves, such as those generated during radio wave and
infrared data communications.
[0097] Common forms of computer-readable media in-
clude, for example, a floppy disk, a flexible disk, hard
disk, magnetic tape, or any other magnetic medium, a
CD-ROM, any other optical medium, punch cards, paper

tape, any other physical medium with patterns of holes,
a RAM, a PROM, and EPROM, a FLASH-EPROM, any
other memory chip or cartridge, a carrier wave as de-
scribed hereinafter, or any other medium from which a
computer can read.
[0098] Various forms of computer-readable media may
be involved in carrying one or more sequences of one or
more instructions to the processor 1204 for execution.
For example, the instructions may initially be carried on
a magnetic disk of a remote computer. The remote com-
puter can load the instructions into its dynamic memory
and send the instructions over a telephone line using a
modem. A modem local to the computer system 1200
can receive the data on the telephone line and use an
infrared transmitter to convert the data to an infrared sig-
nal. An infrared detector coupled to the bus 1202 can
receive the data carried in the infrared signal and place
the data on the bus 1202. The bus 1202 carries the data
to the main memory 1206, from which the processor 1204
retrieves and executes the instructions. The instructions
received by the main memory 1206 may optionally be
stored on the storage device 1210 either before or after
execution by the processor 1204.
[0099] The computer system 1200 also includes a
communication interface 1218 coupled to the bus 1202.
The communication interface 1218 provides a two-way
data communication coupling to a network link 1220 that
is connected to a local network 1222. For example, the
communication interface 1218 may be an integrated
services digital network (ISDN) card or a modem to pro-
vide a data communication connection to a correspond-
ing type of telephone line. As another example, the com-
munication interface 1218 may be a local area network
(LAN) card to provide a data communication connection
to a compatible LAN. Wireless links may also be imple-
mented. In any such implementation, the communication
interface 1218 sends and receives electrical, electro-
magnetic or optical signals that carry data streams rep-
resenting various types of information.
[0100] The network link 1220 typically provides data
communication through one or more networks to other
devices. For example, the network link 1220 may provide
a connection through local network 1222 to a host com-
puter 1224 or to equipment 1226, which may be any de-
vice. The data streams transported over the network link
1220 can comprise electrical, electromagnetic or optical
signals. The signals through the various networks and
the signals on the network link 1220 and through the com-
munication interface 1218, which carry data to and from
the computer system 1200, are exemplary forms of car-
rier waves transporting the information. The computer
system 1200 can send messages and receive data, in-
cluding program code, through the network(s), the net-
work link 1220, and the communication interface 1218.
[0101] Although particular embodiments have been
shown and described, it will be understood that they are
not intended to limit the claimed inventions, and it will be
obvious to those skilled in the art that various changes
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and modifications may be made without departing from
the spirit and scope of the claimed inventions. The spec-
ification and drawings are, accordingly, to be regarded
in an illustrative rather than restrictive sense. The claimed
inventions are intended to cover alternatives, modifica-
tions, and equivalents.

Claims

1. A method for determining HRTF, comprising:

obtaining a plurality of reference images of dif-
ferent respective ears, one or more of the refer-
ence images associated with a corresponding
pre-determined HRTF information;
obtaining information regarding an input image
that includes an image of an ear of a subject;
comparing the information regarding the input
image with information regarding the reference
images using a processor; and
selecting one of the pre-determined HRTF infor-
mation based at least in part on a result of the
act of comparing.

2. A method according to claim 1, wherein at least one
of the reference images comprises an image of an
ear, an image of a head, and an image of at least a
part of a torso.

3. A method according to claim 1 or 2, wherein the ref-
erence images includes different pairs of front and
side reference images, each of the pairs being as-
sociated with a corresponding pre-determined HRTF
information.

4. A method according to any of the previous claims,
wherein the information regarding the input image
comprises image data for the input image.

5. A method according to any of the previous claims,
wherein the information regarding the input image
comprises information extracted from the input im-
age.

6. A method according to claim 5, wherein the informa-
tion extracted from the input image comprises head
size, head shape, torso size, torso shape, cavum
concha height, cymba concha height, cavum concha
width, fossa height, pinna height, pinna width, inter-
tragal incisure width, cavum concha depth, or any
combination thereof.

7. A method according to any of the previous claims,
wherein the HRTF information comprises one or
more filter coefficients for a hearing aid.

8. A method according to any of the previous claims,

wherein:

the act of comparing comprises comparing the
input image with the reference images to obtain
different respective results representing differ-
ent respective degrees of match, and
the act of selecting the one of the pre-deter-
mined HRTF information comprises selecting
the HRTF information that corresponds with the
one of the reference images providing the result
representing the highest degree of match.

9. A method according to any of the previous claims,
wherein the act of obtaining the plurality of reference
images is accomplished by accessing a database
that stores the plurality of reference images.

10. A method according to any of the previous claims,
wherein the act of obtaining the information regard-
ing the input image is performed by receiving the
information regarding the input image through the
Internet.

11. A method according to any of the previous claims,
further comprising transmitting data regarding the
selected pre-determined HRTF information to a de-
vice that is in communication with the processor.

12. A method according to any of the previous claims,
further comprising using the selected pre-deter-
mined HRTF information to configure a hearing aid.

13. A device for determining HRTF, comprising a proc-
essor configured for performing a method according
to any of claims 1-12.
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