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(57) A lossless decoding unit 52 takes quantization
parameters of decoded blocks spatially or temporally ad-
jacent to a block to be decoded, as selection candidates,
and extracts, from stream information, difference infor-
mation indicating difference as to a prediction quantiza-
tion parameter selected from the selection candidates.

A quantization parameter calculating unit 59 calculates,
from the prediction quantization parameter and the dif-
ference information, a quantization parameter of the
block to be decoded. Thus, decoding of the image can
be performed correctly by calculating a quantization pa-
rameter equal to a quantization parameter used at the
time of image encoding.
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Description

Technical Field

[0001] The present technology relates to an image decoding device, image encoding device, and a method thereof.
More particularly, encoding efficiency of quantization parameters is improved.

Background Art

[0002] In recent years, there have come into widespread use devices which handle image information as digital in
order to perform highly effective information transmission and storage at that time, for example, compliant to formats
such as MPEG or the like to compress the image by orthogonal transform such as discrete cosine transform or the like
and motion compensation, both in broadcasting and general households.
[0003] In particular, MPEG2 (ISO / IEC 13818-2) is defined as a general-purpose image encoding format, and has
widely been employed now by a broad range of applications for professional usage and for consumer usage. By employing
the MPEG2 compression format, a code amount (bit rate) of 4 through 8 Mbps is allocated in the event of an interlaced
scanning image of standard resolution having 720 3 480 pixels, for example, whereby high compression and good
image quality can be realized. Also, a code amount (bit rate) of 18 through 22 Mbps is allocated in the event of an
interlaced scanning image of high resolution having 1920 3 1088 pixels, whereby high compression and good image
quality can be realized.
[0004] Also, standardization has been performed as Joint Model of Enhanced- Compression Video Coding which
realizes higher encoding efficiency though greater computation amount is required for encoding and decoding thereof,
and has become an international Standard called H. 264 and MPEG- 4 Part 10 (hereinafter written as "H. 264/AVC
(Advanced Video Coding) ") .
[0005] With this MPEG and J.264/AVC, at the time of quantizing macroblocks, the size of quantization steps can be
changed so that the compression rate is constant. Also, with MPEG, quantization parameters proportionate to the
quantization steps are used, and with H.264/AVC, quantization parameters are used in which the parameter value
increases by "6" when the quantization step doubles. In MPEG and H.264/AVC, quantization parameters are encoded
(see PTL 1).

Citation List

Patent Literature

[0006] PTL 1: Japanese Unexamined Patent Application Publication No. 2006-094081

Summary of Invention

Technical Problem

[0007] Now, with encoding processing of quantization parameters, in the event that the decoding order is in raster
scan order as illustrated in, Fig. 1 for example, a quantization parameter SliceQPY with an initial value is used for the
head macroblock of the slice. Subsequently, processing is performed in the decoding order indicated by the arrows, and
the quantization parameters of this macroblock is updated by the difference value in quantization parameters as to the
macroblock situated at the left side (mb_ qp_ delta) . Accordingly, there are cases where, when the decoding order
transitions from the block at the right edge to the block at the left edge, the difference value becomes great since the
image is different, and encoding efficiency becomes poor. Also, encoding efficiency becomes poor in the event that the
difference value as to the macroblock situated at the left side is great as well.
[0008] Further, with image compression technology, standardization is being studied for HEVC (High Efficiency Video
Coding) which realizes even higher encoding efficiency than the H. 264/AVC format. With this HDVC, basic units called
coding units (CU: Coding Unit) which are extensions of the concept of macroblocks. In the event that each block illustrated
in Fig. 2 is a coding unit, the decoding order is the order of blocks with numbers sequentially increasing from "0". In the
event that the decoding order is not raster scan order in this way, moving from block "7" to block "8", for example, or
from block "15" to block "16", may conceivably lead to a greater difference value since the spatial distance is great.
[0009] Accordingly, it is an object of the present technology to improve the encoding efficiency of quantization param-
eters.
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Solution to Problem

[0010] A first aspect of this technology is an image decoding device, including: an information acquiring unit configured
to take quantization parameters of decoded blocks spatially or temporally adjacent to a block to be decoded, as selection
candidates, and extract, from stream information, difference information indicating difference as to a prediction quanti-
zation parameter selected from the selection candidates; and a quantization parameter calculating unit configured to
calculate, from the prediction quantization parameter and the difference information, a quantization parameter of the
block to be decoded.
[0011] With this technology, difference information indicating difference as to a prediction quantization parameter
selected from selection candidates, which are quantization parameters of decoded blocks spatially or temporally adjacent
to a block to be decoded, is extracted from stream information. Also, with the image decoding device, at least blocks
where quantization parameters are redundant or blocks where inverse quantization using quantization parameters is
not performed are excluded from quantization parameters of decoded blocks spatially or temporally adjacent to the block
to be decoded, and selection candidates are taken. For setting of the prediction quantization parameter, a quantization
parameter is selected in an order indicated by identification information included in the stream information, with the
adjacent decoded blocks in a predetermined order, for example. Alternatively, determination is performed of selection
candidates in an order set beforehand, and the prediction quantization parameter is set based on the determination
result. Alternatively, one or the other is selected of processing of setting to the prediction quantization parameter a
quantization parameter in an order indicated by identification information included in the stream information, and process-
ing of determining selection candidates in an order set beforehand and setting the prediction quantization parameter,
based on the determination result included in the stream information. Further, with the image decoding device, a quan-
tization parameter of the block to be decoded is calculated by adding difference which the  difference information indicates
to the prediction quantization parameter. Further, in the event that there is no selection candidate, a quantization pa-
rameter of an initial value in a slice is taken as the prediction quantization parameter. Also, including a quantization
parameter updated last in the selection candidates is also performed.
[0012] A second aspect of this technology is an image decoding method, including: a process of taking quantization
parameters of decoded blocks spatially or temporally adjacent to a block to be decoded, as selection candidates, and
extracting, from stream information, difference information indicating difference as to a prediction quantization parameter
selected from the selection candidates; and a process of calculating, from the prediction quantization parameter and
the difference information, a quantization parameter of the block to be decoded.
A third aspect of the present technology is an image encoding device, including: a control unit configured to set a
quantization parameter as to a block to be encoded; an information generating unit configured to take quantization
parameters of encoded blocks spatially or temporally adjacent to a block to be encoded, as selection candidates, select
from the selection candidates a prediction quantization parameter in accordance to the set quantization parameter, and
generate difference information indicating difference between the prediction quantization parameter and the set quan-
tization parameters; and an encoding unit configured to include the difference information in stream information generated
by performing encoding processing of the block to be encoded, using the set quantization parameter.
[0013] With this technology, at least blocks where quantization parameters are redundant or blocks where quantization
using quantization parameters is not performed are excluded from quantization parameters of encoded blocks spatially
or temporally adjacent to the block to be encoded, and selection candidates are taken. Also, a quantization parameter
updated last or the like is also included in the selection candidates. A quantization parameter of which the difference as
to the quantization parameter set from these selection candidates is the smallest, is selected as the prediction quantization
parameter, and identification information for selecting the prediction quantization parameter from the  selection candidates
is generated. For example, identification information is the order of blocks corresponding to the selected quantization
parameter, with the adjacent encoded blocks in a predetermined order. Also, the predetermined array is an order of
array where priority is given to one of an encoded block adjacent to the left side, an encoded block adjacent above, and
an encoded block temporally adjacent. Also, the order of array of adjacent encoded blocks can be switched. Further,
quantization parameters of encoded blocks temporally adjacent may be reordered in accordance with parameter values,
with the order of selected quantization parameters being taken as identification information. Also, determination of
selection candidates may be performed in an order set beforehand, with the prediction quantization parameter being
selected based on the determination result. Further, with the image encoding device, difference information indicating
the difference between the prediction quantization parameter and the set quantization parameter is generated. Also, in
the event that there is no selection candidate, difference information indicating difference between a quantization pa-
rameter of an initial value in a slice, and the set quantization parameters, is generated. Also, selection can be made
between processing of setting a quantization parameter of which the difference as to the set quantization parameter is
the smallest as the prediction quantization parameter, and processing of performing determination of selection candidates
in an order set beforehand and selecting the prediction quantization parameter based on the determination result, and
determination information indicating the selected processing is generated. The generated difference information, iden-



EP 2 645 717 A1

4

5

10

15

20

25

30

35

40

45

50

55

tification information, and determination information are included in stream information generated by performing encoding
processing of the block to be encoded using the set quantization parameter.
[0014] A fourth aspect of this technology is an image encoding method, including: a process of setting a quantization
parameter as to a block to be encoded; a process of taking quantization parameters of encoded blocks spatially or
temporally adjacent to a block to be encoded, as selection candidates, selecting from the selection candidates a prediction
quantization parameter in accordance to the set quantization parameter, and generating difference information indicating
difference between the prediction quantization parameter and the set quantization parameters; and a process of including
the difference information in stream information generated by performing encoding processing of the block to be encoded,
using the set quantization parameter.

Advantageous Effects of Invention

[0015] According to this technology, quantization parameters of encoded blocks spatially or temporally adjacent to a
block to be encoded are taken as selection candidates, and a prediction quantization parameter is selected from the
selection candidates in accordance with the quantization parameter set to the block to be encoded. Difference information
indicating difference between the prediction quantization parameter and the quantization parameters set as to the block
to be encoded is generated. Accordingly, the difference of quantization parameters can be prevented from becoming a
great value, and encoding efficiency of quantization parameters can be improved.
[0016] Also, in a case of decoding stream information where difference information is included, a prediction quantization
parameter is selected from quantization parameters of decoded blocks spatially or temporally adjacent to a block to be
decoded, and a quantization parameter of the block to be decoded is calculated from the prediction quantization parameter
and the difference information. Accordingly, even in the event that stream information is generated with improved encoding
efficiency of quantization parameters, the quantization parameters can be restored based on the prediction quantization
parameter and difference information when decoding this stream information, and decoding processing can be correctly
performed.

Brief Description of Drawings

[0017]

[Fig. 1] Fig. 1 is a diagram illustrating a case where decoding order is raster scan order.
[Fig. 2] Fig. 2 is a diagram illustrating a case where decoding order is not raster scan order.
[Fig. 3] Fig. 3 is a diagram illustrating a configuration of an image encoding device.
[Fig. 4] Fig. 4 is a diagram illustrating a configuration of an information generating unit.
[Fig. 5] Fig. 5 is a diagram exemplarily illustrating a  hierarchical structure of a coding unit.
[Fig. 6] Fig. 6 is a flowchart illustrating operations of an image encoding device.
[Fig. 7] Fig. 7 is a flowchart illustrating prediction processing.
[Fig. 8] Fig. 8 is a flowchart illustrating intra prediction processing.
[Fig. 9] Fig. 9 is a flowchart illustrating inter prediction processing.
[Fig. 10] Fig. 10 is a diagram for describing operations of an information generating unit.
[Fig. 11] Fig. 11 is a diagram exemplarily illustrating operations of an information generating unit.
[Fig. 12] Fig. 12 is a flowchart illustrating processing regarding quantization parameters in encoding.
[Fig. 13] Fig. 13 is a diagram exemplarily illustrating a sequence parameter set.
[Fig. 14] Fig. 14 is a flowchart illustrating frame encoding processing.
[Fig. 15] Fig. 15 is a diagram exemplarily illustrating a picture parameter set.
[Fig. 16] Fig. 16 is a diagram exemplarily illustrating a slice header.
[Fig. 17] Fig. 17 is a flowchart illustrating slice encoding processing.
[Fig. 18] Fig. 18 is a diagram illustrating the configuration of an image decoding device.
[Fig. 19] Fig. 19 is a diagram illustrating the configuration of quantization parameter calculating unit.
[Fig. 20] Fig. 20 is a flowchart illustrating operations of an image decoding device.
[Fig. 21] Fig. 21 is a flowchart illustrating prediction image generating processing.
[Fig. 22] Fig. 22 is a flowchart illustrating processing regarding quantization parameters in decoding.
[Fig. 23] Fig. 23 is a flowchart for describing other operations of an image decoding device.
[Fig. 24] Fig. 24 is a diagram illustrating an operation example in a case of implicitly predicting quantization param-
eters.
[Fig. 25] Fig. 25 is a flowchart example of a case of implicitly predicting quantization parameters.
[Fig. 26] Fig. 26 illustrates another operation example in a case of implicitly predicting quantization parameters.
[Fig. 27] Fig. 27 is a diagram exemplarily illustrating a program.
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[Fig. 28] Fig. 28 is a flowchart for describing other operations of an image decoding device.
[Fig. 29] Fig. 29 is a diagram exemplifying a schematic configuration of a computer device.
[Fig. 30] Fig. 30 is a diagram exemplifying a schematic configuration of a television receiver.
[Fig. 31] Fig. 31 is a diagram exemplifying a schematic configuration of a cellular telephone.
[Fig. 32] Fig. 32 is a diagram exemplifying a schematic configuration of a recording/playback device.
[Fig. 33] Fig. 33 is a diagram exemplifying a schematic configuration of an imaging apparatus.

Description of Embodiments

[0018] Hereinafter, embodiments of the present invention will be described. Note that description will proceed in the
following order. 

1. Configuration of Image Encoding Device
2. Operation of Image Encoding Device
3. Generating Operation of Identification Information and Difference Information based on Quantization Parameters
4. Configuration of Image Decoding Device
5. Operation of Image Decoding Device
6. Other Operations of Image Encoding Device and Image Decoding Device
7. Case of Software Processing
8. Case of Application to Electronic Equipment

<1. Configuration of Image Encoding Device>

[0019] Fig. 3 illustrates a configuration of an image encoding device. The image encoding device 10 includes an
Analog/Digital conversion unit (A/D conversion unit) 11, a screen rearranging buffer 12, a subtracting unit 13, an orthog-
onal transform unit 14, a quantization unit 15, a lossless encoding unit 16, a storage buffer 17, and a rate control unit
18. Further, the image encoding device 10 includes an inverse quantization  unit 21, an inverse orthogonal transform
unit 22, an adding unit 23, a deblocking filter 24, a frame memory 26, a selector 26, an intra prediction unit 31, a motion
prediction/compensation unit 32, and a prediction image/optimal mode selecting unit 33.
[0020] The A/D conversion unit 11 performs conversion of analog image signals into digital image data and outputs
these to the screen rearranging buffer 12.
[0021] The screen rearranging buffer 12 performs rearranging of frames as to the image data output from the A/D
conversion unit 11. The screen rearranging buffer 12 performs rearranging of the frames according to a GOP (Group of
Pictures) structure relating to the encoding processing, and outputs the image data after rearranging to the subtracting
unit 13, rate control unit 18, intra prediction unit 31, and motion prediction/compensation unit 32.
[0022] The image data output from the screen rearranging buffer 12 and the prediction image data selected at the
later-described prediction image/optimal mode selecting unit 33 are supplied to the subtracting unit 13. The subtracting
unit 13 calculates prediction error data which is a difference between the image data output from the screen rearranging
buffer 12 and the prediction image data supplied from the prediction image/optimal mode selecting unit 33, and outputs
this to the orthogonal transform unit 14.
[0023] The orthogonal transform unit 14 performs orthogonal transform processing such as discrete cosine transform
(DCT: Discrete Cosine Transform), Karhunen-Loéve transform or the like, as to the prediction error data output from the
subtracting unit 13. The orthogonal transform unit 14 outputs the transform coefficient data obtained by performing
orthogonal transform processing to the quantization unit 15.
[0024] The transform coefficient data output from the orthogonal transform unit 14 and the quantization parameter
(quantization scale) from a later-described information generating unit 19 are supplied to the quantization unit 15. The
quantization unit 15 performs quantization of the transform coefficient data and outputs the quantized data to the lossless
encoding  unit 16 and inverse quantization unit 21. Also, the quantization unit 15 changes the bit rate of quantized data
based on the quantization parameters set at the rate control unit 18.
[0025] The quantized data output from the quantization unit 15, identification information and difference information
from the later-described information generating unit 19, prediction mode information from the intra prediction unit 31,
and prediction mode information and difference motion vector information and the like from the motion prediction/com-
pensation unit 32, are supplied to the lossless encoding unit 16. Also, information indicating whether the optimal mode
is intra prediction or inter prediction is supplied from the prediction image/optimal mode selecting unit 33. Note that the
prediction mode information includes prediction mode and block size information of motion prediction unit and so forth,
according to whether intra prediction or inter prediction.
[0026] The lossless encoding unit 16 performs lossless encoding processing as to the quantized data, for example
using variable length coding, arithmetic coding, or the like, to generate stream information and outputs this to the storage
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buffer 17. Also, in the event the optimal mode is intra prediction, the lossless encoding unit 16 performs lossless encoding
on the prediction mode information supplied from the intra prediction unit 31. Also, in the event the optimal mode is inter
prediction, the lossless encoding unit 16 performs lossless encoding on the prediction mode information and difference
motion vectors and the like supplied from the motion prediction/compensation unit 32. Further, the lossless encoding
unit 16 performs lossless encoding of information relating to the quantization parameters, such as difference information
for example. The lossless encoding unit 16 includes the information following lossless encoding in stream information.
[0027] The storage buffer 17 stores an encoded stream from the lossless encoding unit 16. Also, the storage buffer
17 outputs the stored encoded stream with a transmission speed in accordance with the transmission path.
[0028] The rate control unit 18 performs monitoring of a available capacity of the storage buffer 17, and sets the
quantization parameters  such that, in the event that there is little capacity available, the bit rate of the quantized data
drops, and in the event that there is sufficient capacity the bit rate of the quantized data rises. Also, the rate control unit
18 detects complexity of the image, such as activity which is information indicating the variance of pixel values for
example, using image data supplied from the screen rearranging buffer 12. The rate control unit 18 the quantization
parameters such that rough quantization is realized for image portions where the variance value of pixels is low and fine
quantization for portions otherwise, for example, based on the detection results of complexity of the image. The rate
control unit 18 outputs the quantization parameters that have been set to the information generating unit 19.
[0029] The information generating unit 19 outputs the quantization parameters supplied from the rate control unit 18
to the quantization unit 15. The information generating unit 19 also takes quantization parameters of encoded blocks
spatially or temporally adjacent to a block to be encoded as selection candidates. The information generating unit 19
selects a quantization parameter from the selection candidates in accordance with the quantization parameter set at the
rate control unit 18, and takes as a prediction quantization parameter. Further, the information generating unit 19 gen-
erates identification information corresponding to the selected quantization parameters, i.e., identification information
for selecting prediction quantization parameters from the selection candidates, and difference information indicating the
difference between the prediction quantization parameters and the set quantization parameters.
[0030] Fig. 4 illustrates a configuration of the information generating unit. The information generating unit 19 has a
quantization parameter memory unit 191 and a difference computing unit 192. The information generating unit 19 outputs
to the quantization unit 15 the quantization parameters supplied from the rate control unit 18. Also, the information
generating unit 19 supplies the quantization parameters supplied from the rate control unit 18 to the quantization pa-
rameter memory unit 191 and difference computing unit 192.
[0031] The quantization parameter memory unit 191 stores the supplied  quantization parameters. The difference
computing unit 192 reads out, from the quantization parameters of encoded blocks stored in the quantization parameter
memory unit 191, quantization parameters of encoded blocks in the spatial or temporal periphery of the block to be
encoded, as selection candidates. Also, at least blocks where quantization parameters are redundant, and blocks where
quantization using quantization parameters is not performed, such as blocks where transform coefficient data to be
quantized at the quantization unit 15 is all "0" for example, are excluded from selection candidates. Also, the difference
computing unit 192 excludes from selection candidates, blocks (hereinafter referred to as "skip blocks") regarding which
determination has been made to perform skip processing based on information from the later-described motion prediction/
compensation unit 32 and prediction image/optimal mode selecting unit 33.
[0032] The difference computing unit 192 selects a quantization parameter from the quantization parameters, in ac-
cordance with the quantization parameter of the block to be encoded, i.e., the quantization parameter supplied from the
rate control unit 18, as a prediction quantization parameter. The difference computing unit 192 further generates difference
information indicating the difference between identification information for selecting prediction quantization parameters
from the selection candidates and a quantization parameter of the block to be encoded, and outputs this to the lossless
encoding unit 16.
[0033] Returning to Fig. 3, the inverse quantization unit 21 performs inverse quantization processing of the quantized
data supplied from the quantization unit 15. The inverse quantization unit 21 outputs the transform coefficient data
obtained by performing inverse quantization processing to the inverse orthogonal transform unit 22.
[0034] The inverse orthogonal transform unit 22 performs inverse transform processing of the transform coefficient
data supplied from the inverse quantization unit 21, and outputs the obtained data to the adding unit 23.
[0035] The adding unit 23 adds data supplied from the inverse orthogonal transform unit 22 and prediction image data
supplied from the prediction image/optimal mode selecting unit 33 to generate decoded image data, and  outputs to the
deblocking filter 24 and frame memory 26. Note that the decoded image data is used as image data of the reference image.
[0036] The deblocking filter 24 performs filtering processing to decrease block distortion which occurs at the time of
image encoding. The deblocking filter 24 performs filtering processing to remove the block distortion from the decoded
image data supplied from the adding unit 23, and outputs the decoded image data after filtering processing in the frame
memory 26.
[0037] The frame memory 26 holds the decoded image data after filtering processing supplied from the deblocking
filter 24. The decoded image held in the frame memory 26 is supplied to the motion prediction/compensation unit 32 as
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reference image data.
[0038] The intra prediction unit 31 performs prediction in intra prediction processing of all the candidate intra prediction
modes, using input image data of the image to be encoded supplied from the screen rearranging buffer 12 and reference
image data supplied from the adding unit 23, and determines an optimal intra prediction mode. The intra prediction unit
31 calculates a cost function value for each intra prediction mode for example, and takes the intra prediction mode where
the encoding efficiency is best, based on the calculated cost function value, as the optimal intra prediction mode. The
intra prediction unit 31 outputs the prediction image data generated in the optimal intra prediction mode, and the cost
function value of the optimal intra prediction mode, to the prediction image/optimal mode selecting unit 33. Further, the
intra prediction unit 31 outputs prediction mode information indicating the intra prediction mode to the lossless encoding
unit 16.
[0039] The motion prediction/compensation unit 32 performs prediction in all candidate inter prediction modes, using
the input image data of the image to be encoded, supplied from the screen rearranging buffer 12, and the reference
image data supplied from the frame memory 26, and decides the optimal inter prediction mode. The motion prediction/
compensation unit 32 calculates a cost function value in each inter prediction mode for example, and takes the inter
prediction mode where the encoding efficiency is best, based on the calculated cost function values, as the  optimal
inter prediction mode. The motion prediction/compensation unit 32 outputs the prediction image data generated in the
optimal inter prediction mode and the cost function value of the optimal inter prediction mode, to the prediction image/
optimal mode selecting unit 33. Further, the motion prediction/compensation unit 32 outputs prediction mode information
relating to the optimal inter prediction mode to the lossless encoding unit 16 and information generating unit 19.
[0040] The prediction image/optimal mode selecting unit 33 compares the cost function value supplied from the intra
prediction unit 31 to the cost function value supplied from the motion prediction/compensation unit 32, and selects the
one of which the cost function value is less than the other as the optimal mode where the encoding efficiency will be
best. Also, the prediction image/optimal mode selecting unit 33 outputs the prediction image data generated in the
optimal mode to the subtracting unit 13 and adding unit 23. Further, the prediction image/optimal mode selecting unit
33 outputs information indicating whether the optimal mode is the intra prediction mode or the inter prediction mode to
the lossless encoding unit 16 and information generating unit 19. Note that the prediction image/optimal mode selecting
unit 33 performs switching of the intra prediction or inter prediction in increments of slices.

<2. Operation of Image Encoding Device>

[0041] With the image encoding device, encoding processing is performed with the macroblock size extended beyond
that with the H.264/AVC format, for example. Fig. 5 exemplarily illustrates the hierarchical structure of coding units. Note
that Fig. 5 illustrates a case where the maximum size is 128 pixels 3 128 pixels, and the hierarchical depth (Depth) is
"5". For example, in the event that the hierarchical depth is "0", a 2N 3 2N (N = 64 pixels) block is coding unit CU0.
Also, when split flag = 1, the coding unit CU0 is divided into four independent N 3 N blocks, with the N 3 N blocks being
blocks of one hierarchical level lower. That is to say, the hierarchical depth is "1", and 2N 3 2N (N = 32 pixels) blocks
are coding unit CU1. In the same way, when split flag = 1, this is divided into four independent blocks. Further, when
the depth "4" which is the deepest hierarchical level, 2N 3 2N (N = 4 pixels) blocks are coding unit CU4, and 8 pixels
3 8 pixels are the smallest size for coding units CU. Also, with HEVC, prediction unit (PU: Prediction Unit) which  is a
basic unit for dividing coding units and predicting, and transform unit (TU: Transform Unit) which is a basic unit for
transformation and quantization, are defined.
[0042] Next, operations of the image encoding device will be described with reference to the flowchart in Fig. 6. In
step ST11, the A/D converting unit 11 performs A/D conversion on the input image signals.
[0043] In step ST12, the screen rearranging buffer 12 performs image rearranging. The screen rearranging buffer 12
stores image data supplied from the A/D converting unit 11 and performs rearranging from an order for displaying the
pictures to an order for encoding.
[0044] In step ST13, the subtracting unit 13 generates prediction error data. The subtracting unit 13 calculates the
difference between the image data of images rearranged in step ST12 and prediction image data selected at the prediction
image/optimal mode selecting unit 33 to generate prediction error data. The data amount of the prediction error data is
smaller than that of the original image data. Therefore, data amount can be compressed in comparison with a case
where the image is encoded as it is.
[0045] In step ST14, the orthogonal transform unit 14 performs orthogonal transform processing. The orthogonal
transform unit 14 performs orthogonal transform on the prediction error data supplied from the subtracting unit 13.
Specifically, orthogonal transform such as discrete cosine transform, Karhunen-Loéve transform, and the like are per-
formed as to the prediction error data to output transform coefficient data.
[0046] In step ST15, the quantization unit 15 performs quantization processing. The quantization unit 15 quantizes
transform coefficient data. Rate control is performed at the time of quantization, as illustrated in the later-described
processing in step ST25.
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[0047] The inverse quantization unit 21 performs inverse quantization processing in step ST16. The inverse quanti-
zation unit 21 performs inverse quantization on the transform coefficient data quantized by the quantization unit 15 with
properties corresponding to the properties of  the quantization unit 15.
[0048] In step ST17, the inverse orthogonal transform unit 22 performs inverse orthogonal transform processing. The
inverse orthogonal transform unit 22 performs inverse orthogonal transform on the transform coefficient data subjected
to inverse quantization by the inverse quantization unit 21 with properties corresponding to the properties of the orthogonal
transform unit 14.
[0049] In step ST18, the adding unit 23 generates reference image data. The adding unit 23 adds the prediction image
data supplied from the prediction image/optimal mode selecting unit 33 and the data after inverse orthogonal transform
of the corresponding position to this prediction image, to generate decoded data (reference image data).
[0050] In step ST19, the deblocking filter 24 performs filtering processing. The deblocking filter 24 filters decoded
image data output from the adding unit 23 and removes block distortion.
[0051] In step ST20, the frame memory 26 stores the reference image data. The frame memory 26 stores the decoded
image data after filtering processing (reference image data).
[0052] In step ST21, the intra prediction unit 31 and motion prediction/compensation unit 32 each performs prediction
processing. That is to say, the intra prediction unit 31 performs intra prediction processing of the intra prediction mode,
and the motion prediction/compensation unit 32 performs motion prediction/compensation processing of the inter pre-
diction mode. The prediction processing is described below with reference to Fig. 7, in which the prediction processing
with all candidate prediction modes is each performed, and cost function values with all the candidate prediction mode
are each calculated by this processing. Further, based on the calculated cost function values, the optimal intra prediction
mode and optimal inter prediction mode are selected, and the prediction image and the cost function and prediction
mode information generated in the selected prediction mode are supplied to prediction image/optimal mode selecting
unit 33.
[0053] In step ST22, the prediction image/optimal mode selecting unit 33 selects the prediction image data. The
prediction image/optimal mode selecting unit 33 decides in the optimal mode of which the encoding efficiency is best,
based on each cost function value output from the intra prediction unit 31 and motion prediction/compensation unit 32.
That is to say, the prediction image/optimal mode selecting unit 33 decides the coding unit where the encoding efficiency
is best from each of the hierarchical levels illustrated in Fig. 5 for example, the block size of prediction untie in this coding
unit, and which of intra prediction and inter prediction to perform. Further, the prediction image/optimal mode selecting
unit 33 outputs the prediction image data of the decided optimal mode to the subtracting unit 13 and adding unit 23. This
prediction image data is used for the computation of step ST13 and ST18, as described above.
[0054] In step ST23, the lossless encoding unit 16 performs lossless encoding processing. The lossless encoding unit
16 performs lossless encoding on the quantization data output from the quantization unit 15. That is, lossless encoding
such as variable length encoding or arithmetic encoding is performed as to the quantization data to be made data
compression. Also, the lossless encoding unit 16 performs lossless encoding of prediction mode information and the
like corresponding to the prediction image data selected in step ST22, and lossless encoded data such as prediction
mode information and the like is included in steam information generated by performing lossless encoding of quantization
data.
[0055] In step ST24, the storage buffer 17 performs storage processing. The storage buffer 17 stores stream information
output from the lossless encoding unit 16. The stream information stored in this storage buffer 17 is read out appropriately
and is transmitted to the decoding side over the transmission path.
[0056] In step ST25, the rate control unit 18 performs rate control. The rate control unit 18 controls, in the case of
storing stream information in the storage buffer 17, the rate of the quantization operation of the quantization unit 15 so
that overflow or underflow does not occur in the  storage buffer 17.
[0057] Next, prediction processing in step ST21 in Fig. 6 will be described with reference to the flowchart in Fig. 7.
[0058] In step ST31, the intra prediction unit 31 performs intra prediction processing. The intra prediction unit 31
performs intra prediction on the image of the prediction unit to be encoded, in all candidate intra prediction modes. Note
that, for the image data of the decoded image referred to in intra prediction, the decoded image data before being
subjected to deblocking filter processing by the deblocking filter 24 is used. Due to this intra prediction processing, intra
prediction is performed in all candidate intra prediction modes, and a cost function value is calculated for all candidate
intra prediction modes. One intra prediction mode of which the encoding efficiency is best is then selected from all intra
prediction modes, based on the calculated cost function values.
[0059] In step ST32, the motion prediction/compensation unit 32 performs inter prediction processing. The motion
prediction/compensation unit 32 performs inter prediction processing of all candidate inter-prediction modes using de-
coded image data after deblocking filter processing stored in the frame memory 26. Due to this inter prediction processing,
prediction processing is performed in all candidate inter prediction modes, and cost function values are calculated for
candidate inter prediction modes. One inter prediction mode of which encoding efficiency is the best is then selected
from all inter prediction modes, based on the calculated cost function values.
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[0060] The intra prediction processing in step ST31 in Fig. 7 will be described with reference to the flowchart in Fig. 8.
[0061] In step ST41, the intra prediction unit 31 performs intra prediction of each prediction mode. The intra prediction
unit 31 generates prediction image data in each intra prediction mode, using decoded image data before and after
blocking filter processing.
[0062] In step ST42, the intra prediction unit 31 calculates cost function  values in each prediction mode. Calculation
of cost function values is performed, as stipulated in JM (Joint Model) which is the reference software in the H.264/AVC
format, based on either technique of the High Complexity mode or Low Complexity mode.
[0063] That is to say, in the High Complexity mode, up to the lossless encoding processing is tentatively performed
as to all candidate prediction modes, and the cost function value represented by the following Expression (1) are calculated
as to each prediction mode. 

[0064] Ω represents an whole set of candidate prediction modes to encode the image of this prediction unit. D represents
difference energy (distortion) between a decoded image and an input image in the event that encoding has been performed
in prediction mode. R is generated code amount including orthogonal transform coefficient, prediction mode information,
and so forth, and λ is a Lagrange multiplier given as a function of quantization parameter QP. That is, in High Complexity
Mode, up to the lossless encoding processing is tentatively performed for all candidate prediction modes as the processing
of step ST42, and the cost function values represented by Expression (1) above are calculated for each prediction mode.
[0065] On the other hand, in the Low Complexity mode, generating of prediction images and generating of header
bits including difference motion vectors and prediction mode information and so forth, is performed for all candidate
prediction modes, and cost function values represented by the following Expression (2) are calculated. 

[0066] Ω represents the whole set of candidate prediction modes to encode the image of this prediction unit. D rep-
resents difference energy (distortion) between a decoded image and an input image in the event that encoding has been
performed in prediction mode. Header_Bit is a header bit for the prediction mode, and QP2Quant is a function which is
given as a function of quantization parameter QP. That is, in the Low Complexity Mode, the cost function value represented
by Expression (2) above is calculated for each prediction mode, using generating of prediction image  and header bits
such as motion vectors and prediction mode information and so forth, as the processing of step ST42.
[0067] In step ST43, the intra prediction unit 31 decides the optimal intra prediction mode. The intra prediction unit 31
selects an intra prediction mode of which the cost function value is the smallest based on the cost function values
calculated in step ST42, which is decided to the optimal intra prediction mode.
[0068] Next, the inter prediction processing of step ST32 in Fig. 7 will be described with reference to the flowchart in
Fig. 9.
[0069] In step ST51, the motion prediction/compensation unit 32 performs motion detection processing. The motion
prediction/compensation unit 32 detects motion vectors and advances to step ST52.
[0070] In step ST52, the motion prediction/compensation unit 32 performs motion compensation processing. The
motion prediction/compensation unit 32 performs motion compensation using reference image data based on the motion
vectors detected in step ST51, and generates prediction image data.
[0071] In step ST53, the motion prediction/compensation unit 32 performs calculation of cost function values. The
motion prediction/compensation unit 32 calculates cost function values as described above, using the input image data
of the prediction image which is to be encoded, and the prediction image data generated in step ST52 and so forth, and
advances to step ST54.
[0072] The motion prediction/compensation unit 32 decides an optimal inter prediction mode. The motion prediction/
compensation unit 32 performs the processing from step ST51 through ST53 for each inter prediction mode. The motion
prediction/compensation unit 32 distinguishes the reference index where the cost function value calculated for each
prediction mode is the smallest value, the block size of the coding unit, and the block size of the prediction unit in this
coding unit, and decodes the optimal inter prediction mode. Note that with decision of the mode where the cost function
is the smallest, the cost function value in a case of having performed inter prediction in skip mode is also used.
[0073] Also, in the event that the optimal inter prediction mode has been selected as the optimal prediction mode at
the prediction image/ optimal mode selecting unit 33, the motion prediction/ compensation unit 32 generates prediction
image data such that prediction image data of the optimal inter prediction mode can be supplied to the subtracting unit
13 and the adding unit 23.
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<3. Generating Operation of Identification Information and Difference Information based on Quantization Parameters>

[0074] In the above-described image encoding processing, the image encoding device 10 sets quantization parameters
that suitable quantization is performed for each block according to the complexity of the image. Also, the image encoding
device 10 generates identification information and difference information and includes these in the stream information,
to improve encoding efficiency of the quantization parameters used in the quantization processing in step ST15.
[0075] Next, description will be made regarding generating of the identification information and difference information.
The rate control unit 18 sets the quantization parameters using the code amount control format stipulated with TM5 in
MPEG2, for example.
[0076] With the code amount control format stipulated with TM5 in MPEG2, the processing of step 1 through step 3
is illustrated.
[0077] In step 1, the amount of code to be allocated to each picture within a GOP (Group of Pictures) is distributed to
the pictures not encoded yet, including pictures for allocation, based on an allocation bit amount R. This distribution is
repeated in the order of encoded pictures within the GOP. At this time, code amount allocation to each picture is performed
using the following two assumptions.
[0078] The first assumption is that the product of mean quantized scale code and generated code amount, used at
the time of encoding each picture, will be constant for each picture type, unless the screen changes.
[0079] Accordingly, after encoding each picture, parameters XI, XP, and XB (Global Complexity Measure) representing
the complexity of the screen are updated by Expressions (3) through (5) . The relation between the quantization scale
code and generated code amount can be estimated by these parameters. 

[0080] Here, SI, SP, and SB, are generated code bits at the time of picture encoding, and QI, QP, and QB, are mean
quantization scale code at the time of picture encoding. Also, initial values are values illustrated by the Expressions
following (6), (7), and (8), using bit_ rate [bits/sec] which is the target code amount. 

[0081] The second assumption is that the overall image quality will be constantly optimized when the ratios KP and
KB for quantization scale code of the P and B pictures, with the quantization scale code of the I picture as a reference,
are such as stipulated in Expression (9). 

[0082] That is to say, the quantization scale code for B pictures is constantly set to 1.4 times the quantization scale
code for I and P pictures. This assumes that by making the B pictures to be quantized somewhat coarser than as
compared with the I and P pictures and thereby adding the code amount conserved with the B pictures to the I and P
pictures, the image quality of the I and P pictures will be improved, and also the image quality of the B pictures referring
to these will be improved.
[0083] According to the above two assumptions, the allocated code amounts (TI, TP, TB) as to each picture in the GOP
are the values indicated in the Expressions (10), (11), and (12). Note that picture_rate indicates the number of pictures
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displayed per second in this sequence.
[Math. 1] 

[0084] Now, NP, NB are the number of P and B pictures not encoded within the GOP. That is to say, of the pictures
not encoded within the GOP, with regard to pictures to which allocation is to be performed and those of different picture
types, estimation is made regarding how many times the generated code amount of the picture for allocation the code
amount generated by those pictures will be, under the above- described image quality optimization conditions. Next,
how many pictures to be encoded worth of code amount the estimated generated code amount which the entirety of
unencoded pictures generates is equivalent to is obtained. For example, NpXP/XIKP, which is the second term of the
denominator of the first argument in the expression relating to TI, expresses how many I pictures that the NP unencoded
pictures within the GOP are worth. Also, this is obtained by multiplying NP by a fraction SP/SI of the generated code
amount of the I picture as to the generated code amount of the P pictures, and expressing by XI, XP, and XB as described
above.
[0085] The bit amount as to the pictures for allocation is obtained by dividing the allocation code amount R as to
unencoded pictures by the number of pictures. Note that a lower limit is set to that value, however, taking into consideration
the overhead code amount for the header and so forth.
[0086] Based on the allocated code amount thus obtained, the code amount R to be allocated to unencoded pictures
within the GOP is updated by expression (13) each time each picture is encoded following steps 1 and 2. 
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[0087] Also, at the time of encoding the first picture of the GOP, R is updated by the following Expression (14) .
[Math. 2] 

where N is the number of pictures within the GOP. Also, the initial value of R at the beginning of the sequence is 0.
[0088] Next, description will be made regarding step 2. In step 2, a quantization scale code for actually matching the
allocation code amounts (TI, TP, TB) as to each picture, obtained in step 1, to the actual code amount, is obtained. The
quantization scale code is obtained by feedback control in macroblock increments for each picture type, based on the
capacity of three types of virtual buffers independently established.
[0089] First, before encoding of a j’th macroblock, the occupation amounts of the virtual buffers are obtained by
Expressions (15) through (17) .
[Math. 3] 

[0090] d0
I, d0

P, and d0
B are the initial occupation amounts of the virtual buffers, Bj is the generated bit amount from

the head of the picture to the j’th macroblock, and MBcnt is the number of macroblocks within a single picture.
[0091] The occupation amounts of the virtual buffers at the time of ending encoding of each picture (dMBcnt

I, dMBcnt
P,

dMBcnt
B) are used as the initial values of the virtual buffers occupation amount for the next picture (d0

I, d0
P, d0

B) for the
same picture type, respectively.
[0092] Next, a reference quantization scale code Qj for the j’th macroblock is calculated by Expression (18) .
[Math. 4] 

[0093] r is a parameter controlling response speed of a feedback group, called a reaction parameter, and is obtained
by Expression (19) .
[Math. 5] 
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[0094] Note that the initial value of the virtual buffer at the beginning of the sequence is obtained by Expression (20) .
[Math. 6] 

[0095] Next, step 3 will be described. Activity is obtained from Expressions (21) through (23) using luminance signal
pixel values of the original image, e.g., using a pixel values of a total of eight blocks of four 8 3 8 blocks in frame DCT
mode and four 8 3 8 blocks in field DCT encoding mode.
[Math. 7] 

[0096] The var_ sblk in Expression (21) is the sum of squares of difference between the image data of each pixel and
the average value thereof, so the more complex the images of these 8 3 8 blocks are, the greater the value is. Pk in
Expressions (22) and (23) is in- block pixel values of luminance signals of the original image. The reason that the minimal
value (min) is assumed in Expression (22) is to make quantization finer in the event that there is even a partially smooth
portion within the 16 3 16 macroblock. Further, a normalized activity Nactj where the value thereof is within the range
of 0.5 to 2 is obtained by Expression (24) .
[Math. 8] 

[0097] avg_act is the average value of activity up to the picture encoded  immediately before. A quantization scale
code mquantj which takes into consideration visual properties is obtained by Expression (25) based on reference quan-
tization scale code Qj.
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[Math. 9] 

[0098] The rate control unit 18 outputs the quantization scale code mquantj calculated as described above as a
quantization parameter. Also, a quantization parameter is generated for the macroblock situated at the slice boundary
in the same way as with macroblocks situated at other than the slice boundary, with the same technique. Note that
quantization parameters are not restricted to cases of being decided based on activity as described above, and may be
decided such that the cost function value is smaller.
[0099] Note that with the description of the rate control method stipulated with TM5 in MPEG2 described above, a
case where processing is performed in increments of macroblocks is described. Accordingly, by performing similar
processing in increments of blocks regarding which quantization parameters can be switched, quantization parameters
can be set for each of the blocks regarding which quantization parameters can be switched.
[0100] Next, description will be made regarding generating operations of information used to improve encoding effi-
ciency of quantization parameters. The information generating unit 19 takes encoded quantization parameters spatially
or temporally adjacent to the block to be encoded as selection candidates. The information generating unit 19 also
selects a quantization parameter from selection candidates in accordance with a quantization parameter set as to the
block to be encoded, and takes this as a prediction quantization parameter. The information generating unit 19 further
generates identification information for selecting a prediction quantization parameter from selection candidates, and
difference information indicating the difference between the prediction quantization parameter and a quantization pa-
rameter set to the block to be encoded.
[0101] Fig. 10 is a diagram for describing operations of the information generating unit, illustrating a frame to be
encoded, and an encoded frame which is temporally closest in display order. We will say that the quantization parameter
of the block to be encoded in the frame to be encoded is, for example, "QP_0". Also, we will say that the quantization
parameters of the block adjacent to the left is, for example, "QP_A". In the same way, we will say that the quantization
parameter of the blocks adjacent above, to the upper right, to the upper left, and to the lower left are, for example, "QP_
B", "QP_C", "QP_D", and "QP_E". Also, we will say that the quantization parameters of the block temporally adjacent
is "QP_T". Note that when encoding the block to be encoded in the frame to be encoded, the quantization parameters
"QP_A" through "QP_E" and "QP_T" are stored in the quantization parameter memory unit 191. Also, we will say that
each block is the smallest increment block regarding which quantization parameters can be changed.
[0102] The difference computing unit 192 takes quantization parameters of encoded block adjacent to the block to be
encoded as selection candidates, selects from the selection candidates the quantization parameter of which the difference
as to the quantization parameter set to the block to be encoded is the smallest, and takes this as a prediction quantization
parameter. The difference computing unit 192 generates identification information for selecting the prediction parameter
from the selection candidates, and difference information indicating the difference between the prediction quantization
parameter and the quantization parameter of the block to be encoded.
[0103] Fig. 11 is a diagram illustrating an operation example of the information generating unit. Note that cases where
no quantization parameter is set to a block due to being a skip block or with no residual information are indicated by a "-".
[0104] With the block to be encoded as block BK0, the quantization parameters of the encoded blocks are "QP_A =
32", "QP_B = 40", "QP_C = 40", "QP_D = 35", "QP_E = -", and "QP_T = 31". Here, the information generating unit 19
excludes blocks where no quantization parameter is set to a block due to being a skip block or a block with no residual
information, and blocks where quantization parameters are redundant, from candidates. Accordingly, the selection can-
didates are the encoded blocks of the quantization parameters "QP_A = 32", "QP_B = 40", "QP_D = 35", and "QP_T =
31". Also, the information generating unit 19 sets identification information, index Nos. for example, to the selection
candidates beforehand. The identification information may be set to adjacent encoded blocks alone, or may be set to
the quantization parameters of the adjacent encoded blocks.
[0105] In the event of setting identification information to adjacent encoded blocks, the information generating unit 19
sets index numbers in order of array with the adjacent encoded blocks in a predetermined order of array. The predeter-
mined order of array is, for example, an order of array where one of an encoded block adjacent to the left side, an
encoded block adjacent above, and an encoded block temporally adjacent, is given priority. Also, the information gen-
erating unit 19 may be capable of switching the order of array. In the event of being capable of switching the order of
array, information indicating what sort of order of array is included in the stream information. Also, the lossless encoding
unit 16 and information generating unit 19 perform settings and lossless encoding of the identification information such
that there is less code amount when encoding the identification information of the block given priority.
[0106] The difference computing unit 192 selects a candidate from the selection candidates where the difference as
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to the quantization parameter of the block to be encoded is smallest, and uses the identification information set to the
selected candidate, thereby generating identification information for selecting a prediction quantization parameter from
the selection candidates. Also, the difference computing unit 192 generates difference information indicating the differ-
ence between the prediction quantization parameters which is the selected candidate quantization parameter, and the
quantization parameter of the block to be encoded. For example, in the event of giving priority to the encoded block
adjacent to the left side in Fig. 11, the information generating unit 19 sets "0 (index No.): block of QP_A", "1: block of
QP_B", "2: block of QP_B", and "3: block of QP_T". Also, if we way that the quantization parameter of the block to be
encoded is "33" for example, the difference computing unit 192 sets the index No. of the  block where the difference as
to the quantization parameter of the block to be encoded is the smallest, to identification information "0 (index No.)".
Also, the difference computing unit 192 generates difference information "1 (= 33 -32)" indicating the difference between
the prediction quantization parameter and the quantization parameter of the block to be encoded.
[0107] By setting identification information to blocks to be encoded in this way, the encoding efficiency of quantization
parameters can be improved. For example, if the block at the left side is given priority and the block order is quantization
parameters "QP_A", "QP_B", "QP_C", "QP_D", "QP_E", "QP_T", data amount will be small with images where there
are more blocks to be encoded that are similar to the image of the block to the left side. Also, if the block above is given
priority and the block order is quantization parameters "QP_B", "QP_A", "QP_C", "QP_D", "QP_E", "QP_T", data amount
will be small with images where there are more blocks to be encoded that are similar to the image of the block above.
Further, if the block temporally adjacent is given priority and the block order is quantization parameters "QP_T", "QP_
A", "QP_B", "QP_C", "QP_D", "QP_E", data amount will be small with images where there are more blocks to be encoded
that are similar to the image temporally adjacent, i.e., more still subjects.
[0108] In a case of setting identification information as to quantization parameters of adjacent encoded blocks, the
information generating unit 19 sets index Nos. with the adjacent encoded blocks in a predetermined order of array. For
example, the information generating unit 19 sets index Nos. in order of quantization parameters with small parameter
values. That is to say, in the case of Fig. 11, the information generating unit 19 sets index Nos. such as "0 (index No.):
32 (quantization parameter)", "1:40", "2:35", "3:31".
[0109] The difference computing unit 192 selects a candidate from the selection candidates where the difference as
to the quantization parameter of the block to be encoded is smallest, and uses the identification information set to the
selected candidate, thereby generating identification information for selecting a prediction quantization parameter from
the selection candidates. Also, the  difference computing unit 192 generates difference information indicating the differ-
ence between the prediction quantization parameter and the quantization parameter of the block to be encoded. For
example, if we say that the quantization parameter of the block to be encoded is "33", the difference computing unit 192
generates difference information "1 (= 33 -32)" as identification information.
[0110] Also, in the event that there are not selection candidates, the difference computing unit 192 generates difference
information indicating the difference between the quantization parameter SliceQPY of the initial value in the slice and
the set quantization parameter.
[0111] Fig. 12 is a flowchart illustrating processing regarding quantization parameters in encoding. In step ST61, the
image encoding device 10 generates information for obtaining a quantization parameters unit minimum size (MinQpU-
nitSize). The quantization parameters unit minimum size is the smallest size where quantization parameters can be
adaptively switched.
[0112] The image encoding g device 10 uses, as information for obtaining the quantization parameters unit minimum
size (MinQpUnitSize), difference as to a transform unit minimum size (MinTransformUnitSize), for example.
[0113] The quantization parameters unit minimum size (MinQpUnitSize) is determined by Expression (26). 

Note that "log2_min_transform_unit_size_minus2" is a parameter for deciding the transform unit minimum size (MinT-
ransformUnitSize).
[0114] The transform unit minimum size (MinTransformUnitSize) is decided by Expression (27). 

[0115] The difference between the quantization parameter unit minimum size (MinQpUnitSize) and the transform unit
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minimum size (MinTransformUnitSize) is, as can be clearly understood from Expressions  (26) and (27), is equivalent
to "log2_min_qp_unit_size_offset". Note that quantization parameters are used in increments of transform units (TU).
That is to say, a quantization parameter is unchanged within a transform unit.
[0116] Also, the quantization parameter unit minimum size (MinQpUnitSize) may be decided in accordance with coding
unit size. In this case, the image encoding unit 10 uses, for example, information stipulating the minimum size of the
coding unit CU (log2_min_ coding_ block_ size_ minus3), and maximum size of the coding unit CU (log2_diff_ max_
min_ coding_ block_ size) . Note that the maximum size of the coding unit CU "log2MaxCUSize" is as illustrated in
Expression (28) . 

[0117] The logarithmic value of the quantization parameter unit minimum size (log2MinQpUnitSize) is decided by
Expression (29). 

[0118] Accordingly, setting "log2_min_ qp_ unit_ size_ offset" so as to be greater makes the quantization parameter
unit minimum size smaller. For example, in a case where the smallest size of a coding unit CU is "8 3 8" and the greatest
size is "64 3 64", setting "log2_min_ qp_ unit_ size_ offset" to "1" makes the quantization parameter unit minimum size
to be "32 3 32". Also, setting "log2_min_ qp_ unit_ size_ offset" to "2" makes the quantization parameter unit minimum
size to be "16 3 16".
[0119] In step ST62, the image encoding device 10 performs processing of including the generated information in the
stream information. The image encoding device 10 includes "log2_min_ qp_ unit_ size_ offset", and "log2_min_ qp_
unit_ size_ offset" which is a parameter to decide the transform unit minimum size (MinTransformUnitSize), in the stream
information, and advances to step ST63. Also, in the event of deciding the quantization parameter unit minimum size in
accordance with the coding unit size, "log2_min_ coding_ block_ size_ minus3",  "log2_diff_ max_ min_ coding_ block_
size", and "log2_min_ qp_ unit_ size_ offset" are included in the stream information. The image encoding device 10
includes the generated information in a sequence parameter set (SPS: sequence parameter set) defined as a syntax of
RBSP (raw byte sequence payload), for example. Note that Fig. 13 exemplarily illustrates a sequence parameter set.
[0120] In step ST63, the image encoding device 10 determines whether or not a frame to encode exists. In the event
that a frame to encode exists, the image encoding device 10 advances to step ST 64 and performs frame encoding
processing illustrated in Fig. 14, and if this does not exist, ends encoding processing.
[0121] In the frame encoding processing in Fig. 14, in step ST71 the image encoding device 10 determines whether
or not a slice to encode exists. In the event that a slice to encode exists, the image encoding device 10 advances to
step ST72, and if this does not exist, ends the encoding processing of the frame.
[0122] In step ST72, the image encoding device 10 decides the quantization parameters of the slice to encode. The
image encoding device 10 decides the quantization parameter of the initial value in the size so as to be a target code
amount, and advances to step ST73.
[0123] In step ST73, the image encoding device 10 calculates "slice_qp_delta". The quantization parameter SliceQPY
of the initial value in the slice has the relation illustrated in Expression (30), with "pic_init_qp_minus26" being set by the
user or the like beforehand. Accordingly, the image encoding device 10 calculates "slice_qp_delta" so as to be the
quantization parameter decided in step ST72, and advances to step ST74. 

[0124] In step ST74 the image encoding device 10 includes "slice_qp_delta" and "pic_init_qp_minus26" in the stream
information. The image encoding device 10 includes the calculated "slice_qp_delta" in the header slice, for example, of
the stream information. Also, the image encoding device 10 includes the "pic_init_qp_minus26" that has been set, in
the picture  parameter set, for example, of the stream information. By thus including the "slice_qp_delta" and "pic_init_
qp_minus26" in the stream information, the image decoding device which performs decoding of the stream information
can calculate the quantization parameter SliceQPY of the initial value in the slice by performing the computation of
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Expression (30). Note that Fig. 15 exemplarily illustrates a sequence parameter set, and Fig. 16 a slice header.
[0125] In step ST75, the image encoding device 10 performs slice encoding processing. Fig. 17 is a flowchart illustrating
performs slice encoding processing.
[0126] In step ST81 of Fig. 17, the image encoding device 10 determines whether or not a coding unit CU to encode
exists. In the event that a coding unit regarding which encoding processing has not been performed yet exists in the
slice to be encoded, the image encoding device 10 advances to step ST82. Also, in the event that encoding processing
of all coding units in the slice has been completed, the image encoding device 10 ends the slice encoding processing.
[0127] In step ST82, the image encoding device 10 determines whether or not a transform unit TU exists in the coding
unit CU to be encoded. In the event that a transform unit exists, the image encoding device 10 advances to step ST83,
and in the event that a transform unit does not exist, advances to step ST87. For example, in the event that all coefficients
to be quantized using a quantization parameter are "0", or in a case of a skip block, the flow advances to step ST87.
[0128] In step ST83, the image encoding device 10 decides the quantization parameter of the coding unit CU to be
encoded. The rate control unit 18 of the image encoding device 10 decides the quantization parameter in accordance
with the complexity of the image of the coding unit as described above, or such that the cost function value is small, and
advances to step ST84.
[0129] In step ST84, the image encoding device 10 sets identification information to the selection candidates. The
information generating unit 19 of the image encoding device 10 takes quantization parameters of  encoded codings
spatially or temporally peripheral to the coding unit to be encoded, as selection candidates. Also, in the event that no
quantization parameters are set to the block due to being a skip block or having no residual information, or in the event
that a quantization parameter is equal to another candidate, the information generating unit 19 excludes these from
selection candidates. The image encoding device 10 sets identification information, e.g., index (ref_qp_block_index) to
the selection candidates, and advances to step ST85.
[0130] In step ST85, the image encoding device 10 generates identification information and difference information.
The information generating unit 19 of the image encoding device 10 selects from the selection candidates a candidate
where the difference as to the quantization parameter of the coding unit to be encoded is smallest, and takes this as a
prediction quantization parameter. The information generating unit 19 generates identification information by using the
index (ref_ qp_ block_ index) of the selected candidate as identification information for selecting the prediction quantization
parameter from the selection candidates. Also, the information generating unit 19 takes the difference (qb_ qp_ delta)
between the prediction quantization parameter and the quantization parameter of the coding unit to be encoded, as
difference information, and advances to step ST86. Now, with the prediction quantization parameter indicated by the
index (ref_ qp_ block_ index) of the determined candidate as "ref_ qp (ref_ qp_ block_ index) ", the quantization parameter
of the coding unit to be encoded (CurrentQP) exhibits the relationship indicated in Expression (31) . 

[0131] In step ST86, the image encoding device 10 includes the identification information and difference information
in the stream information. The lossless encoding unit 16 of the image encoding device 10 performs lossless encoding
of the identification information and difference information generated at the information generating unit 19, includes in
the stream information, and advances to step ST87.
[0132] In step ST87 the image encoding device 10 uses the decided quantization parameter to perform quantization
of the coding unit with the quantization unit 15, and returns to step ST81.
[0133] Thus, the image encoding device 10 selects, from quantization parameters of encoded blocks spatially or
temporally adjacent to a block to be encoded, a candidate where the difference as to the quantization parameter of the
block to be encoded is the smallest, as a prediction quantization parameter. Also, the image encoding device 10 generates
identification information corresponding to the selected quantization parameter. Further, the image encoding device 10
generates difference information indicating difference between the prediction quantization parameter and the quantization
parameter of the block to be encoded. The image encoding device 10 includes the generated identification information
and difference identification in stream information. Thus, since a candidate where the difference is the smallest is selected
as the prediction quantization parameter, the difference between the prediction quantization parameter and the quanti-
zation parameter of the block to be encoded can be prevented from becoming a great value. Accordingly, the image
encoding device 10 can improve the encoding efficiency of quantization parameters.

<4. Configuration of Image Decoding Device>

[0134] Next, an image decoding device which performs decoding processing of stream information output from the
image encoding device will be described. The encoded stream generated by encoding an input image is supplied to the



EP 2 645 717 A1

18

5

10

15

20

25

30

35

40

45

50

55

image decoding device via a predetermined transmission path, recording medium, or the like, and decoded.
[0135] Fig. 18 shows a configuration for an image decoding device which performs decoding processing of stream
information. The image decoding device 50 includes a storage buffer 51, a lossless decoding unit 52, an inverse quan-
tization unit 53, an inverse orthogonal transform unit 54, an adding unit 55, a deblocking filter 56, a screen rearranging
buffer 57, and a digital/analog converting unit (D/A converting unit) 58. Furthermore, the image decoding device 50
includes a quantization parameter calculating unit 59, frame memory 61, an intra prediction unit 71, a motion compensation
unit 72, an a selector 73.
[0136] The storage buffer 51 stores the stream information which has been transmitted. The lossless decoding unit
52 decodes the stream  information supplied from the storage buffer 51 by a format corresponding to the encoding format
of the lossless encoding unit 16 in Fig. 3.
[0137] The lossless decoding unit 52 operates as an information obtaining unit and obtains various types of information
from the stream information. For example, the lossless decoding unit 52 outputs prediction mode information obtained
by decoding the stream information to the intra prediction unit 71 and motion compensation unit 72. Also, the lossless
decoding unit 52 outputs difference motion vectors, threshold values, or threshold value generating information, obtained
by decoding the stream information, to the motion compensation unit 72. Also, the lossless decoding unit 52 outputs
information related to quantization parameters obtained by decoding the stream information, e.g., difference information
and the like, to the quantization parameter calculating unit 59. Further, the lossless decoding unit 52 outputs the quan-
tization data obtained by decoding the stream information to the inverse quantization unit 53.
[0138] The inverse quantization unit 53 performs inverse quantization on the quantization data decoded at the lossless
decoding unit 52 with the format corresponding to the quantization format of the quantization unit 15 in Fig. 3. The inverse
orthogonal transform unit 54 performs inverse orthogonal transform on the output of the inverse quantization unit 53
with the format corresponding to the orthogonal transform format of the orthogonal transform unit 14 in Fig. 3 and outputs
to the adding unit 55.
[0139] The adding unit 55 adds the data after inverse orthogonal transform to prediction image data supplied from the
selector 73, to generate decoded image data and outputs to the deblocking filter 56 and intra prediction unit 71.
[0140] The deblocking filter 56 performs filtering processing as to the decoded image data supplied from the adding
unit 55, removes block distortion and then supplies to and stores at the frame memory 61, and outputs to the screen
rearranging buffer 57.
[0141] The screen rearranging buffer 57 performs rearranging of the images. That is, the order of the frame rearranged
in order for encoding by the screen rearranging buffer 12 of Fig. 3 is rearranged to the original  order for display and is
output to the D/A converting unit 58.
[0142] The D/A converting unit 58 performs D/A conversion on the image data supplied from the screen rearranging
buffer 57, so as to display the image by outputting to an unshown display.
[0143] The quantization parameter calculating unit 59 restores quantization parameters based on information supplied
from the lossless decoding unit 52, and outputs to the inverse quantization unit 53. Fig. 19 illustrates the configuration
of the quantization parameter calculating unit, with the having a computing unit 591 and a quantization parameters
memory unit 592.
[0144] The computing unit 591 uses information supplied from the lossless decoding unit 52 and quantization param-
eters stored in the quantization parameters memory unit 592 to restore the quantization parameter used in the quantization
in the encoding to which the block to be decoded has been subjected to, and outputs to the inverse quantization unit
53. The computing unit 591 also stores the quantization parameter of the block to be decoded in the quantization
parameters memory unit 592.
[0145] The computing unit 591 uses, for example, the "pic_init_qp_minus26" extracted from the parameter set, and
the "slice_qp_delta" extracted from the slice header, to perform the computation of Expression (30), calculates the
quantization parameters SliceQPY, and outputs to the inverse quantization unit 53.
[0146] The computing unit 591 also uses the identification information and difference information supplied from the
lossless decoding unit 52 and the quantization parameters of the decoded blocks stored in the quantization parameters
memory unit 592, and calculates the quantization parameter of the block to be decoded. The computing unit 591 outputs
the calculated quantization parameter to the inverse quantization unit 53. In this case, the computing unit 591 reads out,
from the quantization parameters of the decoded blocks stored in the quantization parameters memory unit 592, the
quantization parameters of decoded blocks spatially or temporally peripheral to the block to be decoded. The computing
unit 591 sets selection candidates in the same way as with the difference  computing unit 192. For example, the computing
unit 591 excludes at least blocks where quantization parameters are redundant or blocks where inverse quantization
using quantization parameters is not performed, and takes as selection candidates. Further, the computing unit 591 sets
identification information, i.e., index (ref_qp_block_index) equal to the difference computing unit 192 as to the quantization
parameters of each of the candidates. That is to say, the computing unit 591 sets the index (ref_qp_block_index) with
adjacent decoded blocks in a predetermined order of array. The computing unit 591 performs computation of the Ex-
pression (31) using the quantization parameter "ref_qp(ref_qp_block_index)" corresponding to identification information
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supplied from the lossless decoding unit 52, i.e., the prediction quantization parameter and the difference indicated by
the difference information supplied from the lossless decoding unit 52 (qb_qp_delta). The computing unit 91 outputs the
calculated quantization parameter (CurrentQP) to the inverse quantization unit 53 as the quantization parameter to be
decoded. Also, in the event that there is no selection candidate, the computing unit 591 outputs the quantization parameter
of the initial value in the slice to the inverse quantization unit 53.
[0147] Also, in the event that information specifying the order of array of blocks has been extracted from the stream
information, the computing unit 591 sets index (ref_ qp_ block_ index) with the decoded blocks in the specified order of
array. Accordingly, even if the order of array is changed at the image encoding device 10, the quantization parameters
used at the image encoding device 10 can be restored.
[0148] Returning to Fig. 18, the frame memory 61 holds the decoded image data after filtering processing supplied
from the deblocking filter 24.
[0149] The intra prediction unit 71 generates prediction image data based on the prediction mode information supplied
from the lossless decoding unit 52 and decoded image data supplied from the adding unit 55, and outputs the generated
prediction image data to the selector 73.
[0150] The motion compensation unit 72 reads out reference image data from the frame memory 61 based on the
prediction mode information and motion vector supplied from the lossless decoding unit 52 and performs motion  com-
pensation, to generate prediction image data. The motion compensation unit 72 outputs the generated prediction image
data to the selector 73. Also, the motion compensation unit 72 generates prediction image data while switching filter
properties in accordance with the magnitude of the motion vectors.
[0151] The selector 73 selects the intra prediction unit 71 in the case of intra prediction and the motion compensation
unit 72 in the case of inter prediction, based on the prediction mode information supplied from the lossless decoding
unit 52. The selector 73 outputs the prediction image data generated at the selected intra prediction unit 71 or motion
compensation unit 72 to the adding unit 55.
[0152] The selector 73 selects the intra prediction unit 71 in the case of intra prediction and the motion compensation
unit 72 in the case of inter prediction, based on the prediction mode information supplied from the lossless decoding
unit 52. The selector 73 outputs the prediction image data generated at the selected intra prediction unit 71 or motion
compensation unit 72 to the adding unit 55.

<5. Operation of Image Decoding Device>

[0153] Next, operation of the image decoding device 50 will be described with reference to the flowchart in Fig. 20.
[0154] In step ST91, the storage buffer 51 stores the stream information which has been supplied thereto. In step
ST92, the lossless decoding unit 52 performs lossless decoding processing. The lossless decoding unit 52 decodes the
stream information supplied from the storage buffer 51. That is, the quantization data of each picture encoded by the
lossless encoding unit 16 in Fig. 3 is obtained. Also, the lossless decoding unit 52, performs lossless encoding of
prediction mode information included in the stream information, and in the event that the obtained prediction mode
information is information relating to the intra prediction mode, outputs the prediction mode information to the intra
prediction unit 71. Also, in the event that the prediction mode information is information relating to the inter prediction
mode, the lossless decoding unit 52 outputs the prediction mode information to the motion compensation unit 72. Further,
the lossless decoding unit 52  outputs the difference motion vectors, threshold values, or threshold generating information,
obtained by decoding the stream information, to the motion compensation unit 72.
[0155] In step ST93, the inverse quantization unit 53 performs inverse quantization processing. The inverse quanti-
zation unit 53 performs inverse quantization on the quantization data decoded by the inverse decoding unit 52 with
properties corresponding to the properties of the quantization unit 15 in Fig. 3.
[0156] In step ST94, the inverse orthogonal transform unit 54 performs inverse orthogonal transform processing. The
inverse orthogonal transform unit 54 performs inverse orthogonal transform on the transform coefficient data subjected
to inverse quantization by the inverse quantization unit 53 with properties corresponding to the properties of the orthogonal
transform unit 14 of Fig. 3.
[0157] In step ST95, the adding unit 55 generates the decoded image data. The adding unit 55 adds the data obtained
by being performed inverse orthogonal transform processing to the prediction image data selected in the later-described
step ST99, and generates decoded image data. Thus, the original image is decoded.
[0158] In step ST96, the deblocking filter 56 performs filtering processing. The deblocking filter 56 performs filtering
processing of the decoded image data output from the adding unit 55, and removes block distortion included in the
decoded image.
[0159] In step ST97, the frame memory 61 performs storage processing of the decoded image data. Note that decoded
image data stored in the frame memory 61 and decoded image data output from the adding unit 55 are used as reference
image data to generate prediction image data.
[0160] In step ST98, the intra prediction unit 71 and motion compensation unit 72 perform prediction processing. The
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intra prediction unit 71 and motion compensation unit 72 each perform prediction processing corresponding to the
prediction mode information supplied from the lossless decoding unit 52.
[0161] That is, when the prediction mode information of the intra prediction is supplied from the lossless decoding unit
52, the intra prediction unit 71 performs intra prediction processing based on the prediction mode information and
generates prediction image data. Also, in the event that the prediction mode information of the inter prediction is supplied
from the lossless decoding unit 52, the motion compensation unit 72 performs motion compensation based on the
prediction mode information and generates prediction image data.
[0162] In step ST99, the selector 73 selects prediction image data. The selector 73 selects the prediction image
supplied from the intra prediction unit 71 and prediction image data supplied from the motion compensation unit 72 and
supplies the selected prediction image data to the adding unit 55, so as to add to the output of the inverse orthogonal
transform unit 54 in step ST95, as described above.
[0163] In step ST100, the screen rearranging buffer 57 performs image rearranging. That is to say, in the screen
rearranging buffer 57, the order of frames rearranged for encoding by the screen rearranging buffer 12 of the image
encoding device 10 in Fig. 3 is rearranged to the original order for display.
[0164] In step ST101, the D/A conversion unit 58 performs D/A conversion on the image data from the screen rear-
ranging buffer 57. This image is output to the unshown display and the image is displayed.
[0165] Next, the prediction image generating processing in step ST98 in Fig. 20 will be described with reference to
the flowchart in Fig. 21.
[0166] In step ST111, the lossless decoding unit 52 determines whether or not the current block has been intra encoded.
In the event of the prediction mode information obtained by performing lossless decoding being intra prediction mode
information, the lossless decoding unit 52 supplies the prediction mode information to the intra prediction unit 63 and
advances to step ST112. Also, in the event of the prediction mode information not being inter prediction mode information,
the lossless decoding unit 52 supplies the prediction mode information to the motion  compensation unit 72, and proceeds
to step ST113.
[0167] In step ST112, the intra prediction unit 71 performs intra prediction processing. The intra prediction unit 71
performs intra prediction using decoded image data before deblocking filter processing and prediction mode information
supplied from the adding unit 55, and generates prediction image data.
[0168] In step ST113, the motion compensation unit 72 performs inter prediction image generating processing. The
motion compensation unit 72 reads out reference image data from the frame memory 61 and generates prediction image
data, based on information supplied from the lossless decoding unit 52 such as prediction mode information and so forth.
[0169] Fig. 22 is a flowchart illustrating processing relating to quantization parameters in decoding. In step ST121, the
image decoding device 50 extracts information to obtaining the quantization parameter unit minimum size. The image
decoding device 50 extracts information for obtaining the quantization parameter unit minimum size, e.g., "log2_min_
qp_unit_size_offset" from the stream information, and advances to step ST122.
[0170] In step ST122, the image decoding unit 50 calculates the quantization parameter unit minimum size. The image
decoding unit 50 performs the computation of Expression (26) using "log2_min_ qp_ unit_ size_ offset", and parameter
"log2_min_ transform_ unit_ size_ minus2" which decides the transform unit minimum size (MinTransformUnitSize), and
calculates the quantization parameter unit minimum size (MinQpUnitSize) . Also, the image decoding unit 50 may
calculate the quantization parameter unit minimum size (MinQpUnitSize) by the computation of Expression (29) .
[0171] In step ST123, the image decoding unit 50 determines whether or not there exists a frame to decode. In the
event that there exists a frame to decode, the image decoding unit 50 advances to step ST124, and in the event that
there exists no frame to decode, ends the processing.
[0172] In step ST124, the image decoding unit 50 determines whether or not  there exists a slice to decode. In the
event that there exists a slice to decode, the image decoding unit 50 advances to step ST125, and in the event that
there exists no slice to decode, returns to step ST123.
[0173] In step ST125 the image decoding unit 50 extracts information for obtaining the quantization parameter of the
initial value in the slice. The lossless decoding unit 52 of the image decoding unit 50 extracts, for example, "pic_init_
qp_minus26" from a picture parameter set (PPS: picture parameter set). Also, "slice_qp_delta" is extracted from the
slice header, and advances to step ST126.
[0174] In step ST126, the image decoding unit 50 calculates the quantization parameter of the initial value in the slice.
The quantization parameter calculating unit 59 of the image decoding unit 50 performs computation of Expression (30)
using "pic_init_qp_minus26" and "slice_qp_delta", calculates quantization parameter SliceQPY, and advances to step
ST127.
[0175] In step ST127, the image decoding unit 50 determines whether or not there exists a coding unit CU to decode.
In the event that there exists a coding unit to decode, the image decoding unit 50 advances to step ST128, and in the
event that there exists none, returns to step ST124.
[0176] In step ST128, the image decoding unit 50 sets identification information to the selection candidates. The
quantization parameter calculating unit 59 of the image decoding unit 50 sets identification information to the selection
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candidates in the same way as with the information generating unit 19 of the image encoding device 10. That is to say,
the quantization parameter calculating unit 59 takes quantization parameters of decoded codings spatially or temporally
peripheral to the coding unit to be decoded, as selection candidates. Also, in the event that no quantization parameters
are set to the block due to being a skip block or having no residual information, or in the event that a quantization
parameter is equal to another candidate, these are excluded from selection candidates. The quantization parameter
calculating unit 59 sets identification information equal to the image encoding device 10, e.g., index (ref_ qp_ block_
index), to the quantization parameters of the candidates, and advances to step ST129.
[0177] In step ST129, the image decoding unit 50 obtains identification information and difference information. The
lossless decoding unit 52 of the image decoding unit 50 extracts the identification information and difference information
included in the stream information at the image encoding device 10, i.e., the index (ref_qp_block_index) and difference
qb_qp_delta). The lossless decoding unit 52 supplies the extracted identification information and difference information
to the quantization parameter calculating unit 59 ad advances to step ST130.
[0178] In step ST130, the image decoding unit 50 uses the identification information and difference information to
calculate quantization parameters. The quantization parameter calculating unit 59 of the image decoding unit 50 performs
the computation of Expression (31) using the quantization parameter "ref_qp (ref_qp_block_index" corresponding to the
index (ref_qp_block_index) which is identification information, and (qb_qp_delta) which is difference information. That
is to say, by adding the difference to the prediction quantization parameter, the quantization parameter of the coding
unit to be decoded is calculated. The quantization parameter calculating unit 59 outputs the quantization parameter of
the coding unit to be decoded (CurrentQP) to the inverse quantization unit 53, and returns to step ST124.
[0179] Thus, by using identification information and difference information included in the stream information, quan-
tization parameters related to the block to be decoded can be restored even if quantization parameters of each of the
blocks are not included in the stream information. That is to say, even if the encoding efficiency of the quantization
parameters has been improved by using identification information and difference information at the image encoding
device 10, the quantization parameters relating to each of the blocks can be restored and decoding processing can be
correctly performed to generate a decoded image at the image decoding unit 50.

<6. Other Operations of Image Encoding Device and Image Decoding Device>

[0180] With the above-described operations of the image encoding device and image decoding device, quantization
parameters of encoded blocks spatially or temporally adjacent to the block to be encoded are taken as  selection
candidates. Also, a quantization parameter selected from the selection candidates in accordance to a quantization
parameter set as to the block to be encoded is taken as a prediction quantization parameter. Further, encoding efficiency
of quantization parameters is improved by including, in the stream information, identification information for selecting
the prediction quantization parameter from the selection candidates, and difference information indicating the difference
between the prediction quantization parameter and the quantization parameter set to the block to be encoded.
[0181] However, the selection candidates are not restricted to quantization parameters of encoded blocks spatially or
temporally adjacent to the block to be encoded, and the last updated quantization parameter may be included in the
selection candidates. As described later, even a block where encoded blocks spatially or temporally adjacent do not
involve inverse quantization, a quantization parameter of a block at a position near to the block to be encoded can be
set as a prediction quantization parameter. Further, quantization parameters may be implicitly or explicitly predicted
quantization parameters of selection candidates, and difference information indicating the difference between the pre-
dicted quantization parameters and the quantization parameter of the block to be encoded, may be generated.
[0182] Next, description will be made regarding a case of deciding the quantization parameter unit minimum size
(MinQpUnitSize) in accordance with the coding unit size, and implicitly or explicitly selecting a prediction quantization
parameter from quantization parameters of selection candidates, as another operation of the image encoding device
and image decoding device. Note that description will be made below regarding to portions differing from the image
encoding device and image decoding device described above.
[0183] In the event of implicitly or explicitly selecting a prediction quantization parameter from quantization parameters
of selection candidates, the image encoding device includes distinguishing information "qp_explicit_flag" indicating
whether to explicitly or implicitly decide quantization parameters. Also, an arrangement may be made with the image
encoding device and image decoding device where whether to implicitly  decide or explicitly decide quantization param-
eters is decoded beforehand.
[0184] To implicitly decide quantization parameters means a prediction quantization parameter equal to the image
encoding device can be selected at the image decoding device, without supplying identification information to select the
prediction quantization parameters from the selection candidates from the image encoding device to the image decoding
device. Specifically, there is a method of selecting a quantization parameter from the selection candidates based on a
priority order decided beforehand and deciding the prediction quantization parameter, a method of taking a stochastic
value of quantization parameters of the selection candidates as a prediction quantization parameter, a method of weighting
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quantization parameters of the selection candidates in accordance to distance from the current block, and taking a
stochastic value of weighted quantization parameters as a prediction quantization parameter, or the like.
[0185] To explicitly decide quantization parameters means a prediction quantization parameter equal to the image
encoding device can be selected at the image decoding device, by supplying identification information to select the
prediction quantization parameters from the selection candidates from the image encoding device to the image decoding
device. Specifically, there is a method of calculating index information specifying a selection candidate at the image
encoding device and including this in the stream information, and using the quantization parameter of the selection
candidate indicated in the index information as the prediction quantization parameter at the image decoding device, a
method where index information is not included in blocks regarding which quantization is not performed, and so forth.
[0186] Fig. 23 is a flowchart for describing another operation of the image encoding device, illustrating slice encoding
processing. In step ST141, the image encoding device 10 determines whether or not a coding unit CU to be encoded
exists. In the event that a coding unit which has not been subjected to encoding processing exists in a slice to be encoding
processed, the image encoding device 10 advances to step ST142. In the event that encoding processing has been
completed for all coding units in the slice, the image encoding device 10 ends the slice encoding  processing.
[0187] In step ST142, the image encoding device 10 splits the coding unit CU. The image encoding device 10 splits
the coding unit CU as illustrated in Fig. 5, decides the size of the coding unit where the cost function value is small, and
advances to step ST143. Also, in order to enable determination of the size of the coding unit where the cost function
value is small, the image encoding device 10 includes in the stream information, for example, "Coding tree syntax", a
"split_coding_unit_flag" equivalent to the split flag in Fig. 5.
[0188] In step ST143, the image encoding device 10 determines whether or not inverse quantization is involved with
the coding unit to be encoded. In the event that the coding unit CU to be encoded is a block of a mode which does not
need inverse quantization using quantization parameters to perform decoding, e.g., skip mode or I_PCM mode, or direct
mode (CBP (Coded Block Pattern) = 0) block, the image encoding device 10 returns to step ST141, and in the event of
a block where inverse quantization is performed, advances to step ST144.
[0189] In step ST144, the image encoding device 10 determines whether or not the size of the coding unit CU is
"log2MinQpUnitSize" or greater. In the event that the size of the coding unit CU is "log2MinQpUnitSize" or greater, the
image encoding device 10 advances to step ST145. Also, in the event that the size of the coding unit CU is not
"log2MinQpUnitSize" or greater, the image encoding device 10 advances to step ST152.
[0190] In step ST145 the image encoding device 10 decides a quantization parameter QP for the coding unit CU to
be encoded. The rate control unit 18 of the image encoding device 10 decides the quantization parameter in accordance
with the complexity of the image of the coding unit as described above, or such that the cost function value is small, and
advances to step ST146.
[0191] In step ST146, the image encoding device 10 determines whether or not distinguishing information "qp_explicit_
flag" enabling identification of whether quantization parameters are to be predicted implicitly or explicitly is "1". In the
event that the distinguishing information  "qp_explicit_flag" is "1", and quantization parameters are to be predicted
explicitly, the image encoding device 10 advances to step ST147. Also, in the event that the distinguishing information
"qp_explicit_flag" is "0" and quantization parameters are to be predicted implicitly, the image encoding device 10 advances
to step ST149. The image encoding device 10 compares the cost function value in the event that the distinguishing
information "qp_explicit_flag" is set to "1" and the cost function value in the event that the distinguishing information "qp_
explicit_flag" is set to "0", for example. The image encoding device 10 sets the value of the distinguishing information
"qp_explicit_flag" such that the encoding efficiency is higher based on the comparison results. Also, in the event that
the distinguishing information "qp_explicit_flag" can be set by the user, the image encoding device 10 sets the distin-
guishing information "qp_explicit_flag" in accordance with user instructions.
[0192] In step ST147, the image encoding device 10 generates identification information. The image encoding device
10 selects a candidate from the selection candidates such that the difference as to the quantization parameter of the
coding unit to be encoded is smallest at the information generating unit 19 as described above, and takes this to be a
prediction quantization parameter. The image encoding device 10 takes, for example, quantization parameters of encoded
blocks spatially or temporally adjacent to the block to be encoded, the last updated quantization parameter, and the
processing procedures set at the head block of the slice, as selection candidates. The image encoding device 10 selects
a candidate from the selection candidates where the difference as to the quantization parameter of the coding unit to
be encoded is smallest, and takes this as a prediction quantization parameter. Further, the information generating unit
19 takes the index (ref_qp_block_index) of the selected candidate to be identification information for selecting a prediction
quantization parameter from the selection candidates, and advances to step ST148.
[0193] In step ST148, the image encoding device 10 includes the identification information in the stream information.
The image encoding device 10 includes the identification information generated in step ST147, and advances to step
ST150.
[0194] In step ST149, the image encoding device 10 implicitly decides a prediction quantization parameter dQP. That
is to say, the image encoding device 10 predicts a quantization parameter with a method equal to the image decoding
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unit 50. As for a method for predicting the quantization parameter, the prediction quantization parameters is decoded
based on a priority order decided beforehand, for example. Also, a stochastic value of multiple candidate quantization
parameters may be taken as a prediction quantization parameter. Further, a method of weighting quantization parameters
of the selection candidates in accordance with distance from the current block, and taking a stochastic value of weighted
quantization parameters as a prediction quantization parameter, or the like, may be used. The image encoding device
10 calculates the prediction quantization parameter and advances to step ST150.
[0195] In step ST150 the image encoding device 10 generates difference information. The image encoding device 10
calculates the difference between the prediction quantization parameter indicated by the identification information gen-
erated in step ST147 and the quantization parameter decided in step ST145, or the difference between the prediction
quantization parameter decided in step ST149 and the quantization parameter decided in step ST145. The image
encoding device 10 generates difference information indicating the calculated difference and advances to step ST151.
[0196] In step ST151, the image encoding device 10 includes the difference information and distinguishing information
in the stream information. The image encoding device 10 includes the difference information generated in step ST151
and the distinguishing information "qp_explicit_flag" used in step ST146 in the stream information. The image encoding
device 10 includes the distinguishing information in one of, for example, the sequence parameter set, picture parameter
set, slice header, or the like, and advances to step ST152.
[0197] In step ST152, the image encoding device 10 performs quantization of the coding unit CU. The image encoding
device 10 performs quantization of the coding unit using the decided quantization parameter, and returns to step ST141.
[0198] Fig. 24 is an operation example in a case of implicitly predicting quantization parameters, and Fig. 25 illustrates
a flowchart example in a case of explicitly predicting quantization parameters. Note that a case of three selection
candidates is illustrated to facilitate description.
[0199] As illustrated in (A) in Fig. 24, the quantization parameter of the block to be encoded in the frame to be encoded
is, for example, "QP_0". Also, the three candidates are the quantization parameter "QP_A" of the encoded block adjacent
to the left, the quantization parameter "QP_B" of the adjacent encoded block, and the quantization parameter "QP_LS"
of a decoded coding unit.
[0200] In Fig. 25, in step ST161 the image encoding device 10 determines whether or not quantization parameters
"QP_A" "QP_B" can be referenced. In the event that the encoded block adjacent to the left and encoded block adjacent
above are not blocks of a mode which does not need inverse quantization using quantization parameters to perform
decoding, e.g., skip mode or I_PCM mode, or direct mode (CBP (Coded Block Pattern) = 0) block, the image encoding
device 10 determines that reference can be made and advances to step ST162. Also, in the event that at least one of
the quantization parameter "QP_A" and the quantization parameter "QP_B" is a mode which does not need inverse
quantization, advances to step ST163.
[0201] In step ST162, the image encoding device 10 takes the average value of quantization parameters "QP_A"
"QP_B" to be prediction quantization parameter dQP. That is to say, as illustrated in (B) in Fig. 24, in the event that
quantization parameters "QP_A" "QP_B" can be referenced, the average value of the quantization parameters "QP_A"
"QP_B" "(QP_A + QP_B + 1) / 2" is taken as the prediction quantization parameter dQP.
[0202] In step ST163, the image encoding device 10 determines whether or not the quantization parameter "QP_A"
can be referenced. In the event that the encoded block adjacent to the left is not a mode where there is no need to
perform inverse quantization, the image encoding device 10 determines that this can be referenced, and advances to
step ST164. Also, in the event that the encoded block adjacent to the left is a mode where  there is no need to perform
inverse quantization, the image encoding device 10 determines that this cannot be referenced, and advances to step
ST165.
[0203] In step ST164, the image encoding device 10 takes the quantization parameter "QP_A" as the prediction
quantization parameter dQP. That is to say, in the event that the quantization parameter "QP_A" can be referenced and
the quantization parameter "QP_B" cannot be referenced, as illustrated in (C) in Fig. 24, the quantization parameter
"QP_A" is taken as the prediction quantization parameter dQP. Note that in Fig. 24 and the later-described Fig. 26,
blocks of a mode which do not need inverse quantization, i.e., blocks that cannot be referenced, are indicated by hatching.
[0204] In step ST165, the image encoding device 10 determines whether or not the quantization parameter "QP_B"
can be referenced. In the event that the encoded block adjacent above is not a mode where there is no need to perform
inverse quantization, the image encoding device 10 determines that this can be referenced, and advances to step ST166.
Also, in the event that the encoded block adjacent above is a mode where there is no need to perform inverse quantization,
the image encoding device 10 determines that this cannot be referenced, and advances to step ST167.
[0205] In step ST166, the image encoding device 10 takes the quantization parameter "QP_B" as the prediction
quantization parameter dQP. That is to say, in the event that the quantization parameter "QP_B" can be referenced and
the quantization parameter "QP_A" cannot be referenced, as illustrated in (D) in Fig. 24, the quantization parameter
"QP_B" is taken as the prediction quantization parameter dQP.
[0206] In step ST167, the image encoding device 10 takes the quantization parameter "QP_LS" as the prediction
quantization parameter dQP. As illustrated in (E) in Fig. 24, in the event that the encoded block adjacent to the left and



EP 2 645 717 A1

24

5

10

15

20

25

30

35

40

45

50

55

the encoded block adjacent above are a mode where there is no need to perform inverse quantization, the quantization
parameter "QP_LS" is taken as the prediction quantization parameter dQP.
[0207] Fig. 26 illustrates another operation example of a case of implicitly predicting quantization parameters. For
example, as  illustrated in (E) in Fig. 24, in the event that the encoded block adjacent to the left and the encoded block
adjacent above are a mode where there is no need to perform inverse quantization, the predetermined quantization
parameter may be generated by increasing the number of selection candidates. For example, as illustrated in (A) in Fig.
26, the quantization parameter "QP_C" of the encoded block adjacent to the upper right, the quantization parameter
"QP_D" of the encoded block adjacent to the upper left, and the quantization parameter "QP_E" of the encoded block
adjacent to the lower left, are added to the selection candidates.
[0208] In the event that the quantization parameters "QP_C", "QP_D", and "QP_E" can be referenced as illustrated
in (B) in Fig. 26, the image encoding device 10 takes the average value "(QP_C + QP_D + 1) / 2" of the quantization
parameters "QP_C" and "QP_D", or the median, as the prediction quantization parameter dQP.
[0209] In the event that the quantization parameters "QP_C" and "QP_D" can be referenced as illustrated in (C) in
Fig. 26, the image encoding device 10 takes the average value "(QP_C + QP_D + 1) / 2" of the quantization parameters
"QP_C" and "QP_D" as the prediction quantization parameter dQP.
[0210] In the event that the quantization parameters "QP_D" and "QP_E" can be referenced as illustrated in (D) in
Fig. 26, the image encoding device 10 takes the average value "(QP_D + QP_E + 1) / 2" of the quantization parameters
"QP_D" and "QP_E" as the prediction quantization parameter dQP.
[0211] In the event that the quantization parameters "QP_C" and "QP_E" can be referenced as illustrated in (E) in
Fig. 26, the image encoding device 10 takes the average value "(QP_C + QP_E + 1) / 2" of the quantization parameters
"QP_C" and "QP_E" as the prediction quantization parameter dQP.
[0212] In the event that the quantization parameters "QP_C", "QP_D", and "QP_E" cannot be referenced as illustrated
in (F) in Fig. 26, the image encoding device 10 takes the quantization parameter "QP_LS" as the prediction quantization
parameter dQP. Note that Fig. 27 illustrates a program for performing the operations of (B) through (D) in Fig. 24 and
(B) through (F) in Fig. 26.
[0213] Also, in the event that the number of quantization parameters that can referenced is one, as illustrated in (G)
through (I) in Fig. 26, this quantization parameter that can referenced may be used as the prediction quantization
parameter dQP.
[0214] Thus, the image encoding device 10 takes quantization parameters such as encoded blocks spatially or tem-
porally adjacent to a block to be encoded as selection candidates, and selects a prediction quantization parameter from
the selection candidates in accordance with a set quantization parameter. Also, the image encoding device 10 generates
identification information for selecting a prediction quantization parameter from the selection candidates. Further, the
image encoding device 10 generates difference information indicating difference between the prediction quantization
parameter and the quantization parameter set to the block to be encoded. The image encoding device 10 includes the
generated identification information and difference information in stream information. By performing such processing,
the difference between the quantization parameter of the block to be encoded and the prediction quantization parameter
can be prevented from becoming a great value. Accordingly, the image encoding device 10 can improve encoding
efficiency of quantization parameters.
[0215] Also, in the event of implicitly prediction quantization parameters, a prediction quantization parameter equal to
the image encoding device 10 can be used at the image decoding device 50, without including identification information
to select prediction quantization parameters from the selection candidates in the stream information. Further, by including
distinguishing information in the stream information, explicit prediction of prediction quantization parameters and implicit
prediction of prediction quantization parameters can be adaptively switched.
[0216] Fig. 28 is a flowchart for describing other operations of the image decoding device. In step ST127 in Fig. 22,
in the event that determination is made that a coding unit to decode exists, the image decoding unit 50 performs processing
from step ST171, and performs decoding of the coding unit.
[0217] In step ST171, the image decoding unit 50 extracts information. The image decoding unit 50 extracts information
from the stream information to use in decoding of the coding unit. For example, information "Coding tree syntax" enabling
determination of the size of the coding unit, information "log2_min_qp_unit_size_offset" enabling determination of the
quantization parameter unit minimum size, distinguishing information "qp_explicit_flag", and so forth, are extracted, and
advances to step ST172.
[0218] In step ST172, the image decoding unit 50 splits the coding unit CU. The image decoding unit 50 splits the
coding unit CU based on "split_coding_unit_flag" and so forth included in the stream information, and advances to step
ST173.
[0219] In step ST173, the image decoding unit 50 determines whether or not the coding unit CU to be decoded involves
inverse quantization. In the event that the coding unit CU to be encoded is a mode where inverse quantization using
quantization parameters is performed, the image decoding unit 50 advances to step ST174, and in the event of a block
where inverse quantization using quantization parameter is not necessary, the decoding processing ends.
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[0220] In step ST174, the image decoding unit 50 determines whether or not the size of the coding unit CU is
"log2MinQpUnitSize" or greater. In the event that the size of the coding unit CU is "log2MinQpUnitSize" or greater, the
image decoding unit 50 advances to step ST175. Also, in the event that the size of the coding unit CU is not
"log2MinQpUnitSize" or greater, the image decoding unit 50 advances to step ST180.
[0221] In step ST175, the image decoding unit 50 determines whether or not distinguishing information "qp_explicit_
flag" is "1". In the event that the distinguishing information "qp_explicit_flag" included in the stream information is "1",
and quantization parameters are to be predicted explicitly, the image decoding unit 50 advances to step ST176. Also,
in the event that the distinguishing information "qp_explicit_flag" is "0" and quantization parameters are to be predicted
implicitly, the image decoding unit 50 advances to step ST178.
[0222] In step ST176, the image decoding unit 50 extracts the index (ref_qp_block_index) from the stream information
and advances to step ST177.
[0223] In step ST177, the image decoding unit 50 decides the prediction quantization parameter dQP. The image
decoding unit 50 selects the quantization parameter based on the index (ref_qp_block_index) from quantization param-
eters of selection candidates, equal to the image encoding device 10, decides the selected quantization parameter to
be the prediction quantization parameter dQP, and advances to step ST179.
[0224] In step ST178, the image decoding unit 50 implicitly decides the prediction quantization parameter dQP. The
image decoding unit 50 predicts the quantization parameter with a method equal to the image encoding device 10. As
for a method for predicting the quantization parameter, a quantization parameter may be decided based on an order of
priority decided beforehand, for example. Also, a stochastic value of quantization parameters of the selection candidates
may be taken as a prediction quantization parameter. Further, a method of weighting quantization parameters of the
selection candidates in accordance with distance from the current block, and taking a stochastic value of weighted
quantization parameters as a prediction quantization parameter, or the like, may be used. The image decoding unit 50
predicts the quantization parameter and advances to step ST179.
[0225] In step ST179, the image decoding unit 50 calculates the quantization parameter QP of the current coding unit
CU. The image decoding unit 50 obtains difference information "qb_qp_delta" from the stream information, adds this
difference information to the prediction quantization parameter dQP, calculates the quantization parameter of the coding
unit to be decoded, and advances to step ST180.
[0226] In step ST180, the image decoding unit 50 performs inverse quantization of the coding unit. The image decoding
unit 50 performs inverse quantization of the coding unit using the decoded quantization parameter.
[0227] Accordingly, the image decoding unit 50 can perform decoding of images using quantization parameters equal
to the quantization parameters used by the image encoding device.

<7. Case of Software Processing>

[0228] The series of the processing described above may be performed by hardware, software, or a combined con-
figuration of both. In the case where processing by software is performed, a program in which is recorded a processing
sequence is installed in memory within a computer built into dedicated hardware, and is executed. Alternatively, a
program may be installed in a general-purpose computer by which various types of processing can be performed.
[0229] Fig. 29 is a diagram exemplifying a schematic configuration of a computer device executing the above-described
series of processing by a program. A CPU 801 of the computer device 80 executes various types of processing according
to a program stored in ROM 802 or recorded in a recording unit 808.
[0230] Programs which the CPU 801 executes, data, and so forth, are stored in the RAM 803 as appropriate. The
CPU 801, ROM 802, and RAM 803 are mutually connected via a bus 804.
[0231] An input/output interface 805 is also connected to the CPU 801 via the bus 804. An input unit 806 such as a
touch panel, keyboard, mouse, microphone, or the like, and an output unit 807 made up of a display or the like, are
connected to the CPU 801 as well. The CPU 801 executes various types of processing in accordance with commands
input from the input unit 806. The CPU 801 then outputs the results of processing to the output unit 807.
[0232] The recording unit 808 connected to the input/output interface 805 is made up of a hard disk for example, and
records programs which the CPU 801 executes, and various types of data. A communication unit 809 communicates
with external devices via cable or wireless communication media such as networks like the Internet or local area networks,
or digital broadcasting or the like. Also, the computer device 80 may  acquire programs via the communication unit 809
and record in the ROM 802 or recording unit 808.
[0233] In the event that removable media 85 such as a magnetic disk, optical disc, magneto-optical disk, or semicon-
ductor memory or the like is mounted to the drive 810, these are driven, and programs, data, and the like, recorded
therein, are obtained. The obtained programs and data are transferred to the ROM 802 or RAM 803 or recorded unit
808 as necessary.
[0234] The CPU 801 reads out and executes a program performing the above-described series of processing, and
performs encoding processing of image signals recorded in the recording unit 808 or removable media 85 or imaging
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signals supplied via the communication unit 809, or decoding processing of stream information.

<8. Case of Applying to Electronic Devices>

[0235] Also, in the above, the H. 264/AVC format has used as the encoding format/ decoding format, but the present
technology can be also applied to the image encoding device/ image decoding device which uses an encoding format/
decoding format which performs other motion prediction/ compensation processing.
[0236] Furthermore, the present technology can be applied to the image encoding device and image decoding device
used at the time of receiving stream information obtained by performing encoding processing, as with MPEG, H. 26x or
the like, via network media such as satellite broadcasting, cable TV (television), the Internet, cellular telephone, or the
like, or at the time of processing on a storage medium such as an optical disc or magnetic disk, and flash memory.
[0237] Next, description will be made regarding an electronic device to which the above- described image encoding
device 10 and image decoding device 50 have been applied.
[0238] Fig. 30 exemplarily illustrates a schematic configuration of a television apparatus to which the present technology
has been applied. The television apparatus 90 has an antenna 901, a tuner 902, a  demultiplexer 903, a decoder 904,
a video signal processing unit 905, a display unit 906, an audio signal processing unit 907, a speaker 908, and an
external interface unit 909. Furthermore, the television apparatus 90 has a control unit 910, a user interface unit 911 or
the like.
[0239] The tuner 902 performs demodulation by choosing a desired channel from the broadcast wave signals received
at the antenna 901, and outputs the obtained stream to the demultiplexer 903.
[0240] The demultiplexer 903 extracts the packet of a video and audio of a program to be viewed from a stream and
outputs the data of extracted packets to the decoder 904. Also, the demultiplexer 903 supplies the packets of data such
as EPG (Electronic Program Guide) to the control unit 910. Note that in the event that scrambling has been performed,
descrambling is performed at a demultiplexer or the like.
[0241] The decoder 904 performs decoding process of the packet, and outputs the video data generated by being
subjected to decoding processing to the video signal processing unit 905 and audio data to the audio signal processing
unit 907.
[0242] The video signal processing unit 905 performs video processing according to the noise reduction and user
settings, on the video data. The video signal processing unit 905 generates video data for displaying programs on the
display unit 906 and image data according to processing based on applications supplied through the network. Also, the
video signal processing unit 905 generates video data to display menu screens or the like such as for selection of items,
and superimposes this on video data of the program. The video signal processing unit 905 generates driving signals
based on the video data generated in this way and drives the display unit 906.
[0243] The display unit 906 drives a display device (e.g., liquid crystal display device or the like) based on the driving
signal from the video signal processing unit 905 so as to display the video of the program.
[0244] The audio signal processing unit 907 subjects the audio data to predetermined processing such as noise
reduction and performs audio  output by performing D/A converting processing and amplifying processing of the audio
data after processing and supplying to the speaker 908.
[0245] The external interface unit 909 is an interface to be connected to external equipment or a network, and performs
data transmission and reception of such as video data or audio data.
[0246] The user interface unit 911 is connected to the control unit 910. The user interface unit 911 is configured of an
operation switch or a remote control signal receiver or the like, and supplies operation signals according to user operation
to the control unit 910.
[0247] The control unit 910 is configured using a CPU (Central Processing Unit), memory or the like. The memory
stores programs to be executed by the CPU, and various data necessary for the CPU to perform processing, EPG data,
data obtained via a network, and the like. The program stored in the memory is read out by the CPU at a predetermined
timing such as at the time of starting up the television apparatus 90 and is executed. The CPU controls each part so
that the television apparatus 90 operates according to user operations by executing a program.
[0248] Note that with the television apparatus 90, a bus 912 is provided to connect a tuner 902, a demultiplexer 903,
a video signal processing unit 905, an audio signal processing unit 907, an external interface unit 909 and a control unit 910.
[0249] With the television apparatus thus configured, the function of the image decoding device (image decoding
method) of the present application is provided to the decoder 904. Therefore, even if processing is performed in the
image encoding processing at the broadcasting station side to reduce the amount of code necessary for transmitting
quantization parameters, the television device can correctly restore the quantization parameters and generate a decoded
image.
[0250] Fig. 31 exemplarily illustrates a schematic configuration of the cellular telephone to which the present technology
has been applied. The cellular telephone 92 has a communication unit 922, an audio codec 923, a camera unit 926, an
image processing unit 927, a multiplex separating  unit 928, a record reproduction unit 929, a display unit 930, and a
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control unit 931. These are connected each other through a bus 933.
[0251] Also, an antenna 921 is connected to the communication unit 922, and a speaker 924 and microphone 925
are connected to the audio codec 923. Furthermore, an operating unit 932 is connected to the control unit 931.
[0252] The cellular telephone 92 performs various operation such as transmission and reception of audio signals,
transmission and reception of email and image data, image shooting, data recording, and so forth, in various modes
such as audio call mode or data communication mode.
[0253] In an audio call mode, audio signals generated at the microphone 925 are converted to audio data and data
compression at the audio codec 923 and supplied to the communication unit 922. The communication unit 922 performs
demodulation processing of the audio data and frequency conversion processing of audio data to generate transmission
signals. Also, the communication unit 922 supplies transmission signals to the antenna 921 so as to be transmitted to
an unshown base station. Also, the communications unit 922 performs amplification, frequency conversion processing,
and demodulation processing of reception signals received at the antenna 921, and supplies the obtained audio data
to the audio codec 923. The audio codec 923 performs data decompression of audio data and conversion to the analog
audio signals and outputs to the speaker 924.
[0254] Also, in data communication mode, in the event of performing email transmission, the control unit 931 receives
text data input by the operation of the operating unit 932 and displays the input text to the display unit 930. Also, the
control unit 931 generates email data based on user instructions at the operating unit 932 and supplies to the commu-
nication unit 922. The communication unit 922 performs modulation processing, frequency conversion processing, and
so forth of the email data, and transmits the obtained transmission signals from the antenna 921. Also, the communication
unit 922 performs amplification, frequency conversion processing, and demodulation processing of the reception signals
received with the antenna 921, and restores the email data. This email data is supplied to the display unit 930 to display
the contents of the email.
[0255] Note that the cellular telephone 92 may store the received email data in storage medium in the recording/
playback unit 929. The storage medium is any storage medium which is readable/writeable. For example, the storage
medium is semiconductor memory such as RAM or built-in flash memory, removable media such as a hard disk, a
magnetic disk, an MO disc, an optical disc, USB memory, a memory card, or the like.
[0256] In the event that image data is transmitted in a data communication mode, the image data generated at the
camera unit 926 is supplied to the image processing unit 927. The image processing unit 927 performs encoding
processing of the image data and generates stream information.
[0257] The multiplex separating unit 928 multiplexes stream information generated at the image processing unit 927
and audio data supplied from the audio codec 923 by a predetermined format and supplies to the communication unit
922. The communication unit 922 performs demodulation processing, frequency conversion processing, and the like of
the multiplexed data, and transmits the obtained transmission signals from the antenna 921. Also, the communication
unit 922 performs amplification, frequency conversion processing, demodulation processing, or the like of the reception
signals received at the antenna 921, and restores the multiplexed data. This multiplexed data is supplied to the multiplex
separating unit 928. The multiplex separating unit 928 performs separating of the multiplexed data, and supplies the
stream information to the image processing unit 927 and the audio data to the audio codec 923.
[0258] The image processing unit 927 performs decoding processing of the encoded data, and generates image data.
This image data is supplied to the display unit 930 to display the received image. The audio codec 923 converts the
audio data into analog audio signals and supplies to the speaker 924 to output the received audio.
[0259] With the cellular telephone device thus configured, the image processing unit 927 has functions of the present
application. Accordingly, data can be reduced when performing encoding processing and transmission of images, for
example. Also, in the decoding processing of  the received image, the quantization parameters can be restored and a
decoded image can be generated.
[0260] Fig. 32 exemplarily illustrates a schematic configuration of the recording playback device to which the present
technology has been applied. The recording/playback device 94 records, for example, audio data and video data of the
received broadcast program to a recording medium, and provides the recorded data to a user in a timing according to
the instructions of the user. Also, an arrangement can be made such that the recording/playback device 94 may acquire,
for example, audio data and video data from other devices, so as to record to a recording medium. Furthermore, an
arrangement can be made such that the recording/playback device 94 may perform, by decoding audio data and video
data recorded in a recording medium to output image display and audio output on monitor devices.
[0261] The recording/playback device 94 has a tuner 941, an external interface unit 942, an encoder 943, an HDD
(Hard Disk Drive) unit 944, a disk drive 945, a selector 946, a decoder 947, an OSD (On-Screen Display) unit 948, a
control unit 949, and a user interface unit 950.
[0262] The tuner 941 chooses a station of a desired channel from the broadcast signals received at an unshown
antenna. The tuner 941 outputs the encoded stream obtained by demodulating the reception signals of the desired
channel to the selector 946.
[0263] The external interface unit 942 is configured of at least any one of an IEEE1394 interface, a network interface
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unit, a USB interface, a flash memory interface, and so forth. The external interface unit 942 is an interface to be connected
to an external device, network, memory card, or the like, and performs data reception of such as video data and audio
data to record.
[0264] The encoder 943 performs encoding processing in a case where video data and audio data supplied from the
external interface unit 942 are not encoded by a predetermined format and outputs stream information to the selector 946.
[0265] The HDD unit 944 records the content data such as the video or the audio, various programs, other data, or
the like, in a built-in hard disk, and also reads out these at the time of playback from the hard disk.
[0266] The disk drive 945 performs recording or playback of the signals to a mounted optical disc. An optical disc is,
e.g., a DVD disc (DVD- Video, DVD- RAM, DVD- R, DVD- RW, DVD+R, DVD+RW or the like) or a Blu- ray disk or the like.
[0267] The selector 946 selects, at the time of the recording of video and audio, either stream from the tuner 941 or
encoder 943, and supplies to either of HDD unit 944 and disk drive 945. Also, the selector 946 supplies, at the time of
the playback of video and audio, a stream output from the HDD unit 944 or disk drive 945 to the decoder 947.
[0268] The decoder 947 performs decoding process of the stream. The decoder 947 supplies the generated video
data to the OSD unit 948 by performing decoding processing. Also, the decoder 947 outputs the generated audio data
by performing decoding processing.
[0269] The OSD unit 948 generates video data to display menu screens or the like such as for the selection of items
and superimposes this on the video data output from the decoder 947, and outputs.
[0270] The user interface unit 950 is connected to the control unit 949. The user interface unit 950 is configured of an
operation switch or a remote control signal receiver or the like and supplies operation signals according to user operations
to the control unit 949.
[0271] The control unit 949 is configured using a CPU or memory. The memory stores a program executed by CPU
and necessary various data when the CPU performing processing. The program stored in the memory is read out and
executed at a predetermined timing such as at the time of start of the recording/playback device 94, by the CPU. The
CPU controls each part so that the recording/playback device 94 operates in accordance with user operation, by executing
a program.
[0272] With the recording/playback device thus configured, functions of the present application are provided to the
encoder 943. Therefore, data amount can be reduced when performing encoding processing and recording of images,
for example. Also, in the decoding processing of the recorded image, the quantization parameters can be restored and
a decoded image can be generated.
[0273] Fig. 33 exemplarily illustrates a schematic configuration of an imaging apparatus to which the present invention
has been applied. The imaging apparatus 96 images a subject so as to display the image of the subject on a display
unit, and record this in a recording medium as image data.
[0274] The imaging apparatus 96 has an optical block 961, an imaging unit 962, a camera signal processing unit 963,
an image data processing unit 964, a display unit 965, an external interface unit 966, a memory unit 967, a media drive
968, an OSD unit 969, and a control unit 970. Also, a user interface unit 971 is connected to the control unit 970.
Furthermore, the image data processing unit 964 and external interface unit 966, memory unit 967, media drive 968,
OSD unit 969, and control unit 970 and so forth are connected via a bus 972.
[0275] The optical block 961 is configured of a focusing lens, diaphragm mechanism, and so forth. The optical block
961 images an optical image of a subject on an imaging face of the imaging unit 962. The imaging unit 962 is configured
using a CCD or CMOS image sensor, and electrical signals corresponding to the optical image are generated by pho-
toelectric conversion and supplied to the camera signal processing unit 963.
[0276] The camera signal processing unit 963 performs various kinds of camera signal processing such as KNEE
correction and gamma correction, color correction and the like, to the electrical signals supplied from the imaging unit
962. The camera signal processing unit 963 supplies the image data after camera signal processing to the image data
processing unit 964.
[0277] The image data processing unit 964 performs encoding processing of  the image data supplied from the camera
signal processing unit 963. The image data processing unit 964 supplies the stream information generated by performing
encoding processing to the external interface unit 966 and media drive 968. Also, the image data processing unit 964
performs decoding processing of the stream information supplied from the external interface unit 966 and media drive
968. The image data processing unit 964 supplies the generated image data to the display unit 965 by performing
decoding processing. Also, the image data processing unit 964 performs processing to supply the image data supplied
from the camera signal processing unit 963 to the display unit 965, and processing to superimpose data for display
acquired from the OSD unit 969 onto the image data and supply to the display unit 965.
[0278] The OSD unit 969 generates data for display such as a menu screen or the icon made of signs, text or shapes,
and outputs to the image data processing unit 964.
[0279] For example, the external interface unit 966 is configured of USB input and output terminals, and in a case of
performing printing of the image, is connected to a printer. Also, a drive is connected to the external interface unit 966
according to need, and removable media such as a magnetic disk, optical disc, or the like is mounted as appropriate,
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and a program read out therefrom is installed according to need. Furthermore, the external interface unit 966 has a
network interface connected to a predetermined network such as a LAN or the Internet. For example, according to the
instructions from the user interface unit 971, the control unit 970 reads out stream information from the memory unit 967
so as to be supplied to the other devices connected via a network from the external interface unit 966. Also, the control
unit 970 acquires stream information and image data supplied from other devices via a network, through the external
interface unit 966, so as to supply this to the image data processing unit 964.
[0280] For example, as for a recording medium driven by the media drive 968, any removable media which is readable
and writable may be used, such as a magnetic disk, an MO disk, an optical disc, and semiconductor memory. Also, with
a recording medium, the kind of removable media is also optional, and may be a tape device, may be a disk or may be
a memory card. As a matter of course this may be a non-contact IC card or the like.
[0281] Also, an arrangement may be made where the media drive 968 and recording medium are integrated and, for
example, are configured of a non- portable storage medium such as a built- in type hard disk drive or SSD (Solid State
Drive) or the like.
[0282] The control unit 970 is configured using a CPU memory, and so forth. The memory stores programs to be
stored by the CPU, and various types of data necessary for the CPU to perform processing. Programs stored in the
memory are read out at predetermined timing such as at the time of startup of the imaging device 96 by the CPU, and
are executed. The CPU controls each part so that operations of the imaging device 96 correspond to user operations,
by executing the program.
[0283] With the imaging device thus configured, the image data processing unit 964 is provided with functions of the
present application. Therefore, at the time of encoding and recording the imaged image to the memory unit 967 or a
recording medium, the amount of data to be recorded can be reduced. Also, in the decoding processing of the recorded
image, the quantization parameters can be restored and a decoded image can be generated.
[0284] Furthermore, the present technology is not to be interpreted as being restricted to the above- described em-
bodiments. The embodiments are disclosed exemplarily, and it is clearly understood that one skilled in the art can
accomplish modifications and a substitutions of the embodiments without departing from the essence of the present
technology. That is, the Claims should be taken into consideration to determine the essence of the present technology.
[0285] Also, the image decoding device and image encoding device according to the present technology may assume
the following configurations. 

(1) An image decoding device, including:

an information acquiring unit configured to take quantization parameters of decoded blocks spatially or temporally
adjacent to a block to be decoded, as selection candidates, and extract, from stream information, difference
information indicating difference as to a  prediction quantization parameter selected from the selection candi-
dates; and
a quantization parameter calculating unit configured to calculate, from the prediction quantization parameter
and the difference information, a quantization parameter of the block to be decoded.

(2) The image decoding device according to (1), wherein the quantization parameter calculating unit sets to the
prediction quantization parameter a quantization parameter in an order indicated by identification information included
in the stream information, with the adjacent decoded blocks in a predetermined order.
(3) The image decoding device according to (1), wherein the quantization parameter calculating unit performs
determination of selection candidates in an order set beforehand, and sets the prediction quantization parameter
based on the determination result.
(4) The image decoding device according to (1), wherein the quantization parameter calculating unit selects, based
on determination information included in the stream information, performing one or the other of processing of setting
to the prediction quantization parameter a quantization parameter in an order indicated by identification information
included in the stream information, and processing of determining selection candidates in an order set beforehand
and setting the prediction quantization parameter based on the determination result.
(5) The image decoding device according to any one of (1) through (4), wherein the quantization parameter calculating
unit takes the selection candidates, having excluded from the adjacent decoded blocks at least blocks where quan-
tization parameters are redundant or blocks where inverse quantization using quantization parameters is not per-
formed.
(6) The image decoding device according to any one of (1) through (5), wherein, in the event that there is no selection
candidate, the quantization parameter calculating unit takes a quantization parameter of an initial value in a slice
as the prediction quantization parameter.
(7) The image decoding device according to any one of (1) through (6), wherein the quantization parameter calculating
unit includes a quantization parameter updated last in the selection candidates.
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(8) The image decoding device according to any one of (1) through (7), wherein the quantization parameter calculating
unit calculates a quantization parameter of the block to be decoded by adding difference which the difference
information indicates to the prediction quantization  parameter.
(9) An image encoding device, comprising:

a control unit configured to set a quantization parameter as to a block to be encoded;
an information generating unit configured to take quantization parameters of encoded blocks spatially or tem-
porally adjacent to a block to be encoded, as selection candidates, select from the selection candidates a
prediction quantization parameter in accordance to the set quantization parameter, and generate difference
information indicating difference between the prediction quantization parameter and the set quantization pa-
rameters; and
an encoding unit configured to include the difference information in stream information generated by performing
encoding processing of the block to be encoded, using the set quantization parameter.

(10) The image encoding device according to (9), wherein the information generating unit selects a quantization
parameter of which the difference as to the set quantization parameter is the smallest, as the prediction quantization
parameter.
(11) The image encoding device according to (10), wherein the information generating unit generates identification
information indicating the order of blocks as to the selected quantization parameter, with the adjacent encoded
blocks in a predetermined order;
and wherein the encoding unit includes the identification information in the stream information.
(12) The image encoding device according to (11), wherein the information generating unit takes an order of array
where priority is given to one of an encoded block adjacent to the left side, an encoded block adjacent above, and
an encoded block temporally adjacent.
(13) The image encoding device according to either of (11) or (12), wherein the information generating unit can
switch the order of array of adjacent encoded blocks.
(14) The image encoding device according to (9), wherein the information generating unit performs determination
of selection candidates in an order set beforehand, and selects the prediction quantization parameter based on the
determination result.
(15) The image encoding device according to (9), wherein the information generating unit is capable of selecting
between processing of selecting a quantization parameter of which the difference as to the set  quantization parameter
is the smallest as the prediction quantization parameter, and processing of performing determination of selection
candidates in an order set beforehand and selecting the prediction quantization parameter based on the determination
result, and generates determination information indicating the selected processing;
and wherein the encoding unit includes the determination information in the stream information.
(16) The image encoding device according to any one of (9) through (15), wherein the information generating unit
takes the selection candidates, having excluded from the adjacent encoded blocks at least blocks where quantization
parameters are redundant or blocks where quantization using quantization parameters is not performed.
(17) The image encoding device according to any one of (9) through (16), wherein, in the event that there is no
selection candidate, the information generating unit generates difference information indicating difference between
a quantization parameter of an initial value in a slice, and the set quantization parameters.
(18) The image encoding device according to any one of (9) through (17), wherein the information generating unit
includes a quantization parameter updated last in the selection candidates.

Industrial Applicability

[0286] With the image decoding device, image encoding device, and method thereof, according to this technology,
quantization parameters of encoded blocks spatially or temporally adjacent to a block to be encoded are taken as
selection candidates, and a prediction quantization parameter is selected from the selection candidates in accordance
to the set quantization parameter. Difference information indicating difference between the prediction quantization pa-
rameter and the quantization parameters set as to the block to be encoded is generated. Accordingly, the difference of
quantization parameters can be prevented from becoming a great value, and encoding efficiency of quantization pa-
rameters can be improved. Also, in a case of decoding stream information where difference information is included, a
prediction quantization parameter is selected from quantization parameters of decoded blocks spatially or temporally
adjacent to a block to be decoded, and a quantization parameter of the block to be decoded is calculated from the
prediction quantization parameter and the difference information. Accordingly, even  in the event that stream information
is generated with improved encoding efficiency of quantization parameters, in the event of decoding this stream infor-
mation the quantization parameters can be restored based on the prediction quantization parameter and difference
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information, and decoding processing can be correctly performed. Accordingly, this is suitable for equipment which
transmits/receives stream information obtained by performing encoding in block increments, via network media such as
satellite broadcasting, cable TV, the Internet, cellular telephones, and the like, and equipment and the like which processes
this on storage media such as optical discs, magnetic disks, flash memory, and so forth.

Reference Signs List

[0287]

10 image encoding device
11 A/D conversion unit
12, 57 screen rearranging buffer
13 subtracting unit
14 orthogonal transform unit
15 quantization unit
16 lossless encoding unit
17, 51 storage buffer
18 rate control unit
19 information generating unit
21, 53 inverse quantization unit
22, 54 inverse orthogonal transform unit
23, 55 adding unit
24, 56 deblocking filter
26, 61 frame memory
31, 71 intra prediction unit
32 motion prediction/compensation unit
33 prediction image/optimal mode selecting unit
50 image decoding device
52 lossless decoding unit
58 D/A converting unit
59 quantization parameter calculating unit
62, 73 selector
72 motion compensation unit
80 computer device
90 television apparatus
92 cellular telephone
94 recording/playback device
96 imaging apparatus
191 quantization parameter memory unit
192 difference computing unit
591 computing unit
592 quantization parameter memory unit

Claims

1. An image decoding device, comprising:

an information acquiring unit configured to take quantization parameters of decoded blocks spatially or temporally
adjacent to a block to be decoded, as selection candidates, and extract, from stream information, difference
information indicating difference as to a prediction quantization parameter selected from the selection candi-
dates; and
a quantization parameter calculating unit configured to calculate, from the prediction quantization parameter
and the difference information, a quantization parameter of the block to be decoded.

2. The image decoding device according to Claim 1, wherein the quantization parameter calculating unit sets to the
prediction quantization parameter a quantization parameter in an order indicated by identification information included
in the stream information, with the adjacent decoded blocks in a predetermined order.
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3. The image decoding device according to Claim 1, wherein the quantization parameter calculating unit performs
determination of selection candidates in an order set beforehand, and sets the prediction quantization parameter
based on the determination result.

4. The image decoding device according to Claim 1, wherein the quantization parameter calculating unit selects, based
on determination information included in the stream information, performing one or the other of processing of setting
to the prediction quantization parameter a quantization parameter in an order indicated by identification information
included in the stream information, and processing of determining selection candidates in an order set beforehand
and setting the prediction quantization parameter based on the determination result.

5. The image decoding device according to Claim 1, wherein the quantization parameter calculating unit takes the
selection candidates, having excluded from the adjacent decoded blocks at least blocks where quantization param-
eters are redundant or blocks where inverse quantization using quantization parameters is not performed.

6. The image decoding device according to Claim 1, wherein, in the event that there is no selection candidate, the
quantization parameter calculating unit takes a quantization parameter of an initial value in a slice as the prediction
quantization parameter.

7. The image decoding device according to Claim 1, wherein the quantization parameter calculating unit includes a
quantization parameter updated last in the selection candidates.

8. The image decoding device according to Claim 1, wherein the quantization parameter calculating unit calculates a
quantization parameter of the block to be decoded by adding difference which the difference information indicates
to the prediction quantization parameter.

9. An image decoding method, comprising:

a process of taking quantization parameters of decoded blocks spatially or temporally adjacent to a block to be
decoded, as selection candidates, and extracting, from stream information, difference information indicating
difference as to a prediction quantization parameter selected from the selection candidates; and
a process of calculating, from the prediction quantization parameter and the difference information, a quantization
parameter of the block to be decoded.

10. An image encoding device, comprising:

a control unit configured to set a quantization parameter as to a block to be encoded;
an information generating unit configured to take quantization parameters of encoded blocks spatially or tem-
porally adjacent to a block to be encoded, as selection candidates, select from the selection candidates a
prediction quantization parameter in accordance to the set quantization parameter, and generate difference
information indicating difference between the prediction quantization parameter and the set quantization pa-
rameters; and
an encoding unit configured to include the difference information in stream information generated by performing
encoding processing of the block to be encoded, using the set quantization parameter.

11. The image encoding device according to Claim 10, wherein the information generating unit selects a quantization
parameter of which the difference as to the set quantization parameter is the smallest, as the prediction quantization
parameter.

12. The image encoding device according to Claim 11, wherein the information generating unit generates identification
information indicating the order of blocks corresponding to the selected quantization parameter, with the adjacent
encoded blocks in a predetermined order;
and wherein the encoding unit includes the identification information in the stream information.

13. The image encoding device according to Claim 12, wherein the information generating unit takes an order of array
where priority is given to one of an encoded block adjacent to the left side, an encoded block adjacent above, and
an encoded block temporally adjacent.

14. The image encoding device according to Claim 12, wherein the information generating unit can switch the order of
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array of adjacent encoded blocks.

15. The image encoding device according to Claim 10, wherein the information generating unit performs determination
of selection candidates in an order set beforehand, and selects the prediction quantization parameter based on the
determination result.

16. The image encoding device according to Claim 10, wherein the information generating unit is capable of selecting
between processing of selecting a quantization parameter of which the difference as to the set quantization parameter
is the smallest as the prediction quantization parameter, and processing of performing determination of selection
candidates in an order set beforehand and selecting the prediction quantization parameter based on the determination
result, and generates determination information indicating the selected processing;
and wherein the encoding unit includes the determination information in the stream information.

17.  The image encoding device according to Claim 10, wherein the information generating unit takes the selection
candidates, having excluded from the adjacent encoded blocks at least blocks where quantization parameters are
redundant or blocks where quantization using quantization parameters is not performed.

18. The image encoding device according to Claim 10, wherein, in the event that there is no selection candidate, the
information generating unit generates difference information indicating difference between a quantization parameter
of an initial value in a slice, and the set quantization parameters.

19. The image encoding device according to Claim 10, wherein the information generating unit includes a quantization
parameter updated last in the selection candidates.

20. An image encoding method, comprising:

a process of setting a quantization parameter as to a block to be encoded;
a process of taking quantization parameters of decoded blocks spatially or temporally adjacent to a block to be
decoded, as selection candidates, selecting from the selection candidates a prediction quantization parameter
in accordance to the set quantization parameter, and generating difference information indicating difference
between the prediction quantization parameter and the set quantization parameters; and
a process of including the difference information in stream information generated by performing encoding
processing of the block to be encoded, using the set quantization parameter.
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