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(54) RESOURCE ALLOCATION METHOD AND RESOURCE MANAGEMENT PLATFORM

(57) The present invention is applicable to the tech-
nical field of computer technology. Provided are a re-
source allocation method and a resource management
platform. The method includes the following steps: re-
ceiving a resource request sent by a resource requester,
wherein the resource request includes resource demand
and application feature of a resource; determining a host
machine for allocating resources to the resource request-
er according to the resource request and a resource ap-
plication feature allocation policy; and controlling the host

machine to allocate resources to the resource requester
and return resource allocation information to the resource
requester, thus solving the problem of degrading per-
formance of host machines as a whole in the prior art
caused by hardware resource competition among a plu-
rality of applications which share hardware resources,
and efficiently improving the utilization efficiency of the
server resources, reducing hardware loss, and improving
the user’s experience.
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Description

[0001] This application claims priority to Chinese Patent Application No. 201110251036.3, filed on August 29, 2011,
titled "resource allocation method and resource management platform", which is hereby incorporated by reference in its
entirety.

TECHNICAL FIELD

[0002] The present invention relates to the field of computer technology, and particularly, to a resource allocation
method and a resource management platform.

BACKGROUND

[0003] Cloud computation can perform an on-demand allocation according to the user’s resource demand, i.e., the
resources are allocated when being required by the service, and released when being not required. In case there are
multiple peak-alternation services, the utilization efficiencies of various parts of the system can be improved on the
whole. This feature of cloud computation effectively reduces the hardware and management costs for enterprise oper-
ation, increases the utilization rate of hardware resources, and greatly improves the cloud computation technology.
[0004] As one of the most common resource allocation modes, Virtual Machine (VM) provides services to multiple
users in the same computer hardware through virtualization of hardware resources, thereby increasing the utilization
rate of hardware resources. When a user requests resources of a certain capacity, the user may apply a resource
management platform through an exposed interface thereof for the resources. When applying for the resources, the
user provides a resource capacity demand parameter which includes VM CPU, memory, hard disk, network capacity,
VM position requirement, VM image, etc. The demand parameter mainly refers to parameter requirement of some
technical performances that the resource management platform shall satisfy, so that the resource management platform
provides resources to the user according to the user’s demand parameter. In the prior art, VMs on the same host machine
are isolated from each other in a certain extent, and the isolation degree varies with the virtualization technology. The
isolation mainly refers to mutual influence among the VMs. If an application running on one VM enters an endless loop,
the VM may crash, but the running of other VM will not be influenced. The host machine in the present invention refers
to a machine for VM running, and it may be a physical machine or a VM.
[0005] However, as the VMs share the hardware resources, the feature limitation of the hardware resources makes
competition for the hardware resources still exist among the VMs, e.g., for hard disk read/write, multiple VMs commonly
and frequently read/write the hard disk will influence each other due to the limitation of the rotational and read-write
speed of the hard disk. In case one physical machine has two or more VMs, the applications running on respective VMs
may compete for resources, so that the performance of each VM cannot be ensured, and the physical machine cannot
exert its optimal performance. For example, one physical machine has two VMs, and the applications running thereon
both frequently read and write the hard disk, such as using the hard disk to cache the processed data, or copying and
modifying the data of the hard disk. In that case, the applications on the two VMs will cause the competition for using
the hardware resources between the VMs, thereby degrading the overall performance of the physical machine where
the VMs are located. Currently, the physical resources of Infrastructure as a Service (IaaS) are shared by multiple users,
and the users cannot know which application shares the same physical resources as which they apply for, thus cannot
avoid the competition for the hardware resources among the VMs. In addition, since the resource management module
is unable to acquire the features of the application going to run on the allocated VM, it also cannot avoid the competition
for the hardware resources, thereby cannot prevent the degradation of the VM performance caused by the competition.
Moreover, if multiple VMs having homogeneous demands on the hardware resources (i.e., the VMs have same or similar
demands on the hardware resources, e.g., the two VMs both frequently read and write the hard disk) are arranged on
the same physical machine, during the long-term running, a certain hardware of the physical machine will be in a high
load state while other hardware will be in a low load state, thus the overall performance of the physical machine cannot
be exerted uniformly, and the energy consumption and the hardware loss will be increased.

SUMMARY

[0006] The object of the embodiment of the present invention is to provide a resource allocation method, so as to
solve the problem that the performance of the host machine is degraded as a whole due to the hardware resource
competition among a plurality of applications which share hardware resources.
[0007] The embodiment of the present invention is implemented by a resource allocation method, comprising the steps
of:
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receiving a resource request sent by a resource requester, wherein the resource request comprising resource
demand and application feature of a resource;
determining a host machine for allocating resources to the resource requester according to the resource request
and a resource application feature allocation policy; and
controlling the host machine to allocate resources to the resource requester and returning resource allocation
information to the resource requester.

[0008] Another object of the embodiment of the present invention is to provide a resource management platform,
comprising:

a resource request receiving unit configured to receive a resource request sent by a resource requester, wherein
the resource request comprising resource demand and application feature of a resource;
a host machine determining unit configured to determine a host machine for allocating resources to the resource
requester according to the resource request and a resource application feature allocation policy; and
an allocation information returning unit configured to control the host machine to allocate resources to the resource
requester and return resource allocation information to the resource requester.

[0009] The embodiment of the present invention receives from the resource requester a resource request including
resource demand and application feature of a resource, determines a host machine for allocating resources to the
resource requester according to the resource request and a preset resource application feature allocation policy, controls
the host machine to allocate resources to the resource requester, and returns resource allocation information to the
resource requester. The embodiment of the present invention determines the host machine for allocating resources with
reference to the application feature of the resource and the resource application feature allocation policy, thereby solving
the problem that the performances of the host machine and the allocated resource itself are degraded due to the hardware
resource competition among a plurality of applications which share hardware resources. Thus the resources are allocated
according to the resource request and resource application feature allocation policy, which optimizes the resource
allocation, effectively increases the resource utilization efficiency, reduces the hardware loss and improves the user’s
experience.

BRIEF DESCRIPTION OF DRAWINGS

[0010]

Fig. 1 is a flowchart for implementing a resource allocation method provided by Embodiment 1 of the present invention;
Fig. 2 is a flowchart for implementing a resource allocation method provided by Embodiment 2 of the present invention;
Fig. 3 is a flowchart for implementing a resource allocation method provided by Embodiment 3 of the present invention;
Fig. 4 is a structure diagram of a resource management platform provided by Embodiment 5 of the present invention;
Fig. 5 is a structure diagram of a resource management platform provided by Embodiment 6 of the present invention;
and
Fig. 6 is a structure diagram of a resource management platform provided by Embodiment 7 of the present invention.

DESCRIPTION OF EMBODIMENTS

[0011] In order to make the objects, technical solutions and advantages of the present invention clearer, the present
invention will be further detailedly described as follows in conjunction with the embodiments and the drawings. It shall
be appreciated that the embodiments described herein are just explanations of the present invention rather than limitations
thereto.
[0012] Next, the implementations of the present invention will be detailedly described in conjunction with the embod-
iments.

Embodiment 1:

[0013] Fig. 1 illustrates a flow for implementing a resource allocation method provided by Embodiment 1 of the present
invention, and the details are described as follows.
[0014] In step S101, receiving a resource request sent by a resource requester, wherein the resource request includes
resource demand and application feature of a resource.
[0015] In the embodiment of the present invention, the resource request may be received through a preset interface,
so that the interface can receive the application feature of the resource. The preset interface may be a Representational
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State Transfer (RESTful) interface, a Web Service (WebService) interface or a remote-called interface. The resource
mainly refers to a Virtual Machine (VM) having a Central Processing Unit (CPU), a memory, a hard disk, a network, etc.,
or a resource having computation capability, such as a Java Virtual Machine (JVM) running on a certain operating system
or a computation agent. The resource request is initiated by a resource requester. During the implementation process,
the resource requester may be any user who requests a resource from the resource management platform. Of course,
the resource requester also includes programs such as a scheduling module of a distributed computing system.
[0016] In the embodiment of the present invention, the resource demand included in the resource request refers to
the performance parameter requirement of the resource requested by the user, i.e., some capacity requirements to be
satisfied by the provided resource, and herein called as resource specification. For example, when the requested resource
is a VM, the resource specification may be one or arbitrary combinations of a position of a host machine where the
resource is located, a VM CPU, a memory, a magnetic disk, a network, an operating system and an application, wherein
the position of the host machine where the resource is located may designate the position of the host machine, or the
requirements of the position (e.g., the resources applied for are located in the same host machine), and the detailed
example is shown in Table 1.

[0017] Table 1 lists the resource demands in a resource request: a CPU with two cores, a frequency of 3.0 GHz, a
memory of 4G, a hard disk of 160G, etc.
[0018] In the embodiment of the present invention, the application feature of the resource refers to the type of an
application running on the resource, which may be pre-defined by the resource provider. From the types of the applications
running on the resource defined by the resource provider, the resource requester selects a type most fitting the program
to be run as the application feature of the resource applied for. Or, the application feature of the resource refers to the
usage condition of the resource to be applied for by the resource requester. The usage condition includes, but not limited
to, one or arbitrary combinations of a CPU usage rate, a memory usage rate, a magnetic disk read-write, network
throughput (uplink and downlink), a highly real-time, a Graphic Processing Unit (Graphic Processing Unit , GPU) usage
rate, etc. The usage condition defines the load usage conditions of various capacities of the resource, and it is an
integration of the features of all the applications running on the resource applied for. For example, if on a certain VM,
there runs an application that reads and writes frequently from and into the hard disk, then the VM represents frequent
hard disk read-write, i.e., the application feature of the resource is frequent hard disk read-write. For another example,
if two applications run on a certain VM, wherein one application is a high network load and the other application does
not have any high occupancy rate of the hardware resources, then the comprehensive representation of the two appli-
cations is a high network load, i.e., the application feature of the resource is the high network load. The detailed example
is shown in Table 2.

[0019] Table 2 depicts the application feature of a resource in a resource request, wherein the CPU usage rate is high

Table 1:

Resource Demand Specification Value

CPU 2 cores 3.0 GHz

Memory 4G

Hard disk 160G

Network 1,000 Mbps

Operating system Linux

Table 2:

Application Feature of Resource Feature

CPU High (>75%)

Memory Low

Magnetic disk read-write Low

Network throughput Low

Real-time Low

GPU High
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(>75%), while the memory, the magnetic disk read-write, the network throughput and the real-time are low. The application
feature may be specifically defined upon the system demand, e.g., if the memory usage rate <10%, the application
feature of the memory is defined as low.
[0020] In step S102, determining a host machine for allocating resources to the resource requester according to the
resource request and a resource application feature allocation policy.
[0021] In the present invention, the resource application feature allocation policy may be preconfigured on the resource
management platform. The resource management platform determines the host machine for allocating resources to the
user according to the resource demand, the application feature of the resource and the resource application feature
allocation policy. In which, the resource application feature allocation policy may specifically include one or arbitrary
combinations of a resource application feature allocation policy based on region allocation, a resource application feature
allocation policy based on host machine allocation and a resource application feature allocation policy based on a
resource application feature combination policy. In which, the resource application feature allocation policy based on
region allocation indicates the region(s) where the resource of a certain application feature is allocated, and the resource
application feature allocation policy based on host machine allocation indicates the host machine(s) where the resource
of a certain application feature is allocated. The region refers to a logic region or a physical region, wherein the logic
region logically sorts one or more physical resources into one group to be managed with the same management rule or
security policy. The resource application feature combination policy is used for defining the application features of the
resources capable or incapable of sharing the host machine, or a degree of mutual influence between the resources of
two application features which share the same host machine, i.e., a coexistence degree. In which, the application features
of the resources capable of sharing the host machine indicate the application features of which the resources can share
the host machine, and the application features of the resources incapable of sharing the host machine indicate the
application features of which the resources cannot share the host machine. During the implementation process, a rule
file may be used to store the resource application feature combination policy. As shown in Table 3, the configured
resource application feature combination policy is described through an example.

[0022] Table 3 depicts degrees of influences on the resource performance when resources 1 and 2 of different types
share the host machine, which are represented as coexistence degrees, and the influence factors are classified into
three levels. In the second row, the coexistence degree between resource 1 of high magnetic disk read-write type and
resource 2 of high magnetic disk read-write type sharing the host machine is 0, i.e., the coexistence degree is low and
coexistence is not recommended. In the third row, the coexistence degree between resource 1 of high network access
type and resource 2 of high network access type sharing the host machine is 1, which means that the influence is
medium, the coexistence degree is secondarily high, and coexistence is allowed in a certain extent. In the fourth row,
the coexistence degree between resource 1 of high CPU usage type and resource 2 of high network access type sharing
the host machine is 2, which means that the influence is little, the coexistence degree is high, and coexistence is allowed.
[0023] In step S103, controlling the host machine for allocating resources to allocate resources to the resource requester
and returning resource allocation information to the resource requester.
[0024] In the embodiment of the present invention, after the host machine for allocating resources to the resource
requester is determined, the host machine is controlled to allocate resources to the resource requester and return
resource allocation information to the resource requester, wherein the resource allocation information may be an identifier
of the resource and/or an address of the resource and/or any other information capable of locating or identifying the
resource.
[0025] After the resources are successfully allocated to the resource requester, information related to the allocated
resource is further stored as a basis for subsequent resource allocation or resource adjustment, wherein the resource
adjustment may be a resource migration. The stored information related to the resource includes the application feature
of the resource, and may further include one or more of a resource position, a resource user, a resource allocation time,
a resource valid period, a resource capacity, a resource security policy, a resource migration policy, etc.
[0026] The embodiment of the present invention receives a resource request including resource demand and appli-
cation feature of a resource through a RESTful interface, a WebService interface or a remote-called interface, determines
a host machine for allocating resources to the resource requester according to a resource application feature allocation

Table 3:

Type of Resource 1 Type of Resource 2 Coexistence Degree

High magnetic disk read-write High magnetic disk read-write 0

High network access High network access 1

High CPU usage High CPU usage 2
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policy preset by a resource management platform, and controls the host machine to allocate resources to the resource
requester, so as to optimize the resource allocation according to the application feature of the requested resource and
a configured resource application feature combination policy before resource allocation, which effectively improves the
resource utilization efficiency and the user experience.

Embodiment 2:

[0027] Fig. 2 illustrates a flow for implementing a resource allocation method provided by Embodiment 2 of the present
invention, and the details are described as follows.
[0028] In step S201, receiving a resource request sent by a resource requester, wherein the resource request includes
resource demand and application feature of a resource.
[0029] In step S202, determining an idle resource meeting the resource demand from a resource pool, according to
the resource demand and the application feature of the resource in the resource request and a configured resource
application feature allocation policy.
[0030] In the embodiment of the present invention, after receiving the resource request sent by the resource requester,
a resource management platform determines whether there is an idle resource meeting the resource request according
to the resource demand carried in the resource request and idle resources in the resource pool, and if yes, performs
step S203 for the idle resource. Herein the ’meeting the resource request’ specifically means that if the resource demand
is less than the number of idle resources in the current resource pool and the maximum individual resource available in
that resource pool meets the maximum individual resource demand in the resource demand, it is deemed that the
demand of the resource requester is met, otherwise the demand is not met. For example, since one VM must be located
in a single physical machine, if the VM specification demands 16-core CPU and 16G memory while the specification of
the maximum individual physical resource in the resource pool is configured as 8-core CPU and 8G memory, the VM
specification demand is larger than the specification configuration of any physical machine in the resource pool, and it
is deemed that the resource cannot meet the resource demand of the resource request, wherein being located in the
single physical machine means that cross-physical machine is not allowed, and the individual resource refers to a
resource that cannot be divided anymore, such as a single server.
[0031] During the implementation process, when the resource demand in the resource request has a region require-
ment, or a resource providing region is set in a resource authority control policy preset in the resource pool, or an
allocation region is defined by the application feature of the requested resource and the resource application feature
allocation policy, locating in a certain search algorithm in a corresponding (designated) region according to the resource
demand in the resource request and the application feature of the resource, so as to determine the idle resource meeting
the resource demand, otherwise locating in all the resource pools to determine the idle resource meeting the resource
demand. For example, if the resource demand in the resource request has a region requirement, or the resource authority
control policy set by the resource provider limits to providing resources to the resource requester in a certain specific
region, or the limitation to a certain region is determined according to the application feature of the resource and the
resource application feature allocation policy of the resource provider, locating in the region to determine the idle resource
meeting the resource demand, and if there is no region requirement, locating in all the regions to determine the idle
resource meeting the resource demand. In which, the resource application feature allocation policy of the resource
provider herein defines the resource application feature allocation policy based on region allocation, and/or the resource
application feature allocation policy based on host machine allocation, wherein, the region is a logic region or a physical
position, and wherein the resource authority control policy set by the resource provider may be one or arbitrary combi-
nations of a policy based on resource requester level, a policy based on category of resource subscribed by the resource
requester, an allocation policy of a group where the account of the resource requester is located, a region policy of the
resource provider (e.g., determining the position of the requester according to the IP of the requester), a resource failure
response policy, national laws limitations, or other policies of the resource provider.
[0032] In step S203, determining, when there is any idle resource meeting the resource demand, whether a host
machine where the idle resource is located is the host machine for allocating resources.
[0033] In the embodiment of the present invention, if the resource application feature combination policy is not pre-
defined in the resource application feature allocation policy, directly determining that the host machine where the idle
resource is located is the host machine for allocating resources to the resource requester; and if the resource application
feature combination policy is pre-defined in the resource application feature allocation policy, determining whether the
host machine where the idle resource is located is the host machine for allocating resources according to the application
feature of the allocated resource in the host machine where the idle resource is located, the application feature of the
resource in the resource request and the resource application feature combination policy.
[0034] As a preferred embodiment, after an idle resource is determined, determining whether there is any other
allocated resource in the host machine where the idle resource is located; if yes, judging whether the application feature
of the allocated resource can coexist with the application feature of the resource in the resource request according to
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the configured resource application feature combination policy; if yes, determining that the host machine where the idle
resource is located is the host machine for allocating resources to the resource requester, and performing step S204,
otherwise performing step S202 to search for a next idle resource.
[0035] During the implementation process, if the resource application feature combination policy defines the application
features of the resources capable or incapable of sharing the host machine, judging whether the application feature of
the allocated resource can coexist with the application feature of the resource in the resource request according to the
resource application feature combination policy directly, and if the resource application feature combination policy defines
a coexistence degree of the application features of the resources, judging whether coexistence is allowed according to
the level of the coexistence degree of the resources. Specifically, resources of higher coexistence degrees may be
selected in an order from high to low based on the coexistence degrees and then allocated to the user, including the
steps of:

1) in the resource in the located region, searching for an available host machine as a standby host machine according
to a resource search algorithm of the resource management platform, herein the resource search algorithm may
be a resource search algorithm balancing the loads of respective host machines or a resource search algorithm
using the resources intensively (so as to turn off resources not used and save energy);
2) after finding a standby host machine which can allocate the requested resource, determining whether some
resources in the standby host machine have been allocated, and if yes, performing step 3), otherwise performing
step 4);
3) acquiring the application feature of the allocated resource, and determining whether the resource having been
allocated can coexist with the resource to be allocated in the host machine, according to the configured resource
application feature combination policy and the application feature of the resource in the resource request (judging
according to coexistence degree of the configured resource application feature combination policy, and firstly se-
lecting the currently available one having the highest coexistence degree), and if yes, performing step 4), otherwise
performing step 5);
4) allocating the requested resource to the resource request in the host machine;
5) repeating steps 1) ∼ 4) until the resource allocation is completed, or if the resource allocation cannot be completed
after all available host machines are searched, performing step 3) for the standby host machine found in step 2) to
reduce the requirement of the coexistence degree, i.e., the coexistence degree between the application feature of
the allocated resource and the application feature of the resource in the resource request is secondarily high, and
if an appropriate resource still cannot be found, further performing step 3) for the standby host machine found in
step 2) to reduce the requirement of the coexistence degree, and so on. That is, searching in an order from high to
low based on the coexistence degrees, until a resource meeting the resource request is found and allocated, thereby
avoiding the resource competition, achieving the optimal resource allocation and improving the allocation efficiency
and usage efficiency of the resources.

[0036] In step S204, controlling the host machine for allocating resources to allocate resources to the resource requester
and returning resource allocation information to the resource requester.
[0037] In the embodiment of the present invention, information related to the allocated resource is further stored as a
basis for subsequent resource allocation or resource adjustment (e.g., migration). The stored information related to the
resource includes the application feature of the resource, and may further include one or more of a resource position,
a resource user, a resource allocation time, a resource valid period, a resource capacity, a resource security policy, a
resource migration policy, etc.

Embodiment 3:

[0038] In the embodiment of the present invention, as the resource demand and the application feature of the resource
inputted by the user may have some errors or they are just inputted in a system default mode, or there is no more
preferable standby host machine when the resource is allocated to the user, the host machine where the resource
allocated to the user is located is not the optimal, wherein ’inputted in a system default mode’ means that the user himself
does not input. In order to allocate more preferable resource to the user as far as possible, the resource management
platform adds a collection function to the application feature of the resource, so as to determine whether the resource
shall be adjusted, wherein the collection function of the application feature of the resource refers to an application feature
computed by the resource management platform according to the monitoring information in the running process.
[0039] Fig. 3 illustrates a flow for implementing a resource allocation method provided by Embodiment 3 of the present
invention, and the details are described as follows.
[0040] In step S301, pre-configuring a resource application feature allocation policy.
[0041] In the embodiment of the present invention, the resource application feature allocation policy specifically include
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one or arbitrary combinations of a resource application feature allocation policy based on region allocation, a resource
application feature allocation policy based on host machine allocation and a resource application feature allocation policy
based on a resource application feature combination policy. In which, the resource application feature allocation policy
based on region allocation indicates the region(s) where the resource of a certain application feature is allocated, and
the resource application feature allocation policy based on host machine allocation indicates the host machine(s) where
the resource of a certain application feature is allocated. The region refers to a logic region or a physical region, wherein
the logic region logically sorts one or more physical resources into one group to be managed with the same management
rule or security policy.
[0042] In step S302, receiving a resource request sent by a resource requester, wherein the resource request includes
resource demand and application feature of a resource.
[0043] In step S303, determining a host machine for allocating resources to the resource requester according to the
resource request and the resource application feature allocation policy.
[0044] In step S304, controlling the host machine for allocating resources to allocate resources to the resource requester
and returning resource allocation information to the resource requester.
[0045] In step S305, collecting usage information of the resource according to a preset policy, and computing the
application feature of the resource according to the usage information of the resource.
[0046] In the embodiment of the present invention, as the resource demand and the application feature of the resource
inputted by the user may have some errors or they are just inputted in a system default mode, or there is no more
preferable standby host machine when the resource is allocated to the user, the host machine where the resource
allocated to the user is located is not the optimal. Thus, the usage information of the resource is collected according to
the preset policy, and the application feature of the resource is computed according to the usage information of the
resource, so as to acquire the actual application feature of the resource at present, wherein the usage information of
the resource may be hardware usage information. In the implementation process, the method for computing the appli-
cation feature of the resource may be as follows: if it is concluded that the load is more than 75% in 80% of the time by
analyzing the collected usage information of the resource, the application feature of the resource is high CPU usage,
and herein the CPU is taken as an example. If the magnetic disk read-write is taken as an example, and the hard disk
read-write time occupies more than 60% in 80% of the time, or an average number of bytes read and written in the hard
disk per hour exceeds a threshold, the application feature of the resource is high hard disk read-write. If the network
throughput is taken as an example, and an average amount of uplink or downlink data in the network per hour exceeds
a threshold, the application feature of the resource is high network throughput. Similarly, other index values can also be
obtained.
[0047] In the embodiment of the present invention, the preset policy may be periodically reporting the source, or
acquiring by the resource management platform periodically, and herein are not limited.
[0048] In step S306, performing a resource adjustment according to a preset resource adjustment policy, when the
computed application feature is different from the application feature of the resource in the resource allocation request,
or the current resource pool has more preferable idle resource.
[0049] In the embodiment of the present invention, when a resource adjustment triggering condition based on the
resource application feature allocation policy is satisfied, the resource adjustment is performed according to the preset
resource adjustment policy, wherein ’when a resource adjustment triggering condition based on the resource application
feature allocation policy is satisfied’ means that the computed application feature is different from the application feature
of the resource in the resource allocation request, or the current resource pool has more preferable idle resource. The
resource adjustment includes a resource migration and a resource specification adjustment, wherein the resource spec-
ification adjustment may be increase and decrease of the memory. In the embodiment of the present invention, the
resource adjustment policy shall be preset, including one or combinations of a policy for judging whether a migration is
allowed, a policy for determining a resource to be migrated, a policy for selecting a target host machine, etc., wherein
the policy for determining the resource to be migrated may determine which resource shall be migrated when multiple
resources are conflicted with each other. During the implementation process, if the migration is taken as an example, it
shall be determined whether a resource migration can be made by further combining other information of the resource
management platform. If the migration can be made, the resource to be migrated and the target host machine shall be
further determined, and after that, the resource migration can be carried out, wherein other information of the resource
management platform for example may indicate whether there is any available target host machine. The resource
migration uses corresponding method, for example, when the resource is a VM, using the VM migration technology,
and when the resource is a computing agent or other resource, using corresponding migration technology, wherein the
VM migration technology may be an offline migration technology, an online migration technology and an internal migration
technology, etc.
[0050] In the embodiment of the present invention, in order to effectively improve the resource utilization efficiency,
corresponding inspiring mechanism is established after the resource is allocated to the user, and it is determined whether
the resource shall be migrated according to the application feature of the resource in the current host machine after
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receiving migration triggering information, so as to adjust the resource allocation in the host machine in time, thereby
improving the resource utilization efficiency in the host machine and decreasing the hardware loss.
[0051] A person skilled in the art can appreciate that all or a part of steps of the method of the above embodiment can
be implemented by instructing relevant hardware through a program that may be stored in a computer readable storage
medium, which may be a ROM/RAM, a magnetic disk or an optical disk.

Embodiment 4:

[0052] In the embodiment of the present invention, when the resources are Java VMs or computing agents, each of
the Java VMs or computing agents can provide computation service to one or more jobs. When receiving from the user
a computation request (which carries resource demand and application feature of a job), a distributed computing platform
(resource management platform) determines a host machine for providing resources according to a configured resource
application feature allocation policy, and hence allocates the computation task of the job to the Java VM or computing
agent of a host node, thereby completing the job submitted by the user. The detailed resource allocation mode is the
same as that described in the steps of Embodiments 1 and 2.

Embodiment 5:

[0053] Fig. 4 illustrates a structure of a resource allocation platform provided by Embodiment 5 of the present invention.
For the convenience of description, only the parts related to the embodiment of the present invention are illustrated herein.
[0054] A resource request receiving unit 41 receives a resource request sent by a resource requester, wherein the
resource request includes resource demand and application feature of a resource.
[0055] In the embodiment of the present invention, the resource request may be received through a preset interface,
so that the interface can receive the application feature of the resource. The preset interface may be a RESTful interface,
a WebService interface or a remote-called interface. The resource mainly refers to a VM having a CPU, a memory, a
hard disk, a network, etc., or a resource having computation capability, such as a Java Virtual Machine (JVM) running
on a certain operating system or a computation agent. The resource request is initiated by a resource requester. During
the implementation process, the resource requester may be any user who requests a resource from the resource
management platform, including programs such as a scheduling module of a distributed computing system.
[0056] A host machine determining unit 42 determines a host machine for allocating resources to the resource requester
according to the resource request and resource application feature allocation policy.
[0057] In the present invention, the resource application feature allocation policy shall be preconfigured on the resource
management platform. The resource management platform determines the host machine for allocating resources to the
user according to the resource demand, the application feature of the resource and the preconfigured resource application
feature allocation policy. In which, the resource application feature allocation policy specifically includes one or arbitrary
combinations of a resource application feature allocation policy based on region allocation (i.e., indicating the region(s)
where the resource of a certain application feature is allocated), a resource application feature allocation policy based
on host machine allocation (i.e., indicating the host machine(s) where the resource of a certain application feature is
allocated) and a resource application feature allocation policy based on a resource application feature combination
policy. In which, the region refers to a logic region or a physical region, wherein the logic region logically sorts one or
more physical resources into one group to be managed with the same management rule or security policy. The resource
application feature combination policy is used for defining the application features of the resources capable or incapable
of sharing the host machine, or a degree of mutual influence between the resources of two application features which
share the same host machine, i.e., a coexistence degree. In which, the application features of the resources capable of
sharing the host machine indicate the application features of which the resources can share the host machine, and the
application features of the resources incapable of sharing the host machine indicate the application features of which
the resources cannot share the host machine.
[0058] An allocation information returning unit 43 controls the host machine to allocate resources to the resource
requester and return resource allocation information to the resource requester.
[0059] In the embodiment of the present invention, after the host machine for allocating resources to the resource
requester is determined, the host machine is controlled to allocate resources to the resource requester and return
resource allocation information to the resource requester, wherein the resource allocation information may be an identifier
of the resource and/or an address of the resource and/or any other information capable of locating or identifying the
resource.

Embodiment 6:

[0060] Fig. 5 illustrates a structure of a resource allocation platform provided by Embodiment 6 of the present invention.
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For the convenience of description, only the parts related to the embodiment of the present invention are illustrated herein.
[0061] A resource request receiving unit 51 receives a resource request sent by a resource requester, wherein the
resource request includes resource demand and application feature of a resource.
[0062] A host machine determining unit 52 determines a host machine for allocating resources to the resource requester
according to the resource request and a resource application feature allocation policy.
[0063] An allocation information returning unit 53 controls the host machine to allocate resources to the resource
requester and return resource allocation information to the resource requester.
[0064] In the implementation process, the host machine determining unit 52 specifically may include an idle resource
determining subunit 521 and a host machine determining subunit 522, wherein,
the idle resource determining subunit 521 is configured to determine an idle resource meeting the resource demand
from a resource pool, according to the resource demand and the application feature of the resource in the resource
request and a configured resource application feature allocation policy.
[0065] In the embodiment of the present invention, when the resource demand in the resource request has a region
requirement, or a resource providing region is set in a resource authority control policy preset in the resource pool, or
an allocation region is defined by the application feature of the requested resource and the resource application feature
allocation policy, locating in corresponding region to determine the idle resource meeting the resource demand according
to the resource demand in the resource request and the application feature of the resource, otherwise locating in all the
resource pools to determine the idle resource meeting the resource demand.
[0066] The host machine determining subunit 522 is configured to determine, when there is any idle resource meeting
the resource demand, whether a host machine where the idle resource is located is the host machine for allocating
resources according to the resource application feature combination policy.
[0067] In the embodiment of the present invention, after the resource allocation region is determined, if the resource
application feature combination policy is not pre-defined in the resource application feature allocation policy, directly
determining that the host machine where the idle resource is located is the host machine for allocating resources to the
resource requester; and if the resource application feature combination policy is pre-defined in the resource application
feature allocation policy, determining whether the host machine where the idle resource is located is the host machine
for allocating resources according to the application feature of the allocated resource in the host machine where the idle
resource is located, the application feature of the resource in the resource request and the resource application feature
combination policy.
[0068] In the embodiment of the present invention, as a preferred embodiment, after an idle resource is determined,
determining whether there is any other allocated resource in the host machine where the idle resource is located; if yes,
judging whether the application feature of the allocated resource can coexist with the application feature of the resource
in the resource request according to the configured resource application feature combination policy; if yes, determining
that the host machine where the idle resource is located is the host machine for allocating resources to the resource
requester, and triggering the allocation information returning unit 53, otherwise triggering the idle resource determining
subunit 521 to search for a next idle resource.
[0069] During the implementation process, if the resource application feature combination policy defines the application
features of the resources capable or incapable of sharing the host machine, judging whether the application feature of
the allocated resource can coexist with the application feature of the resource in the resource request according to the
resource application feature combination policy directly, and if the resource application feature combination policy defines
a coexistence degree of the application features of the resources, judging whether coexistence is allowed according to
the level of the coexistence degree of the resources. Specifically, resources of higher coexistence degrees may be
selected in an order from high to low based on the coexistence degrees and then allocated to the user, including the
steps of:

1) in the resource in the located region, searching for an available host machine as a standby host machine according
to a resource search algorithm of the resource management platform, herein the resource search algorithm may
be a resource search algorithm balancing the loads of respective host machines or a resource search algorithm
using the resources intensively (so as to turn off resources not used and save energy);
2) after finding a standby host machine which can allocate the requested resource, determining whether some
resources in the standby host machine have been allocated, and if yes, performing step 3), otherwise performing
step 4);
3) acquiring the application feature of the allocated resource, and determining whether the resource having been
allocated can coexist with the resource to be allocated in the host machine, according to the configured resource
application feature combination policy and the application feature of the resource in the resource request (judging
according to coexistence degree of the configured resource application feature combination policy, and firstly se-
lecting the currently available one having the highest coexistence degree), and if yes, performing step 4), otherwise
performing step 5);
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4) allocating the requested resource to the resource request in the host machine;
5) repeating steps 1) ~ 4) until the resource allocation is completed, or if the resource allocation cannot be completed
after all available host machines are searched, performing step 3) for the standby host machine found in step 2) to
reduce the requirement of the coexistence degree, i.e., the coexistence degree between the application feature of
the allocated resource and the application feature of the resource in the resource request is secondarily high, and
if an appropriate resource still cannot be found, further performing step 3) for the standby host machine found in
step 2) to reduce the requirement of the coexistence degree, and so on. That is, searching in an order from high to
low based on the coexistence degrees, until a resource meeting the resource request is found and allocated.

Embodiment 7:

[0070] Fig. 6 illustrates a structure of a resource allocation platform provided by Embodiment 7 of the present invention.
For the convenience of description, only the parts related to the embodiment of the present invention are illustrated herein.
[0071] A policy configuring unit 61 pre-configures a resource application feature allocation policy, which includes one
or arbitrary combinations of a resource application feature allocation policy based on region allocation, a resource
application feature allocation policy based on host machine allocation and a resource application feature allocation policy
based on a resource application feature combination policy.
[0072] A resource request receiving unit 62 receives a resource request sent by a resource requester, wherein the
resource request includes resource demand and application feature of a resource.
[0073] A host machine determining unit 63 determines a host machine for allocating resources to the resource requester
according to the resource request and the resource application feature allocation policy.
[0074] In the embodiment of the present invention, when the resource demand in the resource request has a region
requirement, or a resource providing region is set in a resource authority control policy preset in the resource pool, or
an allocation region is defined by the application feature of the requested resource and the resource application feature
allocation policy, locating in a certain search algorithm in a corresponding (designated) region according to the resource
demand in the resource request and the application feature of the resource, so as to determine the idle resource meeting
the resource demand, otherwise locating in all the resource pools to determine the idle resource meeting the resource
demand.
[0075] After the resource allocation region is determined, if the resource application feature combination policy is not
pre-defined in the resource application feature allocation policy, directly determining that the host machine where the
idle resource is located is the host machine for allocating resources to the resource requester; and if the resource
application feature combination policy is pre-defined in the resource application feature allocation policy, determining
whether the host machine where the idle resource is located is the host machine for allocating resources according to
the application feature of the allocated resource in the host machine where the idle resource is located, the application
feature of the resource in the resource request and the resource application feature combination policy.
[0076] An allocation information returning unit 64 controls the host machine to allocate resources to the resource
requester and return resource allocation information to the resource requester.
[0077] An information storing unit 65 stores information related to the allocated resource, including the application
feature of the resource.
[0078] An application feature computing unit 66 collects usage information of the resource according to a preset policy,
and computes the application feature of the resource according to the usage information of the resource.
[0079] In the embodiment of the present invention, as the resource demand and the application feature of the resource
inputted by the user may have some errors or they are just inputted in a system default mode, or there is no more
preferable standby host machine when the resource is allocated to the user, the host machine where the resource
allocated to the user is located is not the optimal. Thus, the usage information of the resource is collected according to
the preset policy, and the application feature of the resource is computed according to the usage information of the
resource, so as to acquire the actual application feature of the resource at present, wherein the usage information of
the resource may be hardware usage information. In the implementation process, the method for computing the appli-
cation feature of the resource may be as follows: if it is concluded that the load is more than 75% in 80% of the time by
analyzing the collected usage information of the resource, the application feature of the resource is high CPU usage,
and herein the CPU is taken as an example. Similarly, other index values can also be obtained.
[0080] A resource adjusting unit 67 performs a resource adjustment according to a preset resource adjustment policy,
when the computed application feature is different from the application feature of the resource in the resource allocation
request, or the current resource pool has more preferable idle resource.
[0081] In the embodiment of the present invention, when a resource adjustment triggering condition based on the
resource application feature allocation policy is satisfied, the resource adjustment is performed according to the preset
resource adjustment policy, wherein ’when a resource adjustment triggering condition based on the resource application
feature allocation policy is satisfied’ means that the computed application feature is different from the application feature
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of the resource in the resource allocation request, or the current resource pool has more preferable idle resource. The
resource adjustment includes a resource migration and a resource specification adjustment, wherein the resource spec-
ification adjustment may be increase and decrease of the memory. In the embodiment of the present invention, the
resource adjustment policy shall be preset, which includes one or more combinations of a policy for judging whether a
migration is allowed, a policy for determining a resource to be migrated, a policy for selecting a target host machine, etc.
[0082] The apparatus of the present invention is employed for implementing the method embodiment of the present
invention. Please refer to the description of the method embodiment of the present invention for the implementation of
the apparatus of the present invention, which is omitted herein.
[0083] The embodiment of the present invention receives a resource allocation request inputted by the user through
a client-side, determines the resource specification of a resource and the application feature of the resource, and sends
the allocation request that includes the resource specification of the resource and the application feature of the resource
to a server. According to a pre-configured resource allocation policy and the application feature of the resource in the
resource allocation request, the server controls a host machine where an idle resource is located to allocate the resource,
and store the application feature of the allocated resource, then collects usage information of the resource after the
resource allocation, computes the application feature of the resource according to the collected usage information of
the resource, and performs a resource adjustment in time. The present invention solves the problem of degradation of
the overall performance of the host machine due to the competition for the resource when multiple applications share
the resource, thereby effectively increasing the resource utilization efficiency of the server, reducing the hardware loss,
and improving the user’s experiences. The above descriptions are just preferred embodiments of the present invention,
rather than limitations thereto. Any modification, equivalent substitution or improvement made under the spirit and
principle of the present invention shall fall within the protection scope of the present invention.

Claims

1. A resource allocation method, comprising the steps of:

receiving a resource request sent by a resource requester, wherein the resource request comprising resource
demand and application feature of a resource;
determining a host machine for allocating resources to the resource requester according to the resource request
and a resource application feature allocation policy; and
controlling the host machine for allocating resources to allocate resources to the resource requester and returning
resource allocation information to the resource requester.

2. The method according to claim 1, wherein before the step of determining the host machine for allocating resources
to the resource requester according to the resource request and the resource application feature allocation policy,
the method further comprising the step of:

pre-configuring the resource application feature allocation policy, which comprising one or arbitrary combinations
of a resource application feature allocation policy based on region allocation, a resource application feature
allocation policy based on host machine allocation and a resource application feature allocation policy based
on a resource application feature combination policy.

3. The method according to claim 2, wherein the step of determining the host machine for allocating resources to the
resource requester according to the resource request and the resource application feature allocation policy com-
prising the steps of:

determining an idle resource meeting the resource demand from a resource pool, according to the resource
demand and the application feature of the resource in the resource request and the configured resource appli-
cation feature allocation policy; and
determining, when there is any idle resource meeting the resource demand, whether a host machine where the
idle resource is located is the host machine for allocating resources.

4. The method according to claim 3, wherein the step of determining the idle resource meeting the resource demand
from the resource pool, according to the resource demand and the application feature of the resource in the resource
request and the configured resource application feature allocation policy comprising:

when the resource demand in the resource request has a region requirement, or a resource providing region
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is set in a resource authority control policy in the resource pool, or an allocation region is defined by the application
feature of the requested resource and the resource application feature allocation policy, locating in corresponding
region to determine the idle resource meeting the resource demand, according to the resource demand in the
resource request and the application feature of the resource, otherwise locating in all the resource pools to
determine the idle resource meeting the resource demand.

5. The method according to claim 3, wherein the step of determining, when there is any idle resource meeting the
resource demand, whether a host machine where the idle resource is located is the host machine for allocating
resources comprising the steps of:

if the resource application feature combination policy is not defined in the resource application feature allocation
policy, directly determining that the host machine where the idle resource is located is the host machine for
allocating resources; and
if the resource application feature combination policy is defined in the resource application feature allocation
policy, determining whether the application feature of the allocated resource can coexist with the application
feature of the resource in the resource request according to the application feature of the allocated resource in
the host machine where the idle resource is located, the application feature of the resource in the resource
request and the resource application feature combination policy, and if coexistable, determining that the host
machine where the idle resource is located is the host machine for allocating resources.

6. The method according to claim 5, wherein the step of if coexistable, determining that the host machine where the
idle resource is located is the host machine for allocating resources comprising:

selecting resources in the host machine in an order from high to low based on the coexistence degrees of the
resources and allocating them to the resource requester, according to the application feature of the allocated
resource in the host machine where the idle resource is located, the application feature of the resource in the
resource request and the resource application feature combination policy.

7. The method according to claim 1, wherein the resource demand of the resource comprising a resource specification
which may be one or arbitrary combinations of a position of a host machine where the resource is located, a CPU,
a memory, a magnetic disk, a network, an operating system and an application of the resource;
the application feature of the resource is the type of an application running on the resource, or a usage condition of
the resource to be applied for by the resource requester, the usage condition comprising one or arbitrary combinations
of a CPU usage rate, a memory usage rate, a magnetic disk read-write, network uplink and downlink, and a Graphic
Processing Unit (GPU) usage rate.

8. The method according to claim 1, wherein after controlling the host machine to allocate resources and return resource
allocation information, the method further comprising the step of:

storing information related to the allocated resource, wherein the related information comprising the application
feature of the resource.

9. The method according to claim 1, wherein after the step of controlling the host machine for allocating resources to
allocate resources to the resource requester and returning resource allocation information to the resource requester,
the method further comprising:

collecting usage information of the resource according to a preset policy, and computing the application feature
of the resource according to the usage information of the resource.

10. The method according to claim 9, further comprising the step of:

when the computed application feature is different from the application feature of the resource in the resource
allocation request, or the current resource pool has more preferable idle resource, performing a resource ad-
justment according to a preset resource adjustment policy.

11. A resource management platform, comprising:

a resource request receiving unit configured to receive a resource request sent by a resource requester, wherein
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the resource request comprising resource demand and application feature of a resource;
a host machine determining unit configured to determine a host machine for allocating resources to the resource
requester according to the resource request and a resource application feature allocation policy; and
an allocation information returning unit configured to control the host machine to allocate resources to the
resource requester and return resource allocation information to the resource requester.

12. The resource management platform according to claim 11, further comprising:

a policy configuring unit configured to pre-configure a resource application feature allocation policy which com-
prises one or arbitrary combinations of a resource application feature allocation policy based on region allocation,
a resource application feature allocation policy based on host machine allocation and a resource application
feature allocation policy based on a resource application feature combination policy.

13. The resource management platform according to claim 11, wherein the host machine determining unit comprising:

an idle resource determining subunit configured to determine an idle resource meeting the resource demand
from a resource pool, according to the resource demand and the application feature of the resource in the
resource request and a configured resource application feature allocation policy; and
a host machine determining subunit configured to determine, when there is any idle resource meeting the
resource demand, whether a host machine where the idle resource is located is the host machine for allocating
resources according to the resource application feature combination policy.

14. The resource management platform according to claim 11, wherein the resource demand of the resource comprising
a resource specification which may be one or arbitrary combinations of a position of a host machine where the
resource is located, a CPU, a memory, a magnetic disk, a network, an operating system and an application of the
resource;
the application feature of the resource is the type of an application running on the resource, or a usage condition of
the resource to be applied for by the resource requester, the usage condition comprising one or arbitrary combinations
of a CPU usage rate, a memory usage rate, a magnetic disk read-write, network uplink and downlink, and a Graphic
Processing Unit (GPU) usage rate.

15. The resource management platform according to claim 11, further comprising:

an information storing unit configured to store information related to the allocated resource, the related infor-
mation comprising the application feature of the resource.

16. The resource management platform according to claim 11, further comprising:

an application feature computing unit configured to collect usage information of the resource according to a
preset policy, and compute the application feature of the resource according to the usage information of the
resource.

17. The resource management platform according to claim 11, further comprising:

a resource adjusting unit configured to perform a resource adjustment according to a preset resource adjustment
policy, when the computed application feature is different from the application feature of the resource in the
resource allocation request, or the current resource pool has more preferable idle resource.
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