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Description
Technical Field

[0001] The presentinvention relates to processing da-
ta. In particular, but not exclusively, the present invention
relates to processing data in a telecommunication net-
work.

Background

[0002] Internet Protocol (IP) telephony networks, such
as those conforming to the IP Multimedia Subsystem
(IMS) are currently experiencing an increase in preva-
lence. In such networks, telephony services are typically
provided according to the Session Initiation Protocol
(SIP). An IP telephony network may contain a number of
network nodes, such as Call Session Control Function
(CSCF) entities in the case of IMS, which are responsible
for conducting registration procedures, handling routing
requests and/or handling service requests in the network.
In the context of SIP, such a network node may fulfil the
roles of a SIP server and/or SIP proxy. Network nodes
must therefore maintain state information (for example
routing data, authentication data etc.) for each subscriber
that they serve. For relatively small numbers of subscrib-
ers, it may be possible for each network node to maintain
state information for every subscriber. However, for large
numbers of subscribers, the memory requirements for
storing state information for every subscriber at each net-
work node and the requirement for replicating the state
information between all network nodes in the network
can become prohibitive.

[0003] In order to cater for larger numbers of subscrib-
ers, sharding techniques are known to be employed in
IMS networks. Sharding involves allocating a longstand-
ing responsibility for a subset of the subscribers in the
telecommunications network to each network node in the
network. Each network node therefore need only main-
tain state information for its allocated subset of subscrib-
ers. In a typical example, when a subscriber device reg-
isters with the network, it may be allocated to a network
node, such as a Serving CSCF (S-CSCF) in the case of
IMS, which is thereafter responsible for maintaining the
appropriate state information for that subscriber until
such time as the device unregisters from the network.
However, this approach suffers from increased routing
complexity because any messages (for example, re-
quests) relating to a given subscriber that are handled
after the initial registration must be routed via the appro-
priate, sharded network node. Further, the complexity of
providing redundancy between sharded network nodes
in order to handle failure of an individual network node
in the network is increased.

[0004] Hence, it would be desirable to provide im-
proved and/or alternative techniques for handling poten-
tially large numbers of subscribers and/or providing the
required network scalability to do so.
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Summary

[0005] According to a first aspect of the present inven-
tion, there is provided a method of processing data in a
telecommunications network, the network comprising:

a cluster of network nodes responsible for conduct-
ing registration procedures for subscriber devices
and/or processing routing data relating to communi-
cation sessions conducted in the network;

a subscriber configuration network node responsible
for storing subscriber configuration data for a plural-
ity of subscriber devices; and

a cache comprising a shared cache store for caching
subscriber configuration data for subscriber devices,
the shared cache store being accessible by each of
the network nodes in the cluster of network nodes,
the method comprising, at the cache:

receiving, from a network node in the cluster of
network nodes, a subscriber configuration data
request requesting subscriber configuration da-
ta for a subscriber device with the network;

in response to receipt of the subscriber config-
uration data request, determining that the
shared cache store does not contain subscriber
configuration data for the subscriber device;

in response to the determination, retrieving sub-
scriber configuration data for the subscriber de-
vice from the subscriber configuration network
node; and

transmitting the subscriber configuration data
for the subscriber device retrieved from the sub-
scriber configuration network node to the net-
work node.

[0006] According to a second aspect of the present
invention, there is provided apparatus for processing da-
ta in a telecommunications network, the apparatus com-
prising a shared cache store for caching subscriber con-
figuration data for subscriber devices, the shared cache
store being accessible by each network node in a cluster
of network nodes responsible for conducting registration
procedures for subscriber devices and/or processing
routing data relating to communication sessions conduct-
ed in the network, the apparatus being configured to:

receive, from a network node in the cluster of network
nodes, a subscriber configuration data request re-
questing subscriber configuration data for a sub-
scriber device with the network;

determine, in response to receipt of the subscriber
configuration data request, that the shared cache
store does not contain subscriber configuration data
for the subscriber device;

retrieve, inresponse to the determination, subscriber
configuration data for the subscriber device from a
subscriber configuration network node responsible
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for storing subscriber configuration data for a plural-
ity of subscriber devices; and

transmit the subscriber configuration data for the
subscriber device retrieved from the subscriber con-
figuration network node to the network node.

[0007] Accordingto a third aspect of the presentinven-
tion there is provided a computer program product (for
example computer software) adapted to perform the
method of the first aspect of the present invention.

[0008] According to a fourth aspect of the present in-
vention there is provided a method of processing data in
a telecommunications network, the network comprising:

a cluster of network nodes responsible for conduct-
ing registration procedures for subscriber devices
and/or processing routing data relating to communi-
cation sessions conducted in the network;

a subscriber configuration network node responsible
for storing subscriber configuration data for a plural-
ity of subscriber devices; and

acache comprising a shared cache store for caching
subscriber configuration data for subscriber devices,
the shared cache store being accessible by each of
the network nodes in the cluster of network nodes,
the method comprising, at the cache:

receiving, from a network node in the cluster of
network nodes, a registration request request-
ing registration of a subscriber device with the
network;

determining whether the shared cache store
contains subscriber configuration data for the
subscriber device;

in the case of a positive determination, retrieving
subscriber configuration data for the subscriber
device from the shared cache store and trans-
mitting the subscriber configuration data re-
trieved from the shared cache store to the net-
work node; and

in the case of a negative determination, retriev-
ing subscriber configuration data for the sub-
scriber device from the subscriber configuration
network node, transmitting the subscriber con-
figuration data retrieved from the subscriber
configuration network node to the network node,
and storing the subscriber configuration data re-
trieved from the subscriber configuration net-
work node in the shared cache store.

[0009] Embodiments comprise a computer program
product comprising a non-transitory computer-readable
storage medium having computer readable instructions
stored thereon, the computer readable instructions being
executable by a computerised device to cause the com-
puterised device to perform the method of the first or
fourth aspects of the present invention.

[0010] Further features and advantages of the inven-
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tion will become apparent from the following description
of preferred embodiments of the invention, given by way
of example only, which is made with reference to the
accompanying drawings.

Brief Description of the Drawings

[0011]

Figure 1 shows an example telecommunications net-
work in which embodiments of the present disclosure
may be practiced;

Figure 2 shows an example registration procedure
according to embodiments;

Figure 3 shows an example communication setup
request procedure according to embodiments
Figure 4 shows an example telecommunications net-
work in which embodiments of the present disclosure
may be practiced;

Figure 5 shows an example subscriber configuration
data retrieval procedure according to embodiments;
Figure 6 shows an example subscriber configuration
data retrieval procedure according to embodiments;
Figure 7 shows an example subscriber configuration
data retrieval procedure according to embodiments;
and

Figure 8 shows an example telecommunications net-
work in which embodiments of the present disclosure
may be practiced.

Detailed Description

[0012] In order to provide efficient scalability of a te-
lephony network, embodiments do not employ a long-
standing assignment of a given subscriber to a given net-
work node. Instead, any network node among a plurality
of network nodes is enabled to process messages relat-
ing to any given subscriber.

[0013] Figure 1illustrates an example telecommunica-
tions network 100 in which embodiments of the present
disclosure may be practiced. Telecommunications net-
work 100 comprises a plurality of network nodes 106,
which are collectively responsible for conducting regis-
tration procedures for subscriber devices and/or
processing routing data relating to communication ses-
sions conducted in telecommunications network 100. In
this manner, the plurality of network nodes 106 may be
referred to as a cluster of network nodes. The cluster of
network nodes 106 may comprise nodes performing the
functions of one or more CSCFs, SIP Routers, SIP Reg-
istrars, SIP Service Nodes, SIP Proxies etc. In Figure 1,
the plurality of network nodes 106 is depicted as com-
prising three network nodes 106a, 106b and 106c. In
practice, the plurality of network nodes 106 may comprise
further network nodes (not shown), or fewer than the
three depicted network nodes.

[0014] Subscriber device 102 is configured to conduct
telephony sessions via telecommunications network
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100. Subscriber device 102 communicates with telecom-
munications network 100 via edge proxy node 104. The
communication link between subscriber device 102 and
edge proxy node 104 may further comprise one or more
intermediate entities, such as wireless access points,
routing devices etc. Edge proxy node 104 may be further
responsible for interfacing between telecommunications
network 100 and one or more further subscriber devices
(not shown). Telecommunications network 100 may also
comprise one or more further edge proxy nodes (not
shown), each responsible for interfacing between tele-
communications network 100 and a number of yet further
subscriber devices (not shown). For example, each fur-
ther edge proxy node may provide access to telecom-
munications network 100 for subscriber devices in differ-
ent geographic locations.

[0015] The network nodes in the plurality of network
nodes in cluster 106 are each configured to access
shared registration data store 108 for reading and writing
registration data relating to subscribers in telecommuni-
cations network 100. Shared registration data store 108
comprises registration data for a plurality of subscriber
devices registered with telecommunications network
100, including subscriber device 102, and is accessible
by each of the plurality of network nodes in cluster 106.
Network nodes 106 are also configured to communicate
with entities outside of telecommunications network 100
(i.e. entities in different telecommunications networks;
not shown) via border entity 110. In the context of IMS,
border entity 110 may, for example, comprise one or
more of a Media Gateway Control Function (MGCF) or
Interconnection Border Control Function (IBCF).

[0016] Figure 2illustrates an example registration pro-
cedure according to embodiments. A registration request
message 2a is initially sent from subscriber device 102
to edge proxy node 104. In embodiments, registration
request message 2a comprises registration data for sub-
scriberdevice 102. Inthe case of SIP, registration request
message 2a may, for example, comprise a SIP REGIS-
TER request. Transmission of the registration request
message may be preceded by establishment (not shown)
of a communication channel, for example via the Trans-
mission Control Protocol (TCP), the User Datagram Pro-
tocol (UDP) or Websocket, between subscriber device
102 and edge proxy 104.

[0017] In response to receiving registration request
message 2a, edge proxy 104 allocates the registration
request to one of the plurality of network nodes 106, in
this case network node 106a. In some embodiments, the
choice of network node is made randomly by edge proxy
104. In further embodiments, the choice of network node
is made according to one or more load balancing criteria
in order to distribute network load across the plurality of
network nodes in the cluster 106. In embodiments, the
one or more load balancing criteria allow the registration
request message to be handled by any of the plurality of
network nodes in the cluster 106. The registration request
message is then forwarded to the allocated network node
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106a as registration request message 2b. Edge proxy
104 may modify the registration request message prior
to forwarding it by adding identification information for
edge proxy 104 to registration request message 2b. Upon
receipt of registration request message 2b, network node
106a may perform an optional authentication procedure
as shown by step 200. Such an authentication procedure
may comprise contacting a subscriber configuration net-
work node responsible for authenticating subscriber de-
vices in telecommunications network 100. In the case of
IMS, the subscriber configuration network node may, for
example, comprise a Home Subscriber Server (HSS).
[0018] Having authenticated (if appropriate) the sub-
scriber device 102, network node 106a writes the regis-
tration data from the received registration request mes-
sage 2b into shared registration data store 108 at step
2c. In alternative embodiments, prior to writing the reg-
istration data into shared registration data store 108, net-
work node 106a may first retrieve registration data for
the given subscriber from the shared data store, update
the retrieved registration data with the received registra-
tion data for that subscriber, and then write the updated
registration data back to the shared data store.

[0019] Having written the subscriber data to the shared
data store, registration confirmation (or 'registration re-
sponse’) message 2d is transmitted from network node
106a to edge proxy 104 (which may be identified by the
added identification information in registration request
message 2b). The registration confirmation message is
then forwarded by edge proxy 104 to subscriber device
102 as registration confirmation message 2e, thereby
completing the registration procedure.

[0020] In embodiments, the registration procedure is
used to establish a relationship (or "binding") between a
subscriber identifierand a network address for subscriber
device 102. In embodiments, the subscriber identifier
comprises a SIP address. In embodiments, the network
address comprises one or more of an Internet Protocol
(IP) address and a port associated with the subscriber
device. Routing path information may also be registered
during a registration procedure if required to successfully
reach subscriber device 102 (for example to traverse any
intermediate network address translation (NAT) entities).
The registration data comprised in registration request
message 2a may, for example, comprise one or more of
the subscriber identifier, the network address for sub-
scriber device 102 and path information.

[0021] In embodiments, the subscriber device may be
required to perform a periodic re-registration procedure
in order to maintain its registration. In some such embod-
iments, the stored registration data may expire after a
predetermined period of time (for example after a previ-
ous registration procedure). The re-registration proce-
dure may, for example, comprise the same steps as the
aforementioned registration procedure. In embodiments,
the optional authentication procedure is performed dur-
ing the initial registration procedure, but omitted in each
subsequent re-registration procedure. In alternative em-
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bodiments, the authentication procedure is performed
during both the initial registration and one or more sub-
sequent re-registration procedures. In embodiments,
since the registration information for subscriber device
is stored in shared data store 108, subsequent re-regis-
tration requests relating to subscriber device 102 may be
handled by any network node in the cluster of network
nodes 106. In arrangements where the registration re-
quest message 2b is handled by network node 106a, a
subsequent re-registration request is handled by a dif-
ferent network node in the cluster 106 (for example, net-
work node 106b).

[0022] In some embodiments, multiple subscriber de-
vices may be registered against the same subscriber
identifier simultaneously. In some such embodiments,
shared registration data store 108 comprises registration
and/or binding information for each registered subscriber
device. Insome embodiments, two or more of the multiple
registered subscriber devices correspond to two or more
clients located on the same client device; in such em-
bodiments, the two or more clients located on the same
client device may be referred to as collocated.

[0023] Figure 3 illustrates an example communication
setup request procedure according to embodiments. In
the example depicted in Figure 3, a communication ses-
sion setup request message (hereinafter a dialog request
message) relating to subscriber device 102 is received
from outside of telecommunications network 100 at bor-
der entity 110. In the case of SIP, the dialog request mes-
sage may comprise a SIP INVITE message, used in es-
tablishing a communication session between two sub-
scriber devices. In further embodiments, the dialog re-
quest message may comprise a SIP MESSAGE mes-
sage, a SIP SUBSCRIBE message or a SIP PUBLISH
message. Border entity 110 allocates the dialog request
message request to one of the plurality of network nodes
106, in this case network node 106b. In some embodi-
ments, the choice of network node is made randomly by
border entity 110. In further embodiments, the choice of
network node is made according to one or more load
balancing criteria in order to distribute network load
across the plurality of network nodes in cluster 106. In
embodiments, the one or more load balancing criteria
allow the dialog request message to be handled by any
of the plurality of network nodes in the cluster 106. As a
result, the dialog request message is forwarded to the
allocated network node 106b as dialog request message
3a.In alternative embodiments (not shown), the incoming
dialog request message originates from a further sub-
scriber device within telecommunications network 100,
in which case, the dialog request message is allocated
and forwarded to a network node in the cluster of network
nodes 106 by whichever edge proxy the further subscrib-
er device is in communication with.

[0024] Having received dialog request message 3a,
network node 106b inspects the received dialog request
to determine which subscriber device the dialog request
relates to (in this case subscriber device 102). Network
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node 106b may optionally determine one or more filter
criteria to apply to the dialog request (for example, to
determine whether application servers should be in-
voked), as shown by step 300. Determination of any such
filter criteria may comprise contacting a subscriber con-
figuration network node responsible for storing subscrib-
er configuration data in telecommunications network
100. In the case of IMS, the subscriber configuration net-
work node may, for example, comprise an HSS.

[0025] Having optionally determined and/or applied
any necessary filter criteria, the routing proxy queries
shared registration data store 108 for registration data
for subscriber device 102 via request message 3b. As a
result of a previous registration procedure (for example,
as described in relation to Figure 2), shared registration
data store 108 comprises registration data for subscriber
device 102, and returns this to network node 106b in
response message 3c. Having retrieved the registration
data for subscriber device 102 from the shared registra-
tion data store, network node 106b can continue to proc-
ess the dialog request by routing the dialog request mes-
sage, on the basis of the retrieved registration data for
subscriber device 102, to the appropriate edge proxy 104
as dialog request message 3d. Edge proxy 104 then for-
wards the dialog request message to subscriber device
102 as dialog request message 3e. In some embodi-
ments, inresponse to routing the dialog request message
to the appropriate edge proxy 104, network node 106b
also updates (not shown) the registration data for sub-
scriber device 102 in shared registration data store 108.
[0026] Hence, it can be seen that by utilising shared
registration data store 108, the requirement for a long-
standing association between subscriber device 102 and
a given network node in the cluster of network nodes 106
is removed, and request messages may be routed
to/from subscriber device 102 by any available network
node in the cluster 106.

[0027] In embodiments, the retrieved registration data
listing the appropriate edge proxy 104 may be out of date
(for example, if the subscriber device has since discon-
nected form the network). In such embodiments, the
edge proxy 104 may respond to dialog request message
3d by sending a request rejection message (not shown)
back to network node 106b indicating that the registration
information is out of date. In some such embodiments,
in response to receipt of the request rejection message,
network node 106b updates the registration data for sub-
scriber device 102 in shared registration data store 108.
[0028] In embodiments, shared registration data store
108 further comprises registration data for one or more
further subscriber devices associated with the subscriber
of subscriber device 102. In such embodiments, regis-
tration data for each further subscriber device associated
with the subscriber of subscriber device 102 is returned
to network node 106b in the response message from
shared data store 108. Dialog request messages may
then be forwarded to each of these further subscriber
devices in addition to subscriber device 102 (via the ap-
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propriate edge proxies).

[0029] Insomearrangements, shared registration data
store 108 comprises a clustered registration data store,
wherein the data store is distributed among a number of
nodes in telecommunications network 100. In embodi-
ments, the registration data stored in shared registration
data store 108 is distributed among the cluster of network
nodes 106. In such embodiments, a portion of the regis-
tration data stored in shared registration data store 108
is stored in memory at two or more or each network node
in the cluster of network nodes 106. In embodiments, a
first portion of the registration data is stored in memory
at network node 106a, and a second, different portion of
the registration data is stored in memory at network node
106b.

[0030] Hence, during processing at a given network
node in the cluster of network nodes 106, any registration
data that may be required can be stored either locally at
the given network node or remotely on a different network
node in the cluster 106. Hence the aforementioned write,
request and/or response messages sent to and received
from shared registration data store 108 may be sent and
received within the given network node, or transmitted
externally from the given network node to another node
in the cluster, depending on the location of the required
registration data. In embodiments, the shared registra-
tion data store comprises a distributed memory system
such as Memcached™, Infinispan™ or Cloudbase™.
[0031] As described in relation to Figures 2 and 3
above, the data processing responsibilities of the cluster
of network nodes 106 may comprise contacting a sub-
scriber configuration network node, such as an HSS in
the case of IMS. In a conventional telecommunications
network, where a longstanding relationship is set up be-
tween a given subscriber device and a given network
node during a registration procedure, subscriber config-
uration data retrieved from such a subscriber configura-
tion network node may be stored locally by the given
network node in order to prevent successive calls to the
subscriber configuration network node if subscriber con-
figuration data for the given subscriber device is required
again subsequently. However, as there is no such long-
standing relationship in the new architectural arrange-
ment of the present disclosure, storing of data retrieved
from the subscriber configuration network node by a net-
work node in the cluster 106 may be inefficient, as the
next time the data will likely be required by a different
network node. Hence, the new architectural arrangement
of the present disclosure may lead to an increase in the
frequency of queries to subscriber configuration network
nodes. Such an increase in queries to a subscriber con-
figuration network node may negatively impact the per-
formance of the subscriber configuration network node,
for example by overloading access resources to/from
and/or processing capabilities of the subscriber configu-
ration network node. The new architectural arrangement
of the present disclosure may be additionally or alterna-
tively facilitated through the use of a cache comprising a
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shared cache store for caching subscriber configuration
data for subscriber devices.

[0032] Figure4 illustrates an example telecommunica-
tions network 400 in which embodiments of the present
disclosure may be practiced. Telecommunications net-
work 400 comprises subscriber device 102, edge proxy
node 104, a cluster of network nodes 106 (comprising
network nodes 106a, 106b and 106c) and border entity
110, whose function is analogous to the corresponding
entities as previously described in relation to Figure 1. In
telecommunications network 400, the plurality of network
nodes in cluster 106 are also configured to communicate
with cache 112, which comprises a shared cache store
114 for caching subscriber configuration data for sub-
scriber devices in telecommunications network 400.
Cache 112is configured to communicate with subscriber
configuration network node 116, which is responsible for
storing subscriber configuration data for subscriber de-
vices in telecommunications network 400 (including sub-
scriber device 102). In the case of IMS, subscriber con-
figuration network node 116 may comprise an HSS. In
embodiments, the interface between cache 112 and the
HSS comprises a Cx interface, as defined in the IMS
specifications.

[0033] Figure 5illustrates an example subscriber con-
figuration data retrieval procedure according to embod-
iments. In the embodiment shown in Figure 5, a subscrib-
er configuration data retrieval procedure is carried out as
part of a registration procedure relating to subscriber de-
vice 102, such as the one described previously in relation
to Figure 2. A registration request message 5a is initially
sent from subscriber device 102 to edge proxy node 104.
In embodiments, registration request message 5a com-
prises registration data for subscriber device 102. In the
case of SIP, registration request message 5a may for
example comprise a SIP REGISTER request. Transmis-
sion of the registration request message may be preced-
ed by establishment of a communication channel, for ex-
ample via the Transmission Control Protocol (TCP), the
User Datagram Protocol (UDP) or Websocket, between
subscriber device 102 and edge proxy 104 (not shown).
[0034] In response to receiving registration request
message 5a, edge proxy 104 allocates the registration
request to one of the plurality of network nodes 106, in
this case network node 106a. In some embodiments, the
choice of network node is made randomly by edge proxy
104. In further embodiments, the choice of network node
is made according to one or more load balancing criteria
in order to distribute network load across the plurality of
network nodes in the cluster 106. In embodiments, the
one or more load balancing criteria enable handling of
the registration request message by any of the plurality
of network nodes in the cluster 106. The registration re-
quest message is then forwarded to the allocated net-
work node 106a as registration request message 5b. In
embodiments, edge proxy 104 maintains a pool of TCP
connections each corresponding to one of the plurality
of network nodes in cluster 106, where registration re-
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quest message 5b is transmitted via the TCP connection
corresponding to the allocated network node 106a. In
embodiments, edge proxy 104 modifies the registration
request message 5b prior to forwarding it by adding iden-
tification information for edge proxy 104. Upon receipt of
registration request message 5b, network node 106a is
configured to perform an authentication procedure,
which may, for example, comprise issuing one or more
authentication challenge messages to subscriber device
102 and receiving one or more authentication responses
from subscriber device 102 (not shown), depending on
the authentication scheme chosen. In some embodi-
ments, the authentication procedure comprises a SIP di-
gest authentication. In further embodiments, the authen-
tication comprises IMS Authentication and Key Agree-
ment (AKA) authentication. In order to complete the au-
thentication procedure, network node 106a requires sub-
scriber configuration data for subscriber device 102. Net-
work node 106a transmits a subscriber configuration data
request 5c¢ to cache 112 in relation to subscriber device
102, on the basis of information received in registration
request message 5b.

[0035] In response to receipt of subscriber configura-
tion data request 5c, cache 112 determines whether the
shared cache store contains subscriber configuration da-
ta for subscriber device 102 at step 500. In the embodi-
ments depicted in Figure 5, cache 112 determines that
shared cache store 114 does not contain subscriber con-
figuration data for subscriber device 102. In response to
determining that shared cache store 114 does not contain
subscriber configuration data for subscriber device 102
at step 500, cache 112 retrieves subscriber configuration
data for subscriber device 102 from subscriber configu-
ration network node 116. Cache 112 transmits subscriber
configuration data request 5d to subscriber configuration
network node 116 in relation to subscriber device 102
and receives corresponding subscriber configuration da-
taresponse 5e which comprises subscriber configuration
data for subscriber device 102. In embodiments, sub-
scriber configuration data request 5d and corresponding
subscriber configuration data response 5e comprise a
Multimedia-Auth-Request and a Multimedia-Auth-An-
swer respectively (as defined in the IMS specifications).
In response to receipt of subscriber configuration data
response 5e, cache 112 responds to subscriber config-
uration data request 5¢ by transmitting subscriber con-
figuration data retrieval response 5f, which comprises
the subscriber configuration data for subscriber device
102, to network node 106a.

[0036] In embodiments, the subscriber configuration
data for subscriber device 102 comprises authentication
data for subscriber device 102. Having received the au-
thentication data for subscriber device 102, network node
106a can complete the authentication procedure with
subscriber device 102 as described above. Having com-
pleted the authentication procedure for subscriber device
102, the registration procedure may be continued by net-
work node 106a, for example by updating registration
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information for subscriber device 102 on the basis of the
contents of received registration request message 5b (as
described previously in relation to Figure 2). Once net-
work node 106 has finished processing the registration
request, registration confirmation message 5g is trans-
mitted from network node 106a to edge proxy 104 (which
may be identified by the added identification information
inregistration request message 5b). The registration con-
firmation message 5g is then forwarded by edge proxy
104 to subscriber device 102 as registration confirmation
message 5h, thereby completing the registration proce-
dure.

[0037] Hence, subscriber configuration network node
116 need only be contacted if the required subscriber
configuration data is not contained in shared cache store
114. In some embodiments, prior to transmitting sub-
scriber configuration data retrieval response 5f, cache
112 writes the subscriber configuration data for subscrib-
er device 102 received in subscriber configuration data
retrieval response 5e into shared cache store 114, as
shown by step 502. Hence, a subsequent request for
subscriber configuration data for subscriber device 102
may be fulfilled without having to re-query subscriber
configuration network node 116. In this manner, the
number of queries to subscriber configuration network
node 116 is reduced, thereby alleviating any negative
impact on the performance of subscriber configuration
network node 116 which may for example result from
overloading of access resources to/from and/or process-
ing capabilities of the subscriber configuration network
node 116.

[0038] Whilstinthe embodiments described in relation
to Figure 5, the required subscriber configuration data
for subscriber device 102 was not contained in shared
cache store 114, in alternative embodiments, the re-
quired subscriber configuration data for subscriber de-
vice 102 is contained in shared cache store 114, for ex-
ample as a result of a previous caching procedure. In
such cases, the required subscriber configuration data
for subscriber device 102 is retrieved from shared cache
store 114 instead, and may therefore be transmitted to
network node 106a without the need to query subscriber
configuration network node 116 again.

[0039] Inembodiments, subscriber device 102 may be
required to perform a periodic re-registration procedure
in order to maintain its registration. In some such embod-
iments, the authentication procedure is not performed
during re-registration procedure following an initial reg-
istration procedure in which the authentication procedure
was successfully completed. In alternative embodi-
ments, the authentication procedure is performed during
both theinitial registration and subsequentre-registration
procedures.

[0040] In some embodiments, such as when the inter-
face between cache 112 and subscriber configuration
network node 116 is a Cx interface according to the IMS
specifications, the interface between cache 112 and sub-
scriber configuration network node 116 facilitates a reg-
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istration in relation to the requested subscriber registra-
tion data. In such embodiments, after subscriber data for
subscriber device 102 is retrieved from subscriber con-
figuration network node 116 by cache 112, any updates
made to the subscriber configuration data stored in sub-
scriber configuration network node 116 are notified to
cache 112 through the transmission of a notification from
subscriber configuration network node 116 to cache 112.
In embodiments, the notification comprises the updated
subscriber configuration data for subscriber 102. In al-
ternative embodiments, cache 112 retrieves the updated
subscriber configuration data for subscriber 102 from
subscriber configuration network node 116 in response
to receipt of the notification. In embodiments the updated
subscriber configuration data comprises one or more of
subscriber profile information and one or more initial filter
criteria. In embodiments, in response to receipt of the
updated subscriber configuration data for subscriber
102, cache 112 stores the updated subscriber configu-
ration data for subscriber 102 in shared cache store 114.
Hence, subsequent requests for subscriber configuration
data for subscriber 102 received at cache 112 return the
updated subscriber configuration data for subscriber
102. In some embodiments, there is a limited period of
time in which subscriber configuration network node 116
will notify cache 112 of changes made to the subscriber
configuration data stored at subscriber configuration net-
work node 116 in relation to subscriber device 102 fol-
lowing the retrieval of the subscriber configuration data.
In embodiments, the expiry time of this time period is
stored alongside the corresponding subscriber configu-
ration data in shared cache store 114. According to em-
bodiments, after the expiration of this registration, the
corresponding subscriber configuration data in the
shared cache store 114 is also expired, such that any
subsequent request for that subscriber configuration da-
ta results in a new query being sent from cache 112 to
subscriber configuration network node 116, and does not
return the potentially outdated (i.e. expired) subscriber
configuration data from shared cache store 114.

[0041] In embodiments, the subscriber configuration
data retrieved from subscriber configuration network
node 116 and/or stored in shared cache store 114 com-
prises one or more initial filter criteria (IFC). An initial filter
criteria represents a subscription of a subscriber to a giv-
en application, and may, for example, define a specific
application server that should be invoked in relation to
communication sessions with the given subscriber de-
vice. In embodiments, the subscriber configuration data
retrieved from subscriber configuration network node
116 and/or stored in shared cache store 114 comprises
subscriber profile information. Subscriber profile informa-
tion may for example include user related data, group
lists, user service related information, user location infor-
mation and/or charging information.

[0042] Figure 6 illustrates an example subscriber con-
figuration data retrieval procedure according to embod-
iments. In the embodiment shown in Figure 6, the sub-
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scriber configuration data retrieval procedure is carried
out as part of a communication session setup procedure
between subscriber device 102 and a remote subscriber
device (not shown) within or outside telecommunications
network 400. A communication session setup request
message 6a (hereinafter a dialog request message) is
transmitted from subscriber device 102 to edge proxy
104. In the case of SIP, the dialog request message may
comprise a SIP INVITE message, used in establishing a
communication session between two (or more) subscrib-
er devices. Edge proxy 104 allocates the dialog request
to one of the plurality of network nodes 106, in this case
network node 106c. In some embodiments, the choice
of network node is made randomly by edge proxy 104.
In further embodiments, the choice of network node is
made according to one or more load balancing criteria in
order to distribute network load across the plurality of
network nodes in the cluster 106. In embodiments, the
one or more load balancing criteria enable handling of
the dialog request message by any of the plurality of net-
work nodes in the cluster 106. As a result, the dialog
request message is forwarded to the allocated network
node 106c¢ as dialog request message 6b.

[0043] Having received dialog request message 6b,
network node 106b inspects the received dialog request
to determine which subscriber the dialog request relates
to (in this case the subscriber of subscriber device 102).
Network node 106c¢ then performs a filtering procedure
to determine and/or apply one or more initial filter criteria
to the dialog request. In order to complete the filtering
procedure, network node 106c requires subscriber con-
figuration data for subscriber device 102. Network node
106c¢ transmits a subscriber configuration data retrieval
request 6¢ to cache 112 in relation to subscriber device
102, onthe basis ofinformation received in dialog request
message 6b.

[0044] In response to receipt of subscriber configura-
tion data retrieval request 6¢, the cache determines
whether the shared cache store contains subscriber con-
figuration data for subscriber device 102 at step 600. In
the embodiments depicted in Figure 6, cache 112 deter-
mines that shared cache store 114 does contain sub-
scriber configuration data for subscriber device 102, for
example as a result of a recent/previous registration pro-
cedure carried out in relation to subscriber device 102.
In embodiments, the previous registration processing
was performed by a network node in cluster 106 other
than network node 106c¢. In response to determining that
shared cache store 114 does contain subscriber config-
uration data for subscriber device 102 at step 600, cache
112 retrieves subscriber configuration data for subscriber
device 102 from shared cache store 114 and transmits
the retrieved subscriber configuration data to network
node 106c¢ in subscriber configuration data retrieval re-
sponse 6d.

[0045] In embodiments, the retrieved subscriber con-
figuration data for subscriber device 102 comprises initial
filter criteria for subscriber device 102. Having received
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the initial filter criteria for subscriber device 102, network
node 106¢ can complete the filtering procedure for the
dialog request by applying any necessary filters and/or
invoking any required application servers etc. as de-
scribed above. Having completed the filtering procedure
for subscriber device 102, processing of the communi-
cation session setup can be continued by network node
106¢, for example through transmission of dialog request
message 6e from network node 106c¢ to border entity 110
(which may then forward the dialog request message to
one or more further entities within or outside of telecom-
munications network 400, including the remote subscrib-
er device).

[0046] Hence, astherequired subscriber configuration
data for subscriber device 102 is contained in shared
cache store 114, a further query to subscriber configu-
ration network node 116 is avoided. Whilst in the embod-
iments described in relation to Figure 6, the required sub-
scriber configuration data for subscriber device 102 was
contained in shared cache store 114, in alternative em-
bodiments, the required subscriber configuration data for
subscriber device 102 is not contained in shared cache
store 114, in which case it is retrieved from subscriber
configuration network node 116 as described previously
inrelation to Figure 5. Insome embodiments, the required
subscriber configuration data for a communication ses-
sion setup procedure is retrieved by cache 112 from sub-
scriber configuration network node 116 via a Server-As-
sighment-Request message and a Server-Assignment-
Answer message (as defined in the IMS specifications)
transmitted to and received from subscriber configuration
network node 116 respectively. In further embodiments,
the required subscriber configuration data for subscriber
device 102 contained within shared cache store 114 may
have expired (i.e. an expiry time associated with the sub-
scriber configuration data has expired), in which case it
is retrieved from subscriber configuration network node
116 as described above. In embodiments, in response
to retrieving the subscriber configuration data for sub-
scriber device 102 from subscriber configuration network
node 116, the associated expiry time for newly retrieved
subscriber configuration data for subscriber device 102
is reset.

[0047] Figure 7 illustrates an example subscriber con-
figuration data retrieval procedure according to embod-
iments. In the embodiment shown in Figure 7, the sub-
scriber configuration data retrieval procedure is carried
out as part of a communication session setup procedure
from a remote subscriber device (not shown) outside tel-
ecommunications network 400 to subscriber device 102.
A dialog request message relating to subscriber device
102 is received from outside telecommunications net-
work 400 at border entity 110. Border entity 110 allocates
the dialog request message request to one of the plurality
of network nodes 106, in this case network node 106b.
In some embodiments, the choice of network node is
made randomly by border entity 110. In further embodi-
ments, the choice of network node is made according to
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one or more load balancing criteria in order to distribute
network load across the plurality of network nodes in the
cluster 106. In embodiments, the one or more load bal-
ancing criteria enable handling of the dialog request mes-
sage by any of the plurality of network nodes in the cluster
106. As aresult, the dialog request message is forwarded
to the allocated network node 106b as dialog request
message 7a. In alternative embodiments (not shown),
the incoming dialog request message may originate from
a further subscriber device within telecommunications
network 400, in which case, the dialog request message
is allocated and forwarded to a network node in the clus-
ter of network nodes 106 by whichever edge proxy is
associated with the further subscriber device.

[0048] Having received dialog request message 7a,
network node 106b inspects the received dialog request
to determine which subscriber the dialog request relates
to (in this case the subscriber of subscriber device 102).
Network node 106b then performs a filtering procedure
to determine and/or apply one or more initial filter criteria
to the dialog request. In order to complete the filtering
procedure, network node 106b requires subscriber con-
figuration data for subscriber device 102. Network node
106b transmits a subscriber configuration data retrieval
request 7b to cache 112 in relation to subscriber device
102, onthe basis ofinformation received in dialog request
message 7a.

[0049] In response to receipt of subscriber configura-
tion data retrieval request 7b, cache 112 determines
whether the shared cache store contains subscriber con-
figuration data for subscriber device 102 at step 700. In
the embodiments depicted in Figure 7, cache 112 deter-
mines that shared cache store 114 does contain sub-
scriber configuration data for subscriber device 102, for
example as a result of a recent registration procedure
carried out in relation to subscriber device 102. In em-
bodiments, the registration procedure was performed by
a network node in cluster 106 other than network node
106b. In response to determining that shared cache store
114 does contain subscriber configuration data for sub-
scriber device 102 at step 700, cache 112 retrieves sub-
scriber configuration data for subscriber device 102 from
shared cache store 114 and transmits the retrieved con-
figuration data to network node 106b in subscriber con-
figuration data retrieval response 7c.

[0050] In embodiments, the subscriber configuration
data for subscriber device 102 comprises initial filter cri-
teria for subscriber device 102. Having received the initial
filter criteria for subscriber device 102, network node
106b can complete the filtering procedure for the dialog
request by applying any necessary filters and/or invoking
any required application servers etc. as described above.
Having completed the filtering procedure for subscriber
device 102, processing of the communication session
setup can be continued, by retrieving registration data
for subscriber device 102 (for example as described pre-
viously in relation to Figure 3). Having retrieved registra-
tion data for subscriber device 102, network node 106b
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transmits dialog request message 7d to the appropriate
edge proxy (for example as identified in the retrieved reg-
istration data), in this case edge proxy 104. Edge proxy
104 continues the communication session setup proce-
dure by forwarding the dialog request message to sub-
scriber device 102 as dialog request message 7e.
[0051] Again, as the required subscriber configuration
data for subscriber device 102 is contained in shared
cache store 114, a query to subscriber configuration net-
work node 116 has been avoided. Whilst in the embod-
iments described in relation to Figure 7, the required sub-
scriber configuration data for subscriber device 102 was
contained in shared cache store 114, in alternative em-
bodiments, the required subscriber configuration data for
subscriber device 102 is not contained in shared cache
store 114, in which case it can be retrieved from sub-
scriber configuration network node 116 as described pre-
viously in relation to Figures 5 and 6.

[0052] In embodiments, shared cache store 114 com-
prises a clustered cache store, wherein the subscriber
configuration data comprised in shared cache store 114
is distributed among a number of nodes in telecommu-
nications network 400. In embodiments, the subscriber
configuration data stored in shared cache store 114 is
distributed among the cluster of network nodes 106. In
such embodiments, a portion of the subscriber configu-
ration data stored in shared cache store 114 is stored in
memory at two or more or each network node in the clus-
ter of network nodes 106. In embodiments, a first portion
of the registration data stored in memory at network node
106a, and a second, different portion of the registration
data is stored in memory at network node 106b.

[0053] Hence, during processing at a given network
node in the cluster of network nodes 106, any subscriber
configuration data that may be required may be stored
either locally at the given network node or remotely on a
different network node in the cluster 106. Hence the
aforementioned write, request and/or response messag-
es sentto and received from shared cache store 114 may
be sent and received within the given network node, or
transmitted externally from the given network node to
another node in the cluster, depending on the location of
the required registration data. In embodiments, the
shared registration data store comprises a key-value da-
ta store, for example Apache Cassandra™.

[0054] Figure 8illustrates an example telecommunica-
tions network 800 in which embodiments of the present
disclosure may be practiced. Telecommunications net-
work 800 comprises subscriber device 102, edge proxy
node 104, cluster of network nodes 106 (comprising net-
work nodes 106a, 106b and 106c), shared registration
data store 108 and border entity 110, whose functions
are analogous to the corresponding entities as previously
described in relation to Figure 1, as well as cache 112,
shared cache store 114 and subscriber configuration net-
work node 116, whose functions are analogous to the
corresponding entities as previously described in relation
to Figure 4. In embodiments, each network node in the
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plurality of network nodes 106 comprises a processor or
processing system, as depicted by processor 107a com-
prised within network node 106a. In further embodi-
ments, cache 112 comprises processor or processing
system 113. Each network node and/or cache as de-
scribed in relation to any of the embodiments described
above may similarly comprise a processor and/or
processing system.

[0055] One or more of the aspects of the embodiments
described herein with reference to the drawings comprise
processes performed by one or more network nodes 106
and/or cache 112. In embodiments, the one or more net-
work nodes 106 and/or cache 112 comprise one or more
processing systems or processors configured to carry
out these processes. In this regard, embodiments may
be implemented at least in part by computer software
stored in (non-transitory) memory and executable by the
processor, or by hardware, or by a combination of tangi-
bly stored software and hardware (and tangibly stored
firmware). Embodiments also extend to computer pro-
grams, particularly computer programs on or in a carrier,
adapted for putting the above described embodiments
into practice. The program may be in the form of non-
transitory source code, object code, or in any other non-
transitory form suitable for use in the implementation of
processes according to embodiments. The carrier may
be any entity or device capable of carrying the program,
such as a RAM, a ROM, or an optical memory device; etc.
[0056] The distributed nodes discussed in the above
embodiments, such as clustered network nodes 100, the
distributed shared registration data store and/or the dis-
tributed shared cache store may be distributed across a
number of systems, either real physical systems or virtual
machines, such as those comprised within a virtualized
data centre or public or private cloud. In this way the
system can scale horizontally to support a large number
of users. In embodiments, each network node in cluster
106 may each provide both SIP registrar and SIP routing
proxy functions. In alternative embodiments, separate
subsets of nodes may be provided for each of these func-
tions, wherein both subsets are configured to access the
shared registration data store. Cache 112 may similarly
comprise a real physical system, a virtual machine such
as those comprised within a virtualized data centre or
public or private cloud, or a computerised function or
service component comprised within another node in the
telecommunications network. Memory, as referred to in
the context of shared registration data store 104 and/or
the shared cache store 114 may comprise any suitable
storage medium, including solid-state drives (SSD) or
other semiconductor-based RAM; a ROM, for example
a CD ROM or a semiconductor ROM; or a magnetic re-
cording medium, for example a floppy disk or hard disk.
[0057] The above embodiments are to be understood
as illustrative examples of the invention. Further embod-
iments of the invention are envisaged. For example,
whilst the above embodiments have been described in
the context of an IMS network, the present disclosure
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may be similarly applied to other telecommunications
networks, in particular those utilising the Internet Protocol
(IP). It is to be understood that any feature described in
relation to any one embodiment may be used alone, or
in combination with other features described, and may
also be used in combination with one or more features
of any other of the embodiments, or any combination of
any other of the embodiments. Furthermore, equivalents
and modifications not described above may also be em-
ployed without departing from the scope of the invention,
which is defined in the accompanying claims.

Claims

1. A method of processing data in a telecommunica-
tions network, the network comprising:

a cluster of network nodes responsible for con-
ducting registration procedures for subscriber
devices and/or processing routing data relating
to communication sessions conducted in the
network;

a subscriber configuration network node re-
sponsible for storing subscriber configuration
data for a plurality of subscriber devices; and

a cache comprising a shared cache store for
caching subscriber configuration data for sub-
scriber devices, the shared cache store being
accessible by each of the network nodes in the
cluster of network nodes, the method compris-
ing, at the cache:

receiving, from a network nodein the cluster
of network nodes, a subscriber configura-
tion data request requesting subscriber
configuration data for a subscriber device
with the network;

in response to receipt of the subscriber con-
figuration data request, determining thatthe
shared cache store does not contain sub-
scriber configuration data for the subscriber
device;

in response to the determination, retrieving
subscriber configuration data for the sub-
scriber device from the subscriber configu-
ration network node; and

transmitting the subscriber configuration
datafor the subscriber device retrieved from
the subscriber configuration network node
to the network node.

2. A method according to claim 1, comprising storing
the subscriber configuration data for the subscriber
device retrieved from the subscriber configuration
network node in the shared cache store.

3. A method according to claim 1 or 2, comprising:
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receiving, from the subscriber configuration net-
work node, a notification that subscriber config-
uration data for a given subscriber device has
been updated at the subscriber configuration
network node;

in response to the notification, retrieving the up-
dated subscriber configuration data for the given
subscriber device from the subscriber configu-
ration network node; and

storing the updated subscriber configuration da-
ta for the given subscriber device retrieved from
the subscriber configuration network node in the
shared cache store.

A method according to claim 3, wherein the notified
updated subscriber configuration data comprises at
least one of subscriber profile information and one
or more initial filter criteria.

A method according to any preceding claim, wherein
the shared cache store comprises a clustered cache
store wherein at least a first portion of the subscriber
configuration data in the clustered cache store is
stored in memory of a first node in the telecommu-
nications network and at least a second, different
portion of the subscriber configuration data in the
clustered cache store is stored in memory of a sec-
ond, different node in the telecommunications net-
work.

A method according to claim 5, wherein the first node
in the telecommunications network comprises a giv-
en node in the cluster of network nodes and the sec-
ond node in the telecommunications network com-
prises a different given node in the cluster of network
nodes.

A method according to claim 5 or 6, wherein sub-
scriber configuration data for the subscriber device
in the clustered cache store is stored in memory of
the network node, in memory of the further network
node or in memory of a different network node to the
network node and further network node in the cluster
of network nodes.

A method according to any preceding claim, wherein
the subscriber configuration data comprises authen-
tication data for use in conducting an authentication
procedure in relation to the subscriber device.

A method according to claim 8, comprising determin-
ing whether the shared cache store contains authen-
tication data for the subscriber device,

wherein in the case of determining that the shared
cache store does not contain authentication data for
the subscriber device, the method comprises retriev-
ing authentication data for the subscriber device from
the subscriber configuration network node, the trans-
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mitted subscriber configuration data comprising at
least the authentication data for the subscriber de-
vice retrieved from the subscriber configuration net-
work node,

wherein in the case of determining that the shared
cache store does contain authentication data for the
subscriber device, the method comprises retrieving
authentication data for the subscriber device from
the shared cache store, the transmitted subscriber
configuration data comprising at least the authenti-
cation data for the subscriber device retrieved from
the shared cache store.

A method according to claims 8 or 9, wherein the
authentication procedure comprises one or more of
a Session Initiation Protocol (SIP) digest authentica-
tion procedure and an Internet Protocol Multimedia
Subsystem (IMS) Authentication and Key Agree-
ment (AKA) authentication.

A method according to any preceding claim, wherein
the received subscriber configuration data request
is associated with registration of the subscriber de-
vice with the network.

A method according to any preceding claim, com-
prising:

receiving, from a further network node in the
cluster of network nodes, a further subscriber
configuration data request associated with re-
registration of the subscriber device with the net-
work;

in response to receipt of the further subscriber
configuration data request, determining that the
shared cache store does contain subscriber
configuration data for the subscriber device;

in response to the determination, retrieving sub-
scriber configuration data for the subscriber de-
vice from the shared cache store; and
transmitting the subscriber configuration data
for the subscriber device retrieved from the
shared cache store to the further network node.

A method according to claim 12, wherein the further
network node comprises a different node to the net-
work node in the cluster of network nodes.

A method according to any of claims 1 to 11, com-
prising receiving, from a further network node in the
cluster of network nodes, a further subscriber con-
figuration data request associated with re-registra-
tion of the subscriber device with the network, where-
in no authentication procedure for the subscriber de-
vice is conducted in association with re-registration
of the subscriber device with the network.

A method according to any preceding claim, wherein
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the subscriber configuration data comprises one or
more initial filter criteria for use in a communication
session setup request relating to the subscriber de-
vice, the method comprising:

determining whether the shared cache store
contains one or more initial filter criteria for the
subscriber device;

wherein in the case of further determining that
the shared cache store does not contain one or
more initial filter criteria for the subscriber de-
vice, the method comprises retrieving one or
more initial filter criteria for the subscriber device
from the subscriber configuration network node,
the transmitted subscriber configuration data
comprising at least the retrieved one or more
initial filter criteria for the subscriber device,
wherein in the case of further determining that
the shared cache store does contain one or
more initial filter criteria for the subscriber de-
vice, the method comprises retrieving one or
more initial filter criteria for the subscriber device
from the shared cache store, the transmitted the
subscriber configuration data comprising at
leasttheretrieved one or more initial filter criteria
for the subscriber device.

A method according to claim 15, wherein the yet fur-
ther network node comprises a different node to the
network node and/or the further network node in the
cluster of network nodes.

A method according to claims 9 or 15, wherein in the
case of determining that the shared cache store does
contain authentication data for the subscriber device
or further determining that the shared cache store
does contain one or more initial filter criteria data for
the subscriber device, the method comprises iden-
tifying whether an expiry time associated with the
subscriber configuration data for the subscriber de-
vice retrieved from the shared cache store has ex-
pired,

wherein in the case of the identification identifying
that the expiry time associated with the subscriber
configuration data for the subscriber device retrieved
from the shared cache store has expired, the method
comprises retrieving non-expired subscriber config-
uration data for the subscriber device from the sub-
scriber configuration network node and transmitting
the non-expired subscriber configuration data for the
subscriber device retrieved from the subscriber con-
figuration network node to the yet further network
node instead of transmitting the expired subscriber
configuration data for the subscriber device retrieved
from the shared cache store to the yetfurther network
node.

A method according to claim 17, comprising storing
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the non-expired subscriber configuration data in
place of the expired subscriber configuration data in
the shared cache store and resetting the associated
expiry time for the stored non-expired subscriber
configuration data.

A method according to any of claims 15 to 18, where-
in the communication session setup request com-
prises arequest to setup an outgoing communication
session from the subscriber device.

A method according to any of claims 15 to 18, where-
in the communication session setup request com-
prises a request to setup an incoming communica-
tion session to the subscriber device.

A method according to any preceding claim, wherein
the network comprises an Internet Protocol Multime-
dia System (IMS) network and the subscriber con-
figuration network node comprises a Home Sub-
scriber Server (HSS).

A method according to claim 21, wherein subscriber
configuration data is retrieved from the HSS via an
IMS Cx interface between the HSS and the cache.

A method according to any preceding claim, wherein
the subscriber configuration data stored in the sub-
scriber configuration network node and/or the
shared cache store comprises one or more of:

authentication data,
user profile information, and
one or more initial filter criteria.

A method according to any preceding claim, wherein
one or more ofthe registration requestand the further
registration request comprise Session Initiation Pro-
tocol (SIP) REGISTER messages.

A method according to any preceding claim, wherein
one or more of the nodes in the cluster of network
nodes comprise Session Initiation Protocol (SIP)
router, service and/or registrar nodes.

A method according to any of claims 15 to 25, where-
in the communication session setup request com-
prises one or more of a Session Initiation Protocol
(SIP) INVITE message, a SIP MESSAGE message,
a SIP SUBSCRIBE message and a SIP PUBLISH
message.

A method according to any of claims 5to 26, wherein
the clustered registration data store comprises a
Cassandra™ clustered data store.

Apparatus for processing data in a telecommunica-
tions network, the apparatus comprising a shared
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cache store for caching subscriber configuration da-
ta for subscriber devices, the shared cache store be-
ing accessible by each network node in a cluster of
network nodes responsible for conducting registra-
tion procedures for subscriber devices and/or
processing routing data relating to communication
sessions conducted in the network, the apparatus
being configured to:

receive, from a network node in the cluster of
network nodes, a subscriber configuration data
request requesting subscriber configuration da-
ta for a subscriber device with the network;
determine, in response to receipt of the sub-
scriber configuration data request, that the
shared cache store does not contain subscriber
configuration data for the subscriber device;
retrieve, in response to the determination, sub-
scriber configuration data for the subscriber de-
vice from a subscriber configuration network
node responsible for storing subscriber config-
uration data for a plurality of subscriber devices;
and

transmit the subscriber configuration data for the
subscriber device retrieved from the subscriber
configuration network node to the network node.

29. A computer program product comprising a set of in-

structions, which, when executed by a computerised
device is configured to cause the computerised de-
vice to perform a method of processing data in a
telecommunications network, the network compris-

ing:

a cluster of network nodes responsible for con-
ducting registration procedures for subscriber
devices and/or processing routing data relating
to communication sessions conducted in the
network;

a subscriber configuration network node re-
sponsible for storing subscriber configuration
data for a plurality of subscriber devices; and

a cache comprising a shared cache store for
caching subscriber configuration data for sub-
scriber devices, the shared cache store being
accessible by each of the network nodes in the
cluster of network nodes, the method compris-
ing, at the cache:

receiving, from a network node in the cluster
of network nodes, a subscriber configura-
tion data request requesting subscriber
configuration data for a subscriber device
with the network;

in response to receipt of the subscriber con-
figuration data request, determining that the
shared cache store does not contain sub-
scriber configuration data for the subscriber



25 EP 2 800 336 A1

device;

in response to the determination, retrieving

subscriber configuration data for the sub-

scriber device from the subscriber configu-

ration network node; and 5

transmitting the subscriber configuration

datafor the subscriber device retrieved from

the subscriber configuration network node

to the network node.

10
30. A method of processing data in a telecommunica-
tions network, the network comprising:

a cluster of network nodes responsible for con-
ducting registration procedures for subscriber 15
devices and/or processing routing data relating

to communication sessions conducted in the
network;

a subscriber configuration network node re-
sponsible for storing subscriber configuration 20
data for a plurality of subscriber devices; and

a cache comprising a shared cache store for
caching subscriber configuration data for sub-
scriber devices, the shared cache store being
accessible by each of the network nodes in the 25
cluster of network nodes, the method compris-

ing, at the cache:

receiving, from a network nodein the cluster

of network nodes, a registration requestre- 30
questing registration of a subscriber device
with the network;

determining whether the shared cache
store contains subscriber configuration da-

ta for the subscriber device; 35
in the case of a positive determination, re-
trieving subscriber configuration data forthe
subscriber device from the shared cache
store and transmitting the subscriber con-
figuration data retrieved from the shared 40
cache store to the network node; and

in the case of a negative determination, re-
trieving subscriber configuration data forthe
subscriber device from the subscriber con-
figuration network node, transmitting the 45
subscriber configuration data retrieved from

the subscriber configuration network node

to the network node, and storing the sub-
scriber configuration data retrieved from the
subscriber configuration network node in 50
the shared cache store.
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