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(67)  Technology that is capable of providing objec-
tive data for center management while considering re-
duction of examination time in ophthalmology is provided.
A fundus observation apparatus of an embodiment com-
prises an optical system, image forming part, specifying
part, association information generating part and evalu-
ation information generating part. The optical system di-
vides light from a light source into signal light and refer-
ence light, generates interference light by superposing
the signal light having traveled by way of an eye fundus
and the reference light having traveled by way of a ref-
erence optical path, and detects the interference light.
The image forming part forms a cross sectional image of
the eye fundus based on detection results of the interfer-
ence light. The specifying part analyzes the cross sec-
tional image to specify an abnormal region located in the
vicinity of centralfovea of the eye fundus. The association
information generating part calculates the distance be-
tween the central fovea and the abnormal region and
generates association information in which the direction
of the abnormal region relative to the central fovea and

the distance are associated with each other. The evalu-
ation information generating part generates evaluation
information for evaluating the state of the eye fundus
based on the association information.

FIG. 4

LAYER REGION
SPECIFYING PART

R THICKNESS
MAT|O!
RATING PART

ISTRIBUTION
FORMATION
NERATING PART

235 \EVALUATION

Printed by Jouve, 75001 PARIS (FR)



1 EP 2 821 007 A1 2

Description
[TECHNICAL FIELD]

[0001] The present invention relates to a fundus ob-
servation apparatus that obtains an image of an eye fun-
dus by using optical coherence tomography (OCT) and
a fundus image analyzing apparatus that analyzes an
image of an eye fundus.

[BACKGROUND TECHNOLOGY]

[0002] In recent years, OCT that forms images of the
surface morphology and internal morphology of an object
by using a light beam from a laser light source or the like
has attracted attention. Unlike an X-ray CT apparatus,
optical coherence tomography is noninvasive to human
bodies, and is therefore expected to be utilized in the
medical field and biological field. For example, in the oph-
thalmology, apparatuses that form images of a fundus
and cornea or the like are in a practical stage.

[0003] The apparatus disclosed in Patent Document 1
uses a technique of so-called "Fourier Domain OCT."
That is to say, the apparatus irradiates a low-coherence
light beam to an object, superposes the reflected light
and the reference light to generate an interference light,
and acquires the spectral intensity distribution of the in-
terference light to execute Fourier transform, thereby im-
aging the morphology in the depth direction (the z-direc-
tion) of the object. Furthermore, the apparatusis provided
with a galvano mirror that scans a light beam (signal light)
along one direction (x-direction) perpendicular to the z-
direction, and is thereby configured to form an image of
a desired measurement target region of the object. An
image formed by this apparatus is a two-dimensional
cross sectional image in the depth direction (z-direction)
along the scanning direction (x-direction) of the light
beam. The technique of this type is also called Spectral
Domain.

[0004] Patent Document 2 discloses a technique of
scanning with a signal light in the horizontal direction (x-
direction) and the vertical direction (y-direction) to form
multiple two-dimensional cross sectional images in the
horizontal direction, and acquiring and imaging three-di-
mensional cross sectional information of a measured
range based on the cross sectional images. As the three-
dimensional imaging, for example, a method of arranging
and displaying multiple cross sectional images in the ver-
tical direction (referred to as stack data or the like), or a
method of executing a rendering process on volume data
(voxel data) based on stack data to form a three-dimen-
sional image may be considered.

[0005] Patent Documents 3 and 4 disclose other types
of OCT apparatuses. Patent Document 3 describes an
OCT apparatus that images the morphology of an object
by sweeping the wavelength of light that is irradiated to
an object (wavelength sweeping), detecting interference
light obtained by superposing the reflected lights of the
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light of the respective wavelengths on the reference light
to acquireits spectral intensity distribution, and executing
Fourier transform. Such an OCT apparatus is called a
Swept Source type or the like. The Swept Source type
is a kind of the Fourier Domain type.

[0006] Further, Patent Document 4 describes an OCT
device that irradiates a light having a predetermined
beam diameter to an object and analyzes the compo-
nents of an interference light obtained by superposing
the reflected lightand the reference light, thereby forming
an image of the object in a cross-section orthogonal to
the travelling direction of the light. Such an OCT device
is called a full-field type, en-face type or the like.

[0007] PatentDocument5 discloses an example of ap-
plying OCT to the ophthalmologic field. It should be noted
that, before OCT was applied, a retinal camera, a slit
lamp microscope, etc. were used as apparatuses for ob-
serving an eye (see Patent Documents 6 and 7, for ex-
ample). The retinal camera is an apparatus that photo-
graphs the fundus by projecting illumination light onto the
eye and receiving the reflected light from the fundus. The
slit lamp microscope is an apparatus that obtains an im-
age of the cross-section of the cornea by cutting off the
light section of the cornea using slit light.

[0008] The apparatus with OCT is superior relative to
the retinal camera, etc. in that high-definition images can
be obtained, further in that cross sectional images and
three-dimensional images can be obtained, etc.

[0009] Thus, the apparatus using OCT can be used for
observation of various regions of the eye and is capable
of obtaining high-definition images, and therefore, has
been applied to the diagnosis of various ophthalmic dis-
orders.

[0010] Now, there are three important viewpoints in
ophthalmological practice. They are "early detection”,
"center management" and "progression management".
Although early detection and progression management
are thought to be important in other medical department,
center management is specific to ophthalmology. There
is a site called central fovea in an eye fundus. The central
fovea is located at the center of the macula area of a
retina, contributes to eyesight at the central visual field
with high resolution, and is a most important region in
the eye fundus. Thus, itis judged whether or notadisease
exists in a near-field of the central fovea, and treatment
plan is determined according to the judgment. This is
center management. For example, medical diagnosis
and treatment for glaucoma is carried out by especially
focusing on the state of the area within 5 degrees around
central fovea. A perimeter is used for the examination for
this purpose (see Patent Document 8, for example).
[0011] Further, itis also carried out to acquire informa-
tion of an eye fundus (in particular, thickness of a layer
in an eye fundus) by using OCT (see Patent Documents
9, 10 and 11, for example).
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[PRIOR ART DOCUMENTS]
[PATENT DOCUMENTS]
[0012]

[Patent Document 1]
Japanese Unexamined Patent Application Publica-
tion No. H11-325849

[Patent Document 2]
Japanese Unexamined Patent Application Publica-
tion No. 2002-139421

[Patent Document 3]
Japanese Unexamined Patent Application Publica-
tion No. 2007-24677

[Patent Document 4]
Japanese Unexamined Patent Application Publica-
tion No. 2006-153838

[Patent Document 5]
Japanese Unexamined Patent Application Publica-
tion No. 2008-73099

[Patent Document 6]
Japanese Unexamined Patent Application Publica-
tion No. H09-276232

[Patent Document 7]
Japanese Unexamined Patent Application Publica-
tion No. 2008-259544

[Patent Document 8]
Japanese Unexamined Patent Application Publica-
tion No. 2010-88541

[Patent Document 9]
Japanese Unexamined Patent Application Publica-
tion No. 2008-272256

[Patent Document 10]
Japanese Unexamined Patent Application Publica-
tion No. 2011-24930

[Patent Document 11]
Japanese Unexamined Patent Application Publica-
tion No. 2011-72716

[SUMMARY OF THE INVENTION]

[PROBLEM THAT THE INVENTION IS TO SOLVE]
[0013] However, examination with a perimeter (re-
ferred to as perimetry, visual field test, etc.) takes time

and is carried out in dark environment. Therefore, in the
case in which a patient is an old person or tired, it is
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difficult to precisely carry out the examination. Moreover,
burdens on a patient and examiner are large in perimetry.
[0014] On the other hand, although it is possible to in-
tend to shorten examination time when OCT is used, it
cannot be said that conventional technologies provide
enough information for center management. Thus, cent-
er management cannot be carried out based on objective
criteria for evaluation, and diagnosis depends greatly on
proficiency of doctors.

[0015] The present invention is developed in order to
solve such problems, and its purpose is to provide a fun-
dus observation apparatus that obtains an image of an
eye fundus by using optical coherence tomography
(OCT) and a fundus image analyzing apparatus that are
capable of providing objective data for center manage-
ment while considering reduction of examination time.

[MEANS FOR SOLVING THE PROBLEM]

[0016] In order to achieve the aforementioned pur-
pose, the invention described in Claim 1 is a fundus ob-
servation apparatus, comprising: an optical system con-
figured to divide light from a light source into signal light
and reference light, generate interference light by super-
posing the signal light having traveled by way of an eye
fundus and the reference light having traveled by way of
areference optical path, and detect the interference light;
an image forming part configured to form a cross sec-
tional image of the eye fundus based on detection results
of the interference light; a specifying part configured to
analyze the cross sectional image to specify an abnormal
region located in the vicinity of central fovea of the eye
fundus; an association information generating part con-
figured to calculate the distance between the central
fovea and the abnormal region and generate association
information in which the direction of the abnormal region
relative to the central fovea and the distance are associ-
ated with each other; and an evaluation information gen-
erating part configured to generate evaluation informa-
tion for evaluating the state of the eye fundus based on
the association information.

[0017] Theinvention described in Claim 2 is the fundus
observation apparatus of Claim 1, wherein the image
forming part forms multiple cross sectional images of
multiple cross sections located in the vicinity of the central
fovea of the eye fundus based on detection results of the
interference light, the association information generating
part comprises a distribution information generating part
configured to calculate, for each of the multiple cross
sectional images, the distance between the central fovea
and the abnormal region in the concerned cross section,
and generate, as the association information, distribution
information that represents distribution of distances in
multiple directions corresponding to the multiple cross
sections, and the evaluation information generating part
generates the evaluation information based on the dis-
tribution information.

[0018] Theinvention described in Claim 3 is the fundus
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observation apparatus of Claim 2, wherein the evaluation
information generating part generates, as the evaluation
information, graph information that represents the distri-
bution information by coordinate system spanned by a
first coordinate axis representing the multiple directions
and a second coordinate axis representing the distances,
and further comprising: a display; and a display controller
configured to display the graph information on the dis-
play.

[0019] Theinventiondescribedin Claim 4 is the fundus
observation apparatus of any of Claims 1 to 3, further
comprising: an imaging part configured to image the sur-
face of the eye fundus; a display; and a display controller
configured to display a surface image of the eye fundus
obtained by the imaging part on the display, and display
a partial region in the surface image corresponding to
the abnormal region in a different aspect from other re-
gions.

[0020] Theinventiondescribedin Claim 5isthe fundus
observation apparatus of any of Claims 1 to 4, wherein
the specifying part comprises: a layer region specifying
part configured to analyze the cross sectional image to
specify a layer region; a layer thickness information gen-
erating part configured to analyze the layer region to gen-
erate layer thickness information related to thickness
thereof; and an abnormal region specifying part config-
ured to specify the abnormal region based on the layer
thickness information.

[0021] Theinventiondescribedin Claim 6is the fundus
observation apparatus of Claim 5, wherein the layer thick-
ness information generating part generates, as the layer
thickness information, thickness distribution information
that represents distribution of thickness of the layer re-
gion in the cross section of the eye fundus represented
by the cross sectional image.

[0022] Theinventiondescribedin Claim 7 is the fundus
observation apparatus of Claim 5, wherein the layer thick-
ness information generating part generates, as the layer
thickness information, symmetric position information
that represents difference or ratio of the thicknesses of
the layer region at symmetric positions with respect to
the central fovea.

[0023] Theinventiondescribedin Claim 8 is the fundus
observation apparatus of Claim 5, wherein when the
cross sectional image has been formed for each of the
right and left eyes of one patient, the layer thickness in-
formation generating part generates, as the layer thick-
ness information, both-eye information that represents
difference or ratio of the thicknesses of the layer regions
at symmetric positions between the eye fundus of the
right eye and the eye fundus of the left eye.

[0024] Theinventiondescribedin Claim 9is the fundus
observation apparatus of any of Claims 5 to 8, wherein
the abnormal region specifying part calculates the size
of the abnormal region specified, and determines the ab-
normal region as a normal region when the size is equal
to or less than a preset threshold.

[0025] The invention described in Claim 10 is the fun-
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dus observation apparatus of Claim 2, wherein the eval-
uation information generating part specifies the minimum
value from among the distances included in the distribu-
tion information, specifies the direction corresponding to
the minimum value from among the multiple directions,
and generates the evaluation information based on the
direction specified.

[0026] The invention described in Claim 11 is the fun-
dus observation apparatus of Claim 2, wherein the eval-
uation information generating part specifies the distance
thatis equaltoorless than a preset threshold from among
the distances included in the distribution information,
specifies the direction corresponding to the distance
specified from among the multiple directions, and gen-
erates the evaluation information based on the direction
specified.

[0027] The invention described in Claim 12 is the fun-
dus observation apparatus of Claim 11, wherein the eval-
uation information generating partcalculates, as the eval-
uation information, ratio of the directions specified to the
multiple directions.

[0028] The invention described in Claim 13 is the fun-
dus observation apparatus of Claim 11, wherein the eval-
uation information generating partcalculates, as the eval-
uation information, size information that represents the
size of a normal region located between the abnormal
region and the central fovea in the direction specified.
[0029] The invention described in Claim 14 is the fun-
dus observation apparatus of Claim 13, further compris-
ing: an imaging part configured to image the surface of
the eye fundus; a display; and a display controller con-
figured to display a surface image of the eye fundus ob-
tained by the imaging part on the display, and display a
partial region in the surface image corresponding to the
normal region in a different aspect from other regions.
[0030] The invention described in Claim 15 is the fun-
dus observation apparatus of Claim 11, wherein the eval-
uation information generating partcalculates, as the eval-
uation information, a statistic of the thickness of a layer
region in a normal region located between the abnormal
region and the central fovea in the direction specified.
[0031] The invention described in Claim 16 is the fun-
dus observation apparatus of Claim 2, wherein the eval-
uation information generating part divides the multiple
directions into two or more groups, and generates the
evaluation information for each of the two or more groups.
[0032] The invention described in Claim 17 is the fun-
dus observation apparatus of Claim 16, wherein the eval-
uation information generating partcalculates, as the eval-
uation information, a statistic of distance between the
abnormal region and the central fovea for each of the two
or more groups.

[0033] The invention described in Claim 18 is the fun-
dus observation apparatus of Claim 16, wherein the eval-
uation information generating partcalculates, as the eval-
uation information, size information that represents the
size of a normal region located between the abnormal
region and the central fovea for each of the two or more
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groups.
[0034] The invention described in Claim 19 is the fun-
dus observation apparatus of Claim 18, further compris-
ing: an imaging part configured to image the surface of
the eye fundus; a display; and a display controller con-
figured to display a surface image of the eye fundus ob-
tained by the imaging part on the display, and display a
partial region in the surface image corresponding to the
normal region in a different aspect from other regions.
[0035] The invention described in Claim 20 is the fun-
dus observation apparatus of Claim 16, wherein the eval-
uationinformation generating part calculates, as the eval-
uation information, a statistic of the thickness of a layer
region in a normal region located between the abnormal
region and the central fovea for each of the two or more
groups.

[0036] The invention described in Claim 21 is the fun-
dus observation apparatus of Claim 16, for each of the
two or more groups, the evaluation information generat-
ing part calculates, as the evaluation information, ratio
ofthe abnormal region to the image region corresponding
to the concerned group.

[0037] The invention described in Claim 22 is the fun-
dus observation apparatus of Claim 16, wherein the eval-
uation information generating part calculates, as the eval-
uation information, size information that represents the
size of the abnormal region for each of the two or more
groups.

[0038] The invention described in Claim 23 is the fun-
dus observation apparatus of Claim 16, wherein the eval-
uation information generating part calculates, as the eval-
uation information, a statistic of the thickness of a layer
region in the abnormal region for each of the two or more
groups.

[0039] The invention described in Claim 24 is a fundus
observation apparatus, comprising: an optical system
configured to divide light from a light source into signal
light and reference light, generate interference light by
superposing the signal light having traveled by way of an
eye fundus and the reference light having traveled by
way of a reference optical path, and detect the interfer-
ence light; an image forming part configured to form a
cross sectional image of a cross section along a circle
around central fovea of the eye fundus based on detec-
tion results of the interference light; a specifying part con-
figured to analyze the cross sectional image to specify
an abnormal region and/or normal region in the cross
section along the circle; and an evaluation information
generating part configured to generate evaluation infor-
mation for evaluating the state of the eye fundus including
at least one of: the length of the abnormal region and/or
normal region; ratio of the length of the abnormal region
and/or normal region to the length of the circle; and the
difference or ratio between the length of the abnormal
region and the length of the normal region.

[0040] The invention described in Claim 25 is the fun-
dus observation apparatus of Claim 24, wherein the
specifying part comprises: a layer region specifying part
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configured to analyze the cross sectional image to spec-
ify a layer region in the cross section along the circle; and
a layer thickness information generating part configured
to analyze the layer region to generate layer thickness
information related to thickness thereof, and the speci-
fying part specifies the abnormal region and/or normal
region based on the layer thickness information.

[0041] The invention described in Claim 26 is a fundus
image analyzing apparatus, comprising: a receiving part
configured to receive a cross sectional image of an eye
fundus of an eye; a specifying part configured to analyze
the cross sectional image to specify an abnormal region
located in the vicinity of central fovea of the eye fundus;
an association information generating part configured to
calculate the distance between the central fovea and the
abnormal region and generate association information in
which the direction of the abnormal region relative to the
central fovea and the distance are associated with each
other; and an evaluation information generating part con-
figured to generate evaluation information for evaluating
the state of the eye fundus based on the association in-
formation.

[0042] The invention describedin Claim 27 is a fundus
image analyzing apparatus, comprising: a receiving part
configured to receive a cross sectional image of a cross
section along a circle around central fovea of an eye fun-
dus of an eye; a specifying part configured to analyze
the cross sectional image to specify an abnormal region
and/or normalregion in the cross section along the circle;
and an evaluation information generating part configured
to generate evaluation information for evaluating the
state of the eye fundus including at least one of: the length
of the abnormal region and/or normal region; ratio of the
length of the abnormal region and/or normal region to
the length of the circle; and the difference or ratio between
the length of the abnormal region and the length of the
normal region.

[EFFECT OF THE INVENTION]

[0043] According to the present invention, evaluation
information can be obtained based on the state of distri-
bution of abnormal regions in the neighborhood of central
fovea. By carrying out such examination instead of visual
field test, it is possible to provide objective data for center
management while considering reduction of examination
time.

[BRIEF DESCRIPTION OF THE DRAWINGS]
[0044]

Fig. 1 is a schematic diagram showing an example
of a configuration of a fundus observation apparatus
according to an embodiment.
Fig. 2 is a schematic diagram showing an example
of a configuration of a fundus observation apparatus
according to an embodiment.
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Fig. 3 is a schematic block diagram showing an ex-
ample of a configuration of a fundus observation ap-
paratus according to an embodiment.

Fig. 4 is a schematic block diagram showing an ex-
ample of a configuration of a fundus observation ap-
paratus according to an embodiment.

Fig. 5 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 6 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 7 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 8 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 9 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 10 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 11 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 12 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 13 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 14 is a flowchart showing an example of an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 15 is a schematic block diagram showing an
example of a configuration of a fundus observation
apparatus according to an embodiment.

Fig. 16 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

Fig. 17 is a schematic diagram for explaining an op-
eration of a fundus observation apparatus according
to an embodiment.

[MODE FOR CARRYING OUT THE INVENTION]

[0045] Examplesofembodiments of the presentinven-
tion will be described in detail with reference to the draw-
ings. A fundus observation apparatus according to the
present invention forms a cross sectional image (includ-
ing at least one of a two-dimensional cross sectional im-
age and three-dimensional image) of a fundus by using
OCT. Further, a fundus image analyzing apparatus ac-
cording to the presentinvention receives a cross section-
al image of a fundus acquired by using OCT. Images
obtained by OCT are sometimes referred to as OCT im-
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ages. Furthermore, a measuring action for forming an
OCT image is sometimes referred to as OCT measure-
ment. It should be noted that the contents described in
the documents cited in this description may be applied
to the following embodiments.

[0046] Inthe following embodiments, configurations in
which Fourier Domain OCT is employed will be described
in detail. Particularly, fundus observation apparatuses
according to the following embodiments are capable of
obtaining both afundus OCT image with Spectral Domain
OCT and a fundus image, which is similar to the appa-
ratus disclosed in Patent Document 4. It should be noted
that configurations according to the present invention
may be applied to a fundus observation apparatus of any
type other than Spectral Domain (for example, Swept
Source OCT). Further, apparatuses in which an OCT ap-
paratus and aretinal camera are combined are explained
in the embodiments; however, it is possible to combine
an OCT apparatus comprising configuration according
to the embodiments with a fundus imaging apparatus of
any type, such as an SLO (Scanning Laser Ophthalmo-
scope), slit lamp microscope, ophthalmologic surgical
microscope, etc. Further, configurations of the embodi-
ment may be incorporated with a single-functional OCT
apparatus.

[Configurations]

[0047] A fundus observation apparatus 1, as shown in
Fig. 1 and Fig. 2, includes a retinal camera unit 2, an
OCT unit 100, and an arithmetic and control unit 200.
The retinal camera unit 2 has almost the same optical
system as a conventional retinal camera. The OCT unit
100 is provided with an optical system for obtaining an
OCT image of a fundus. The arithmetic and control unit
200 is provided with a computer that executes various
arithmetic processes, control processes, and so on. The
arithmetic and control unit 200 functions as "fundus im-
age analyzing apparatus".

[Retinal camera unit]

[0048] The retinal camera unit 2 shown in Fig. 1 is pro-
vided with an optical system for forming a 2-dimensional
image (fundus image) representing the surface morphol-
ogy of the fundus Ef of an eye E. Fundus images include
observation images, photographed images, etc. The ob-
servation image is, for example, a monochromatic mov-
ing image formed at a prescribed frame rate using near-
infrared light. The photographed image may be, for ex-
ample, a color image captured by flashing visible light,
or a monochromatic still image captured by using near-
infrared light or visible light as illumination light. The ret-
inal camera unit 2 may also be configured to be capable
of capturing other types of images such as a fluorescein
angiography image, an indocyanine green fluorescent
image, and an autofluorescent image, it should be noted
that the retinal camera unit 2 is an example of "imaging
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part". Further, a fundus image acquired by the retinal
camera unit 2 is an example of "surface image of eye
fundus".

[0049] The retinal camera unit 2 is provided with a chin
rest and a forehead placement for supporting the face of
the subject. Moreover, the retinal camera unit 2 is pro-
vided with the illumination optical system 10 and the im-
aging optical system 30. The illumination optical system
10 irradiates illumination light to the fundus Ef. The im-
aging optical system 30 guides a fundus reflected light
of the illumination light to imaging devices (CCD image
sensors 35, 38 (sometimes referred to simply as CCD)).
Moreover, the imaging optical system 30 guides signal
light input from the OCT unit 100 to the fundus Ef, and
guides the signal light returned from the fundus Ef to the
OCT unit 100.

[0050] An observation light source 11 of the illumina-
tion optical system 10 comprises, for example, a halogen
lamp. Light (observation illumination light) output from
the observation light source 11 is reflected by areflection
mirror 12 with a curved reflection surface, and becomes
near-infrared after passing through a visible cut filter 14
via a condenser lens 13. Furthermore, the observation
illumination light is once converged near an imaging light
source 15, reflected by a mirror 16, and passes through
relay lenses 17 and 18, a diaphragm 19, and a relay lens
20. Then, the observation illumination light is reflected
on the peripheral part (the surrounding region of an ap-
erture part) of an aperture mirror 21, transmitted through
a dichroic mirror 46, and refracted by an object lens 22,
thereby illuminating the fundus Ef. It should be noted that
LED (Light Emitting Diode) may be used as the obser-
vation light source.

[0051] The fundus reflection light of the observation
illumination light is refracted by the object lens 22, trans-
mitted through the dichroic mirror 46, passes through the
aperture part formed in the center region of the aperture
mirror 21, transmitted through a dichroic mirror 55, travels
through a focusing lens 31, and reflected by a mirror 32.
Furthermore, the fundus reflection light is transmitted
through a half-mirror 39A, refracted by reflected by a di-
chroic mirror 33, and forms animage on the lightreceiving
surface of the CCD image sensor 35 by a condenser lens
34.The CCD image sensor 35 detects the fundus reflec-
tion light at a preset frame rate, for example. An image
(observation image) based on the fundus reflection light
detected by the CCD image sensor 35 is displayed on a
display device 3. It should be noted that when the imaging
optical system is focused on the anterior eye part, the
observation image of the anterior eye part of the eye E
is displayed.

[0052] The imaging light source 15 comprises, for ex-
ample, axenon lamp. The light (imaging illumination light)
output from the imaging light source 15 is irradiated to
the fundus Ef via the same route as that of the observation
illumination light. The fundus reflection light of the imag-
ing illumination light is guided to the dichroic mirror 33
via the same route as that of the observation illumination
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light, transmitted through the dichroic mirror 33, reflected
by a mirror 36, and forms an image on the light receiving
surface of the CCD image sensor 38 by a condenser lens
37. Animage (photographed image) based on the fundus
reflection light detected by the CCD image sensor 38 is
displayed on the display device 3. It should be noted that
the display device 3 for displaying the observation image
and the display device 3 for displaying the photographed
image may be the same or different. Further, when similar
photographing is carried out by illuminating the eye E
with infrared light, infrared photographed image is dis-
played. Moreover, LED may be used as the imaging light
source.

[0053] An LCD (Liquid Crystal Display) 39 displays a
fixation target or a target for measuring visual acuity. The
fixation target is a visual target for fixating the eye E, and
is used when photographing a fundus or performing OCT
measurement.

[0054] Part of the light output from the LCD 39 is re-
flected by the half-mirror 39A, reflected by the mirror 32,
passes through the aperture part of the aperture mirror
21, refracted by the object lens 22, and projected onto
the fundus Ef.

[0055] By changing a display position of the fixation
targetonthe screen ofthe LCD 39, itis possible to change
the fixation position of the eye E. Examples of the fixation
positions of the eye E include the position for acquiring
an image centered at the macula of the fundus Ef, the
position for acquiring an image centered at the optic pa-
pilla, the position for acquiring an image centered at the
fundus center located between the macula and the optic
papilla, and so on, as in conventional retinal cameras.
Further, the display position of the fixation target may be
arbitrarily changed.

[0056] Furthermore, as with conventional retinal cam-
eras, the retinal camera unit 2 is provided with an align-
ment optical system 50 and a focus optical system 60.
The alignment optical system 50 generates a target
(alignment target) for matching the position (alignment)
of the device optical system with respect to the eye E.
The focus optical system 60 generates a target (split tar-
get) for matching the focus with respect to the eye Ef.
[0057] Light (alignment light) output from an LED 51
of the alignment optical system 50 passes through dia-
phragms 52 and 53 and a relay lens 54, is reflected by
the dichroic mirror 55, passes through the aperture part
of the aperture mirror 21, is transmitted through the di-
chroic mirror 46, and is projected onto the cornea of the
eye E by the object lens 22.

[0058] Cornea reflection light of the alignment light
passes through the object lens 22, the dichroic mirror 46
and the aperture part, a part of the cornea reflection light
is transmitted through the dichroic mirror 55, passes
through the focusing lens 31, reflected by the mirror 32,
transmitted through the half-mirror 39A, reflected by the
dichroic mirror 33, and projected onto the light receiving
surface of the CCD image sensor 35 by the condenser
lens 34. An image (alignment target) captured by the
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CCD image sensor 35 is displayed on the display device
3 together with the observation image. The user conducts
alignment by an operation that is the same as conven-
tional retinal cameras. Further, alignment may be per-
formed in a way in which the arithmetic and control unit
200 analyzes the position of the alignment target and
controls the movement of the optical system (automatic
alignment function).

[0059] Inordertoconductfocus adjustment, the reflec-
tion surface of a reflectionrod 67 is positioned at a slanted
position on the optical path of the illumination optical sys-
tem 10. Light (focus light) output from an LED 61 of the
focus optical system 60 passes through a relay lens 62,
is splitinto two light fluxes by a split target plate 63, pass-
es through a two-hole diaphragm 64, is reflected by a
mirror 65, and is reflected after an image is formed once
on the reflection surface of the reflection rod 67 by a
condenser lens 66. Furthermore, the focus light passes
through the relay lens 20, is reflected at the aperture mir-
ror 21, is transmitted through the dichroic mirror 46, is
refracted by the object lens 22, and is projected onto the
fundus Ef.

[0060] The fundus reflection light of the focus light
passes through the same route as the cornea reflection
light of the alignment light and is detected by the CCD
image sensor 35. An image (split target) captured by the
CCD image sensor 35 is displayed on the display device
3 together with the observation image. The arithmetic
and control unit 200, as in the conventional technology,
analyzes the position of the split target, and moves the
focusing lens 31 and the focus optical system 60 for fo-
cusing (automatic focusing function). Further, focusing
may be performed manually while visually recognizing
the split target.

[0061] The dichroic mirror 46 splits the optical path for
OCT from the optical for eye fundus photographing. The
dichroic mirror 46 reflects light of the wavelength band
used for OCT, and transmits the light for eye fundus pho-
tographing. The optical path for OCT is provided with a
collimator lens unit 40, an optical path length changing
part41,agalvanoscanner42, afocusinglens 43, a mirror
44 and a relay lens 45.

[0062] The optical path length changing part 41 is ca-
pable of moving in the direction indicated by the arrow in
Fig. 1 to change the length of the optical path for OCT.
This change of optical path length may be used for cor-
rection of the optical path length in accordance with the
axial length of the eye E, and for adjustment of the con-
dition of interference. The optical path length changing
part 41 is configured to comprise a corner cube and a
mechanism for moving the corner cube, for example.
[0063] The galvano scanner 42 changes the travelling
direction of light (signal light LS) travelling along the op-
tical path for OCT. Thereby, the fundus Ef is scanned by
the signal light LS. The galvano scanner 42 is configured
to comprise a galvano mirror for scanning with the signal
light LS in the x-direction, a galvano mirror for scanning
in the y-direction, and a mechanism for independently
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driving these. Thereby, the signal light LS may be
scanned in an arbitrary direction in the xy-plane.

[OCT unit]

[0064] Anexample of the configuration of the OCT unit
100 is explained while referring to Fig. 2. The OCT unit
100 is provided with an optical system for obtaining an
OCT image of the fundus Ef. The optical system com-
prises a similar configuration to a conventional Spectral
Domain OCT apparatus. That is to say, this optical sys-
tem is configured to split low-coherence light into signal
light and reference light, superpose the signal light re-
turned form the fundus Ef and the reference light having
traveled through a reference optical path to generate in-
terference light, and detect the spectral components of
the interference light. This detection result (detection sig-
nal) is transmitted to the arithmetic and control unit 200.
[0065] Itshould be noted thatwhen Swept Source OCT
apparatus is used, a swept source is provided instead of
a low-coherence light source while an optical member
for spectrally decomposing interference light is not pro-
vided. In general, any known technology in accordance
with the type of OCT may be arbitrarily applied for the
configuration of the OCT unit 100.

[0066] A light source unit 101 outputs broadband low-
coherence light LO. The low-coherence light LO, for ex-
ample, includes near-infrared wavelength band (about
800-900nm) and has a coherence length of about tens
of micrometer. Moreover, it is possible to use, as the low-
coherence lightLO0, near-infrared light having wavelength
band that is impossible to be detected by human eyes,
for example, infrared light having the center wavelength
of about 1040-1060nm.

[0067] The light source unit 101 is configured to com-
prise light output device, such as an SLD (super lumi-
nescent diode), LED, SOA (Semiconductor Optical Am-
plifier) and the like.

[0068] The low-coherence light LO output from the light
source unit 101 is guided to a fiber coupler 103 by an
optical fiber 102 and split into the signal light LS and the
reference light LR.

[0069] The reference light LR is guided to an optical
attenuator 105 by an optical fiber 104. Through any
known technology, the optical attenuator 105 received
control of the arithmetic and control unit 200 for automat-
ically adjusting light amount (light intensity) of the refer-
ence light LR guided to the optical fiber 104. The refer-
ence light LR having adjusted by the optical attenuator
105is guided to a polarization controller 106 by the optical
fiber 104. The polarization controller 106 is a device con-
figured to, for example, apply stress to the loop-form op-
tical fiber 104 from outside to adjust polarization condition
of the reference light LR being guided in the optical fiber
104. It should be noted that the configuration of the po-
larization controller 106 is not limited to this, and arbitrary
known technology may be applied. The reference light
LR having adjusted by the polarization controller 106 is
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guided to an optical coupler 109.

[0070] The signal light LS generated by the fiber cou-
pler 103 is guided by the optical fiber 107, and converted
into a parallel light flux by the collimator lens unit 40.
Further, the signal light LS travels through the optical
path length changing part 41, the galvano scanner 42,
the focusing lens 43, the mirror 44 and the relay lens 45,
and reaches the dichroic mirror 46. Further, the signal
light LS is reflected by the dichroic mirror 46, refracted
by the objective lens 22, and projected to the fundus Ef.
The signal light LS is scattered (including reflection) at
various depth positions of the fundus Ef. The back-scat-
tered light of the signal light LS from the fundus Ef travels
along the same route as the outward way in the opposite
direction to the fiber coupler 103, and is reached the fiber
coupler 109 through an optical fiber 108.

[0071] The fiber coupler 109 superposes the back-
scattered light of the signal light LS and the reference
light LR having passed through the optical fiber 104. In-
terference light LC thus generated is guided by an optical
fiber 110 and output from an exit end 111. Furthermore,
the interference light LC is converted into a parallel light
flux by a collimator lens 112, spectrally divided (spectrally
decomposed) by a diffraction grating 113, converged by
a condenser lens 114, and projected onto the light re-
ceiving surface of a CCD image sensor 115. It should be
noted that although the diffraction grating 113 shown in
Fig. 2is of transmission type, any other kind of a spectrally
decomposing element (such as reflection type) may be
used.

[0072] The CCD image sensor 115 is for example a
line sensor, and detects the respective spectral compo-
nents of the spectrally decomposed interference light LC
and converts the components into electric charges. The
CCD image sensor 115 accumulates these electric
charges, generates a detection signal, and transmits the
detection signal to the arithmetic and control unit 200.
[0073] Although a Michelson-type interferometer is
employed in the present embodiment, it is possible to
employ any type of interferometer such as a Mach-Zeh-
nder-type as necessary. Instead of a CCD image sensor,
other types of image sensors, such as a CMOS (Com-
plementary Metal Oxide Semiconductor) image sensor,
may be used.

[Arithmetic and control unit]

[0074] A configuration of the arithmetic and control unit
200 will be described. The arithmetic and control unit 200
analyzes the detection signals input from the CCD image
sensor 115 to form an OCT image of the fundus Ef. Arith-
metic processing for this may be the same as that of a
conventional Spectral Domain OCT apparatus.

[0075] Further, the arithmetic and control unit 200 con-
trols each part of the retinal camera unit 2, the display
device 3 and the OCT unit 100. For example, the arith-
metic and control unit 200 displays an OCT image of the
fundus Ef on the display device 3.
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[0076] Further, as controls of the retinal camera unit
2, the arithmetic and control unit 200 executes: controls
of actions of the observation light source 101, the imaging
light source 103 and LED’s 51 and 61; control of action
of the LCD 39; controls of movements of the focusing
lenses 31 and 43; control of movement of the reflection
rod 67; control of movement of the focus optical system
60; control of movement of the optical path length chang-
ing part 41; control of action of the galvano scanner 42;
and so on.

[0077] Further, as controls of the OCT unit 100, the
arithmetic and control unit 200 executes: control of action
of the light source unit 101; control of action of the optical
attenuator 105; control of action of the polarization con-
troller 106; control of action of the CCD image sensor
115; and so on.

[0078] The arithmetic and control unit 200 comprises
a microprocessor, a RAM, a ROM, a hard disk drive, a
communication interface, and so on, as in conventional
computers. The storage device such as the hard disk
drive stores a computer program for controlling the fun-
dus observation apparatus 1. The arithmetic and control
unit 200 may be provided with various circuit boards such
as a circuit board for forming OCT images. Moreover,
the arithmetic and control unit 200 may be provided with
operation devices (input devices) such as a keyboard, a
mouse, etc. and/or a display device such as an LCD etc.
[0079] The retinal camera unit 2, the display device 3,
the OCT unit 100, and the arithmetic and control unit 200
may be integrally configured (that is, provided within a
single case), or separately configured in two or more cas-
es.

[Control system]

[0080] A configuration of a control system of the fundus
observation apparatus 1 will be described with reference
to Figs. 3 and 4.

(Controller)

[0081] The control system of the fundus observation
apparatus 1 has a configuration centered on a controller
210 The controller 210 is configured to comprise, for ex-
ample, the aforementioned microprocessor, RAM, ROM,
hard disk drive, and communication interface, etc. The
controller 210 is provided with a main controller 211 and
storage 212.

(Main controller)

[0082] Themaincontroller211 performs the aforemen-
tioned various kinds of controls. Specifically, the main
controller 211 controls a focus driver 3 1 A, the optical
path length changing part 41 and the galvano scanner
42 of the retinal camera unit 2, and further controls the
light source unit 101, the optical attenuator 105 and the
polarization controller 106 of the OCT unit 100. Further,
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the main controller 211 executes various display controls
as described later. The main controller 211 functions as
an example of "display controller".

[0083] The focus driver 31 A moves the focusing lens
31 in the direction of the optical axis. Thereby, the focus
position of the imaging optical system 30 is changed. It
should be noted that the main controller 211 may control
an optical system driver (not shown in diagrams) to three
dimensionally move the optical system provided in the
retinal camera unit 2. This control is used for alignment
and tracking. Trackingis an operation for move the optical
system in accordance with eye movement of the eye E.
When tracking is applied, alignment and focusing are car-
ried out in advance. Tracking is a function to maintain
adequate positional relationship in which alignment and
focusing are matched by causing the position of the op-
tical system to follow the eye movement.

[0084] The main controller 211 executes a process of
writing data into the storage 212, and a process of reading
out data from the storage 212.

(Storage)

[0085] The storage 212 stores various kinds of data.
The data stored in the storage 212 may include image
data of OCT images, image data of fundus images, and
eye information, for example. The eye information in-
cludes information on the eye, such as information on a
subject such as a patient ID and a name, identification
information on left eye or right eye, and so on. Further,
the storage 212 stores various programs and data for
operating the fundus observation apparatus 1.

(Image forming part)

[0086] Animage forming part 220 forms image data of
a cross sectional image of the fundus Ef based on the
detection signals from the CCD image sensor 115. Like
conventional Spectral Domain OCT, this process in-
cludes processes such as noise elimination (noise re-
duction), filtering and FFT (Fast Fourier Transform). In
the case in which other OCT type is applied, the image
forming part 220 executes known process in accordance
with the applied OCT type. The image forming part 220
functions as "image forming part". It should be noted that
when a three-dimensional image of the fundus Ef is an-
alyzed, the image forming part 220 and the image proc-
essor 230 (thatis, a function to form a three-dimensional
image) correspond to "image forming part".

[0087] The image forming part 220 comprises the
aforementioned circuit board, for example. It should be
noted "image data" and the "image" based on the image
data may be identified with each other in the description.
Further, a site of the fundus Ef and an image thereof may
be identified with each other.
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(Image processor)

[0088] An image processor 230 executes various im-
age processing and analysis processing on images
formed by the image forming part 220. For example, the
image processor 230 executes various correction
processing such as brightness correction, dispersion cor-
rection of images, etc. Further, the image processor 230
executes various image processing and analysis
processing on images obtained by the retinal camera unit
2 (fundus images, anterior eye part images, etc.).
[0089] The image processor 230 executes known im-
age processing such as interpolation processing for in-
terpolating pixels between cross sectionalimages to form
image data of a three-dimensional image of the fundus
Ef. It should be noted that the image data of a three-
dimensional image refers to image data that the positions
of pixels are defined by the three-dimensional coordi-
nates. The image data of a three-dimensional image is,
for example, image data composed of three-dimension-
ally arranged voxels. This image data is referred to as
volume data, voxel data, or the like. For displaying an
image based on the volume data, the image processor
230 executes a rendering process (such as volume ren-
dering and MIP (Maximum Intensity Projection)) on this
volume data, and forms image data of a pseudo three-
dimensional image taken from a specific view direction.
On a display device such as a display 240A, this pseudo
three-dimensional image is displayed.

[0090] Further, itis also possible to form stack data of
multiple cross sectional images as the image data of a
three-dimensional image. Stack data is image data ob-
tained by three-dimensionally arranging multiple cross
sectional images obtained along multiple scanning lines,
based on the positional relation of the scanning lines.
That is to say, stack data is image data obtained by ex-
pressing multiple cross sectional images defined by orig-
inally individual two-dimensional coordinate systems by
a three-dimensional coordinate system (in other words,
embedding into a three-dimensional space).

[0091] Theimage processor 230 may carry out position
matching (registration) between a fundus image and an
OCT image. When a fundus image and an OCT image
are acquired in parallel, since both optical systems are
coaxial, the fundus image and the OCT image which are
acquired (substantially) in parallel can be matched by
considering the optical axis of the imaging optical system
30 as areference. Further, regardless of acquisition tim-
ings of a fundus image and an OCT image, it is possible
to match animage obtained by projecting the OCT image
onto the xy-plane with the fundus image, thereby match-
ing the OCT image and the fundus image.

[0092] The image processor 230 comprises a layer re-
gion specifying part 231, layer thickness information gen-
erating part 232, abnormal region specifying part 233,
distribution information generating part 234 and evalua-
tion information generating part 235. Here, the layer re-
gion specifying part 231, layer thickness information gen-
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erating part 232 and abnormal region specifying part 233
function as an example of "specifying part". Further, the
distribution information generating part 234 functions as
an example of "association information generating part".

(Layer region specifying part)

[0093] The layer region specifying part 231 is config-
ured to analyze a cross sectional image of the fundus Ef
to specify a layer region. This cross sectional image may
be two-dimensional cross sectional image or three-di-
mensional image. The layer region means an image re-
gion in the cross sectional image that corresponds to a
stratiform (or membranous) tissue(s) existing in the fun-
dus Ef. It should be noted that there are a retina, choroid
and sclera in the fundus Ef. The retina may be histolog-
ically classified into ten layers, namely, a retinal pigment
epithelium layer, visual cell layer, outer limiting mem-
brane, outer granular layer, outer plexiform layer, inner
granular layer, inner plexiform layer, ganglion cell layer,
nervefiberlayer and inner limiting membrane in this order
from the outside. The layer region may be an image re-
gion corresponding to one or more tissues in the fundus
Ef having such structure.

[0094] The layerregion specifying part 231 can specify
a layer region based on pixel values (brightness value)
of the cross sectional image. Further, the layer region
specifying part 231 may be configured to specify multiple
layerregions based on pixel values of the cross sectional
image and selectalayerregion based on the pixel values,
shape etc. thereof. Alternatively, the layer region speci-
fying part 231 may be configured to specify a character-
istic site of the fundus Ef (for example, surface of retina,
layer region having characteristic pixel values) and spec-
ify a layer region based on distance from the character-
istic site. In general, specification of a layer region may
be carried out by using arbitrary known technology (im-
age processing technology).

(Layer thickness information generating part)

[0095] The layerthickness information generating part
232 is configured to analyze the layer region specified
by the layer region specifying part 231 to generate layer
thickness information related to thickness of this layer
region. Examples of the layer thickness information in-
clude thickness distribution information, symmetric posi-
tion information, both-eye information. It should be noted
that kinds of the layer thickness information are not lim-
ited to these. Further, the layer thickness information in-
cludes at least one of multiple information including
these.

[0096] The thickness distribution information repre-
sents distribution of the thickness of the layer region in
the cross section of the fundus Ef represented by the
cross sectional image of the fundus Ef. As an example
of processing for generating this information, the layer
thickness information generating part 232 obtains thick-
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ness of a preset layer (that is, distance along the z-direc-
tion between the upper and lower surfaces of this layer)
at an arbitrary location in the cross section (that is, loca-
tion at arbitrary xy-coordinates), and associates the lo-
cation and the thickness. The thickness of the layer may
be calculated by counting the number of pixels arranged
in the z-direction wherein the pixels compose the layer
region, or by calculating distance in the real space de-
fined for the cross sectional image.

[0097] The symmetric position information represents
difference or ratio of the thicknesses of the layer region
at symmetric positions with respect to central fovea of
the fundus Ef. The central fovea (that is, the image po-
sition corresponding to the central fovea) may be identi-
fied as the deepest part or the center of the hollow of
macula area depicted in the cross sectional image, may
be identified as the center position of the macular area
specified based on the pixel values of the fundus image,
may be identified from scan position information by the
galvano scanner 42, or may be identified based on the
positional relationship between fixation position and the
axis of optical system (thatis, center position of a frame).
Instead of identifying by using image analysis, the central
fovea may be input manually onto a displayed image of
the fundus image or cross sectional image. Further, in
the case in which fundus images and/or cross sectional
images of the eye E acquired in the past can be referred
to, itis possible to identify the location of the central fovea
in the current image based on the location of the central
fovea identified based on this past image and positional
relationship between the past image and the current im-
age. The positional relationship in this process is ob-
tained, for example, by registration between images
based on characteristic points (macular area, optic pa-
pilla, characteristic blood vessel, branch point of blood
vessel, etc.) in the past image and the concerned char-
acteristic points in the current image.

[0098] The symmetric positions with respect to central
fovea are two positions which are point symmetrical with
respect to the central fovea, for example. These two point
symmetrical positions are two positions which are away
from the central fovea by an equal distance on a line
segment passing through the central fovea. The distance
from the central fovea may be specified as the number
of pixels, or may be specified as distance in the real space
defined for the xy-plane. Other examples of the symmet-
rical positions may include two positions which are linear
symmetrical with respect to a line passing through the
central fovea.

[0099] The thicknesses at such two positions are cal-
culated in the same fashion as the thickness distribution
information. The layer thickness information generating
part 232 calculates difference or ratio of two thickness
values at a pair of symmetrical positions. When calculat-
ing difference, the difference may be obtained by sub-
tracting one thickness value from the other thickness val-
ue, or may be obtained by calculating the absolute value
of the difference. It should be noted that the calculated
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value may be negative in the former case. When calcu-
lating ratio, the ratio may be calculated by assigning one
thickness value to a denominator and the other to a nu-
merator based on a preset orientation.

[0100] The both-eye information is applied to the case
in which a cross sectional image is formed for each of
right and left eyes of one patient. The both-eye informa-
tion represents difference or ratio of the thicknesses of
the layer regions at symmetric positions between the fun-
dus of the right eye and the fundus of the left eye. The
symmetric positions are positions in which vertical posi-
tion is defined as upward and downward directions for
both eyes and horizontal position is defined as nose and
ear directions. In other words, the symmetric positions
are mirror-image positions with respect to a body axis (or
center line of a face), that is, symmetrical positions in
mirror images. The method of calculating the thickness
at respective positions and the method of calculating dif-
ference or ratio may be same as the abovementioned
methods.

(Abnormal region specifying part)

[0101] The abnormalregion specifying part 233 is con-
figured to specify an abnormal region based on the layer
thickness information generated by the layer thickness
information generating part 232. The abnormal region
may include not only a region judged as a site in which
abnormality of the fundus Ef has been actually caused
by a disease but also a region presumed to be a site in
which abnormality may have been caused.

[0102] Inthepresentembodiment,an evaluation target
is the thickness of alayer region (thatis, becoming thinner
or becoming thicker). Evaluation of the thickness of a
layer region may be carried out, for example, by compar-
ing with a normal range that is set based on a statistic
(mean value, standard deviation, etc.) of thicknesses ac-
quired from OCT measurements of multiple normal eyes.
This normal range may be constant over a whole meas-
urement target region, or may be set for each of multiple
regions obtained from dividing the measurement target
region. Further, the normal region may be setindividually
for respective layer regions.

[0103] The abnormality to be judged is not limited to
structural abnormalities, and it may be functional abnor-
malities such as blood flow or optical abnormalities. Type
of OCT images to which analysis processing is applied
is determined according to type of such abnormalities.
For example, ordinary OCT images that depict morphol-
ogy of the fundus Efis applied when structural abnormal-
ityis judged, OCT images acquired fromfunctional meas-
urement (Doppler OCT etc.) is applied when functional
abnormality is judged, and OCT images acquired from
optical characteristic measurement (polarization OCT
etc.) is applied when optical abnormality is judged.
[0104] There are cases in which noises are mixed in
OCT images. In order to eliminate influence of noises,
processing for specifying an abnormal region may in-
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clude processes of: calculating the size of a region that
is provisionally specified to be abnormal; and judging this
(provisional) abnormal region as a normal region when
the size thereofis equalto or less than a preset threshold.
This size (area, volume, etc.) may be calculated as the
number of pixels included in the abnormal region, or may
be calculated as the size in the real space. Further, the
threshold can be obtained in an arbitrary manner; for ex-
ample, the size of noises may be calculated by actually
carrying out OCT measurement, may be calculated the-
oretically, or may be calculated from clinical data of sizes
of abnormalities.

(Distribution information generating part)

[0105] Inthe present embodiment, multiple cross sec-
tional images of multiple cross sections located in the
vicinity of the central fovea to the fundus Ef are acquired,
and analysis processing is applied to these cross sec-
tional images. For this purpose, the fundus observation
apparatus 1 sets fixation position for macula and carries
out radial scan described below. This radial scan com-
prises a preset number of linear scans (line scans) that
are centered at central fovea, for example. These linear
scans are arranged at intervals of an equal angle. The
number of linear scans is arbitrary set; larger number (for
example, 180 linear scans at 1 degree intervals) is set
when intending to improving precision of examination,
and smaller number is set when intending to shorten ex-
amination time. It should be noted that a scanning mode
thatis applicable in the present embodiment is not limited
to the radial scan, and it is possible to apply other scan-
ning modes such as three-dimensional scan.

[0106] Thedistributioninformation generating part234
analyzes a cross sectional image corresponding to each
of the line scans to calculate the distance between the
central fovea and the abnormal region in the concerned
cross section. This cross section is a plane that is along
the locus of a line scan and spreads in the z-direction.
Further, processing of calculating distance comprises
specification of an abnormal region in the concerned
cross section. More specifically, the distribution informa-
tion generating part 234 identifies xy-coodinates com-
mon between the abnormal region specified by the ab-
normal region specifying part 233 and the concerned
cross section, and selects, from among the xy-coodi-
nates identified, xy-coodinates that is closest to the xy-
coordinates of the central fovea. The distance between
the selected xy-coodinates and the xy-coordinates of the
central fovea is regarded as the distance between the
central fovea and the abnormal region in the concerned
cross section. It should be noted that there is no abnormal
region in the concerned cross section when there is no
common xy-coordinates. Further, this distance may be
expressed as the number of pixels or distance in the real
space in the same way as calculation of thickness of a
layer region described above.

[0107] Thedistributioninformation generating part234
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carries out the above calculation processing on each of
the cross sectional images. Thereby, distribution infor-
mation that represents distribution of distances in multi-
ple directions corresponding to the multiple cross sec-
tions. The multiple directions corresponding to the mul-
tiple cross sections may be direction defined by setting
the central fovea as a reference. In the present embod-
iment, the directions are defined such that angle 0 degree
is set to a preset direction (x-axis direction, y-axis direc-
tion, etc.) and the value of angle increases in a preset
rotation direction (clockwise direction or counterclock-
wise direction) in the xy-coordinate system with the origin
located at central fovea. The distribution information is
generated by associating the distance between central
fovea and an abnormal region with each direction (angle
etc.) defined in such a way. The distribution information
is an example of "association information”. Further, the
distribution information generating part 234 functions as
an example of "association information generating part".
[0108] Fig. 5 illustrates an example of the distribution
information. In this graph information, the horizontal axis
shows direction in which central fovea is set to be the
origin, and the vertical axis shows distance from the cen-
tral fovea. "T", "S", "N" and "I" respectively shows tem-
poral direction, superior direction, nasal direction and in-
ferior direction, as conventionally used in ophthalmology.
The angle between two neighboring directions is 90 a
right angle. Further, an OCT measurement region corre-
sponding to this graph information is a disc-shaped re-
gion of areathatextends 3mm in the respective directions
from central fovea. Such OCT measurement is realized
by radial scan that is a combination of multiple line scans
of length 6mm. Further, data included in the disk-shaped
region may be extracted from data acquired by carrying
outthree-dimensional scan of 6mm x 6mm area centered
atcentral fovea. Further, concentric scan may be applied.
[0109] Itcanbe seenfromthe graphinformation shown
in Fig. 5 that there is no abnormal region from the tem-
poral side to a location slightly beyond the nasal side via
the superior side. In other words, it can be seen that there
is no abnormal region in the upper semicircle region of
the disk-shaped region. Moreover, distance between the
abnormal region and central fovea is becoming gradually
smaller from the location slightly beyond the nasal side
toward the inferior side, and the distance becomes small-
estatalocation near the middle between the inferior side
and the temporal side. Then, the distance between the
abnormal region and central fovea is becoming gradually
larger from this closest direction toward the temporal
side.

[0110] The graphinformation is generated by the eval-
uation information generating part 235, for example. It
should be noted that a template of a coordinate system
for generating graph information is stored in the storage
212 etc. in advance. Graph information may be displayed
on the display 240A by the main controller 211. In this
case, the main controller 211 functions as "display con-
troller". Graph information is an example of evaluation
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information described below.

[0111] Fig. 6illustrates distribution of abnormal regions
that are the base of the graph information illustrated in
Fig. 5. It should be noted that information that expresses
the distribution of the abnormal regions (abnormal region
distribution image) is formed based on distribution infor-
mation and fundus image. The background of the abnor-
mal region distribution image is a fundus image G pho-
tographed by the retinal camera unit 2. The fundus image
G is photographed with fixation position for macula as
described above, and central fovea C is depicted at al-
most center position of the frame. Here, the fundus image
G may be an image obtained by trimming a wide-angle
image, or may be an image photographed with an angle
of view corresponding to the size of the scanning region
R (disk-shaped region of a diameter 6mm in this case).
A shaded region shown by symbol A indicates an abnor-
mal region. The abnormal region A is displayed in a dif-
ferent aspect from other regions (including normal re-
gions). As an example of this, it is possible to assign a
preset color to the partial region of the fundus image G
corresponding to the abnormal region A, or to display the
contour of this partial region.

[0112] The abnormal region distribution image is gen-
erated by the evaluation information generating part 235,
forexample. The abnormal region distributionimage may
be displayed on the display 240A by the main controller
211. In this case, the main controller 211 functions as
"display controller". The abnormal region distribution im-
age is an example of evaluation information described
below.

(Evaluation information generating part)

[0113] The evaluation information generating part 235
is configured to generate evaluation information used for
diagnosis of the eye E based on the distribution informa-
tion generated by the distribution information generating
part 234. Items recorded as evaluation information is ap-
propriately determined according to purpose of diagno-
sis. The evaluation information is displayed in a preset
form by the main controller 211. Examples of the display
modes include a method of displaying the evaluation in-
formation as a numerical value, a method of displaying
the evaluation information as an image, and a method of
displaying the evaluation information using graph infor-
mation, and so on. Examples of evaluation information
and display mode thereof are described below.

(First example of evaluation information)

[0114] A first example of evaluation information in-
cludes information (nearest direction information) that
expresses the direction in which an abnormal region is
located nearest to central fovea. In order to achieve this,
the evaluation information generating part 235 firstly
compares the magnitudes of distances included in the
distribution information generated by the distribution in-
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formation generating part 234 to specify the minimum.
Next, the evaluation information generating part 235
specifies the direction (nearest direction) corresponding
to this minimum by referring to the distribution informa-
tion. Then, the evaluation information generating part 235
generates nearest direction information based on the
nearest direction specified.

[0115] Figs. 7 and 8 illustrate examples of the nearest
direction information. In the example illustrated in Fig. 7,
an arrow 201 that connects the central fovea C and the
location on the abnormal region closest to the central
fovea C is displayed, as evaluation information, on the
abnormal region distribution image illustrated in Fig. 6.
The direction shown by the arrow 201 indicates the near-
est direction. Further, in the example illustrated in Fig. 8,
anarrow 202 thatindicates the position showing the near-
est direction on the horizontal axis and the position on
the graph nearest to the horizontal axis is displayed, as
evaluation information, on the graph information illustrat-
ed in Fig. 5. It should be noted that the numerical value
(that is, angle) indicating the nearest direction may be
displayed together with the arrows 201 or 202.

[0116] It should be noted that, instead of selecting one
nearest direction, it is possible to select certain number
of directions from the nearest distance between the ab-
normal region and central fovea in order, and regard
these as evaluation information. Similarity applies to dis-
play mode thereof.

(Second example of evaluation information)

[0117] A second example of evaluation information is
information (near direction information) that expresses
direction in which the distance between abnormal region
and central fovea is equal to or less than a preset thresh-
old. In order to obtain the near direction information, the
evaluation information generating part 235 firstly com-
pares respective distances included in the distribution
information with the preset threshold to select distances
thatare equalto orless than this threshold. This threshold
may be a default setting, or may be arbitrarily set by a
user. Next, the evaluation information generating part
235 specifies the direction corresponding to each of the
selected directions by referring to the distribution infor-
mation. Then, the evaluation information generating part
235 generates near direction information based on the
direction specified.

[0118] Examples of the near direction information in-
clude the following:

(1) ratio information that expresses the ratio of direc-
tions in which the distance between a central fovea
and abnormal region is equal to or less than a thresh-
old;

(2) size information that expresses the size of normal
region located between an abnormalregion and cen-
tral fovea in the direction in which the distance be-
tween a central fovea and abnormal region is equal
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to or less than a threshold; and
(3) a statistic of the thickness of an arbitrary layer
region in this normal region.

[0119] The ratio information in the example (1) is ex-
plained. As described above, the ratio information ex-
presses the ratio of directions in which the distance be-
tween a central fovea and abnormal region is equal to or
less than a threshold. The ratio information is not limited
to a ratio of such directions to the whole, and may be the
number (or angles) of such directions. This is because
the whole number and angle are determined in advance.
[0120] When ratio information is generated, the eval-
uation information generating part 235 firstly compares
respective distances included in the distribution informa-
tion with a threshold to specify distances that are equal
to or less than this threshold. Next, the evaluation infor-
mation generating part 235 specifies the direction corre-
sponding to each of the specified directions by referring
to the distribution information. Then, the evaluation infor-
mation generating part 235 generates ratio information
based on all the directions included in the distribution
information and the specified direction. In this process-
ing, a quotient or ratio may be calculated based on the
number of the specified directions and the number of all
the directions, or the number of the specified directions
may be counted, for example.

[0121] Modes of displaying the ratio information are
explained. Figs. 9 and 10 illustrate examples of display-
ing the ratio information. In Fig. 9, ratio information 203
consisting of an arrow indicating the range of the speci-
fied directions is presented on the abnormal region dis-
tribution image illustrated in Fig. 6. Further, in Fig. 10,
ratio information 204 consisting of an arrow indicating
the range of the specified directions on the horizontal
axis of the distribution information illustrated in Fig. 5 is
presented. Moreover, in Fig. 10, threshold SH that is ap-
plied for obtaining this ratio information 204 is presented.
Further, although illustration is omitted, it is possible to
display, as ratio information, a numerical value indicating
the number of the specified directions, the angles thereof,
the above quotient or ratio, or the like.

[0122] Next, the size information in the example (2) is
explained. As described above, the size information ex-
presses the size of normal region located between an
abnormal region and central fovea in the direction in
which the distance between a central fovea and abnormal
region is equal to or less than a threshold. This normal
region is a region indicated by symbol 205 in Fig. 11. It
should be noted that Fig. 11 is an example of a mode of
displaying the size region.

[0123] When size information is generated, the evalu-
ation information generating part 235 firstly compares
respective distances included in the distribution informa-
tion with a threshold to specify distances that are equal
to or less than this threshold. Next, the evaluation infor-
mation generating part 235 specifies the direction corre-
sponding to each of the specified directions by referring
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to the distribution information. Then, the evaluation infor-
mation generating part 235 identifies the region between
the central fovea and abnormal region for each of the
specified directions. The identified region corresponds
to a normal region. The total sum of the normal regions
thus obtained for the respective directions is regarded
as the size information.

[0124] Size information may be the total sum of the
values of areas of such normal regions, may be the ratio
between the area of normal regions and the area of ab-
normal regions in all the specified directions, or may be
the ratio between the whole area of all the specified di-
rections and the area of normal regions. Further, since
thewhole areais the sum of abnormal regions and normal
regions, size information may be the ratio between whole
area of all the specified directions and the area of abnor-
mal regions. Moreover, volume may be used instead of
area. The volume may be a volume of a layer region used
for generating layer thickness information, or may be a
volume of other layer regions. Modes of displaying size
information are not limited to the way illustrated in Fig.
11, and may be presentation of any of the above calcu-
lation results by a numerical value.

[0125] The statistic in the example (3) is explained.
This statistic is a value statistically calculated from the
thickness of a layer region in a normal region specified
in the same way as the example (2). This layer region is
arbitrary as in example (2). Examples of this statistic in-
clude a mean value, maximum value, minimum value,
variance, standard deviation, median, etc. Further, this
statistic is not necessarily a single value, and may include
two or more values. For example, two or more or the
multiple statistics exemplified above may be included, or
a certain number of values from the largest one (and/or
the smallest one) in order may be included. The main
controller 211 displays the statistic(s) calculated by the
evaluation information generating part 235 on the display
240A.

(Third example of evaluation information)

[0126] In the third example of evaluation information,
multiple directions included in distribution information are
divided into two or more groups, and evaluation informa-
tion is generated for each of the groups. Mode of dividing
multiple directionsis setin advance. The mode of division
may be a default setting, or may be arbitrarily set by a
user. Further, multiple modes of division selectable by a
user may be provided in advance. In the present embod-
iment, the scanning region R is divided into four areas
(quadrants). It should be noted that mode of dividing the
scanning region R (that is, mode of dividing the multiple
directions) is not limited to this, and the number of parti-
tions and region (directions) to be divided are arbitrary.
[0127] Examples of such evaluation information in-
clude the following:

(1) a statistic of distance between an abnormal re-
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gion and central fovea with respect to each of the
two or more groups;

(2) size information that expresses the size of a nor-
mal region located between an abnormal region and
central fovea with respect to each of the two or more
groups;

(3) a statistic of thickness of an arbitrary layer region
in the normal region with respect to each of the two
or more groups;

(4) ratio information that expresses the ratio of ab-
normal regions to an image region of the concerned
group with respect to each of the two or more groups;
(5) size information that expresses the size of an
abnormal region with respect to each of the two or
more groups; and

(6) a statistic of the thickness of an arbitrary layer
region in an abnormal region with respect to each of
the two or more groups;

[0128] The statistic of distance in the example (1) is
explained. The distance between an abnormal region
and central fovea in the respective directions is calculat-
ed as described above. For each of the groups, the eval-
uation information generating part 235 calculates the sta-
tistic of distance in direction included in the concerned
group. Examples of this statistic include a mean value,
maximum value, minimum value, variance, standard de-
viation, median, etc. Further, this statistic is not neces-
sarily a single value, and may include two or more values.
The main controller 211 displays the calculated statis-
tic(s) on the display 240A.

[0129] In the example illustrated in Fig. 12, a statistic
of distance is obtained for each of four groups i to iv.
When the statistic shows a specific direction as in the
case of maximum value or minimum value, this direction
may be presented. In the example illustrated in Fig. 12,
for example, such direction is indicated by a line segment
extending from the central fovea in this direction.
[0130] Further, as shown in Fig. 13, it is possible to
present multiple groups by dividing the horizontal axis of
distribution information into the multiple groups (four
groups 206 to 209 in this case). In this example, it is
possible to present a maximum value and/or minimum
value by a line segment extending, in parallel with the
vertical axis, from the position on the horizontal axis cor-
responding to the concerned direction, for example.
[0131] The size information in the example (2) is ex-
plained. This size information is calculated as in "second
example of evaluation information" for each of the mul-
tiple groups. The main controller 211 displays the calcu-
lated size information on the display 240A.

[0132] The statistic of thickness in the example (3) is
explained. This statistic is calculated as in "second ex-
ample of evaluation information" for each of the multiple
groups. The main controller 211 displays the calculated
statistic on the display 240A.

[0133] The ratio information in the example (4) ex-
presses the ratio of an abnormal region in the image re-
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gion of each of the groups. For example, this ratio infor-
mation is calculated by, for each of the groups, dividing
the area of the image region that is judged to be an ab-
normal region by the area of the image region of this
group. For example, with respect to the quadrant (group)
iii in the example illustrated in Fig. 12, calculation of di-
viding the area of the shaded region in the quadrant iii
by the area of the quadrant iii is carried out.

[0134] As another example of the ratio information, it
is possible to, for each of the groups, divide the number
of directions in which an abnormal region exists by the
number of all the directions included in the concerned
group. It should be noted that the numerator of this quo-
tient may be limited to directions in which distance be-
tween a central fovea and abnormal region is equal to or
less than a preset threshold.

[0135] The main controller 211 displays any of ratio
information calculated as above on the display 240A.
[0136] Thesizeinformationinthe example (5)express-
es the size of an abnormal region. Processing of calcu-
lating this size information may be carried out as in the
case of the size information of a normal region in the
example (2). The main controller 211 displays the calcu-
lated size information of the abnormal region on the dis-
play 240A.

[0137] The statistic in the example (6) is obtained by
statistically processing the thickness of an arbitrary layer
region in an abnormal region for each of the groups. Ex-
amples of this statistic include a mean value, maximum
value, minimum value, variance, standard deviation, me-
dian, etc. Further, this statistic is not necessarily a single
value, and may include two or more values. The main
controller 211 displays the calculated statistic(s) on the
display 240A.

[0138] The image processor 230 that functions as
above comprises, for example, the aforementioned mi-
croprocessor, RAM, ROM, hard disk drive, circuit board,
and so on. A computer program that causes the micro-
processor to perform the above functions is stored in the
storage device such as the hard disk drive in advance.

(User Interface)

[0139] A user interface 240 comprises the display
240A and the operation part 240B. The display 240A is
configured to include a display device of the aforemen-
tioned arithmetic and control unit 200 and/or the display
device 3. The operation part 240B is configured to include
an operation device of the aforementioned arithmetic and
control unit 200. The operation part 240B may also com-
prise various kinds of buttons, keys, etc. that are provided
with the case of the fundus observation apparatus 1 or
outside thereof. For example, when the retinal camera
unit 2 has a case that is similar to conventional retinal
cameras, a joy stick, operation panel, etc. provided with
the case may also be included in the operation part 240B.
Furthermore, the display 240A may also include various
display devices such as a touch panel monitor etc. pro-
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vided with the case of the retinal camera unit 2.

[0140] The display 240A and the operation part 240B
do not need to be configured as separate components.
For example, like a touch panel monitor, it is possible to
apply a device in which the display function and the op-
eration function are integrated. In this case, the operation
part 240B is configured to include a touch panel monitor
and a computer program. A content of operation to the
operation part 240B is input into the controller 210 as an
electrical signal. Further, operations and/or information
input may be carried out by using a graphical user inter-
face (GUI) displayed on the display 240A and the oper-
ation part 240B.

[Scanning with Signal Light and OCT images]

[0141] Here, scanning with the signal lightLS and OCT
image are explained.

[0142] The scanning modes of the signal light LS by
the fundus observation apparatus 1 may include, for ex-
ample, horizontal scan, vertical scan, cruciform scan, ra-
dial scan, circular scan, concentric scan, helical scan,
etc. These scanning modes are selectively used as nec-
essary taking into account an observation site of a fun-
dus, an analysis target (retinal thickness etc.), time re-
quired for scanning, the density of scanning, and so on.
[0143] The horizontal scan is one for scanning the sig-
nal light LS in the horizontal direction (x-direction). The
horizontal scan includes a mode of scanning the signal
light LS along multiple scanning lines extending in the
horizontal direction arranged in the vertical direction (y-
direction). In this mode, the interval of scanning lines may
be arbitrarily set. Further, by setting the interval between
adjacent scanning lines to be sufficiently narrow, it is pos-
sible to form the aforementioned three-dimensional im-
age (three-dimensional scan). The vertical scan is per-
formed in a similar manner.

[0144] The cruciform scan is one for scanning the sig-
nal light LS along a cross-shape trajectory consisting of
two linear trajectories (line trajectories) orthogonal to
each other. The radial scan is one for scanning the signal
light LS along a radial trajectory consisting of multiple
line trajectories arranged at predetermined angles. It
should be noted that the cruciform scan is an example
of the radial scan.

[0145] The circular scan is one for scanning the signal
light LS along a circular trajectory. The concentric scan
is one for scanning the signal light LS along multiple cir-
cular trajectories arranged concentrically around a pre-
determined center position. The circular scan is an ex-
ample of the concentric scan. The helical scan is one for
scanning the signal light LS along a helical trajectory
while making the turning radius gradually smaller (or
greater).

[0146] Since the galvano scanner 42 is configured to
scan the signal light LS in the directions orthogonal to
each other, the galvano scanner 42 is capable of scan-
ning the signal light LS in the x-direction and the y-direc-
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tion independently. Moreover, it is possible to scan the
signal light LS along an arbitrary trajectory on the xy-
plane by simultaneously controlling the directions of two
galvano mirrors included in the galvano mirror 42. Thus,
various kinds of scanning modes as described above
may be realized.

[0147] By scanning the signal light LS in the modes
described above, it is possible to obtain a cross sectional
image in the plane spanned by the direction along the
scanning line and the depth direction (z-direction) of the
fundus. Moreover, in a case in which the interval between
scanning lines is narrow, it is possible to obtain the afore-
mentioned three-dimensional image.

[0148] Aregionon the fundus Ef subjected to scanning
by the signal light LS as above, that is, a region on the
fundus Ef subjected to OCT measurement, is referred to
as a scanning region. A scanning region for the three-
dimensional scan is arectangular-shaped region in which
multiple horizontal scans are arranged. Furthermore, a
scanning region for the concentric circular scan is a disc-
shaped region surrounded by the trajectories of a circular
scan of a maximum diameter. Moreover, the scanning
region for the radial scan is a disc-shaped (or polygonal-
shaped) region linking end positions of the scanning
lines.

[Operation]

[0149] An operation of the fundus observation appa-
ratus 1 is described. Fig. 14 illustrates an example of the
operation of the fundus observation apparatus 1. It is
assumed that alignment and focusing have already done
and a fixation target for macula is being presented to the
eye. Itshould be noted that the flow of processes is simply
described below since each process has been described
in detail.

(S1: Acquire multiple cross sectionalimages near central
fovea)

[0150] First, the main controller 211 controls the gal-
vano scanner 42 etc. to scan the vicinity of the central
fovea of the fundus Ef with the signal light LS. This scan-
ning is radial scan centered at the central fovea, for ex-
ample. The image forming part 220 forms multiple cross
sectional images corresponding to this scanning mode.

(S2: Specify abnormal region)

[0151] Next, the image processor 230 specifies an ab-
normal region based on the multiple cross sectional im-
ages acquired in the step 1. This processing includes
processing of specifying a layer region by the layer region
specifying part 231, processing of generating layer thick-
ness information by the layer thickness information gen-
erating part 232, and processing of specifying an abnor-
mal region by the abnormal region specifying part 233.
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(S3: Generate distribution information)

[0152] Subsequently, the distribution information gen-
erating part 234 generates distribution information based
on the abnormal region specified in the step 2. This
processing includes processing of calculating the dis-
tance between the central fovea and the abnormal region
for each of the cross sectional images, and processing
of associating the direction of the respective cross sec-
tion with the distance. Thereby, distribution information
as shown in Fig. 5 is obtained.

(S4: Generate evaluation information)

[0153] Next, the evaluation information generating part
235 generates evaluation information based on the dis-
tribution information generated in the step 3. The evalu-
ation information generated here is at least one of the
aforementioned examples. It may be configured that a
kind(s) of evaluation information to be generated is des-
ignated in advance.

(S5: Display evaluation information)

[0154] The main controller 211 displays the evaluation
information generated in the step 4 on the display 240A.
Display modes thereof are described above. It may be
configured to generate multiple kinds of evaluation infor-
mation in the step 4 and selectively display evaluation
information of a kind(s) designated by using the operation
part 240B.

[Effects]

[0155] Effects of the fundus observation apparatus 1
are explained.

[0156] The fundus observation apparatus 1 comprises
the optical system, image forming part 220, layer region
specifying part 231, layer thickness information generat-
ing part 232, abnormal region specifying part 233, distri-
bution information generating part 234 and evaluation
information generating part 235. The optical system di-
vides light from the light source unit 101 into the signal
light LS and reference light LR, generates the interfer-
ence light LC by superposing the signal light LS having
traveled by way of the fundus Ef and the reference light
LR having traveled by way of the reference optical path,
and detects the interference light LC. The image forming
partforms a cross sectional image of the fundus Ef based
on detection results of the interference light LC. The layer
region specifying part 231, layer thickness information
generating part 232 and abnormal region specifying part
233 analyze the cross sectional image to specify an ab-
normal region located in the vicinity of central fovea of
the fundus Ef. The distribution information generating
part 234 calculates the distance between the central
fovea and the abnormal region, and generates associa-
tion information in which the direction of the abnormal
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region relative to the central fovea and the distance are
associated with each other. The evaluation information
generating part 235 generates evaluation information for
evaluating the state of the fundus Ef based on the asso-
ciation information.

[0157] Here, the image forming part 220, for example,
forms multiple cross sectional images of multiple cross
sections located in the vicinity of the central fovea of the
fundus Ef based on detection results of the interference
light LC. Further, the distribution information generating
part 234 calculates, for each of the multiple cross sec-
tional images, the distance between the central fovea
and the abnormal region in the concerned cross section,
and generates, as the association information, distribu-
tion information that represents distribution of distances
in multiple directions corresponding to the multiple cross
sections, for example. The evaluation information gen-
erating part 235 generates the evaluation information
based on the distribution information.

[0158] According to the fundus observation apparatus
1 thus configured, it is possible to obtain evaluation in-
formation based on distribution state of abnormal regions
in the vicinity of the central fovea. By carrying out such
examination instead of visual field test, objective data for
center management may be provided while considering
reduction of examination time.

<Second embodiment>

[0159] A fundus observation apparatus of the present
embodiment provides evaluation information different
from those in the first embodiment. Evaluation is per-
formed based on distribution of abnormal regions in sites
that are a preset distance away from a central fovea in
the present embodiment while evaluation is performed
based on the distance between a central fovea and ab-
normal region in the first embodiment.

[0160] The fundus observation apparatus of the
presentembodiment comprises an optical system similar
to that in the first embodiment (see Figs. 1 and 2). On
the other hand, the fundus observation apparatus of the
present embodiment comprises image processor differ-
ent from that in the first embodiment. Fig. 15 illustrates
an example of configuration of the present embodiment.
Same symbols are assigned to components which carry
out same processing as the first embodiment. Compo-
nents of control system omitted in Fig. 15 are same as
those in the first embodiment (see Fig. 3). The arithmetic
and control unit 200 comprising such configuration (im-
age processor 230) corresponds to an example of "fun-
dus image analyzing apparatus".

[0161] Theimage processor 230 is provided with alay-
er region specifying part 231, layer thickness information
generating part 232, abnormal region specifying part 233
and evaluation information generating part 236. Each of
the layer region specifying part 231, layer thickness in-
formation generating part 232 and abnormal region spec-
ifying part 233 carries out same processing as in the first

10

15

20

25

30

35

40

45

50

55

18

embodiment. On the other hand, although details are de-
scribed later, the evaluation information generating part
236 carries out different processing from the evaluation
information generating part 235. It should be noted that
configuration in which both evaluation information gen-
erating part 235 and 236 are installed may be applied.
[0162] Operations ofthe fundus observation apparatus
of the present embodiment are described. In the present
embodiment, a cross section(s) located in the vicinity of
the central fovea of the fundus Ef is scanned with the
signal light LS. This cross section may be a cross section
along a preset circle substantially centered at the central
fovea (object circle), or may be a cross section intersect-
ing with the object circle at multiple points. When scan-
ning a cross section along the object circle, circle scan
is applied, for example. Further, when scanning a cross
section intersecting with the object circle at multiple
points, radial scan or three-dimensional scan is applied,
for example.

[0163] A circle 301 illustrated in Fig. 16 is an example
of the object circle. The object circle has preset diameter
(such as diameter of 3mm). Position matching between
the center of the object circle and the central fovea may
be carried out by using a fixation target for macula or by
using registration between a fundus image and an OCT
image in the same manner as the first embodiment. Fur-
ther, the position of the central fovea may be identified
from an OCT image itself by considering the fact that
central fovea is the center position of macula, that is, the
factthat central foveais the deepestlocation of the hollow
corresponding to macula.

[0164] Based on detection results of the interference
light LC acquired by the above scanning, the image form-
ing part 220 forms a cross sectional image that depicts
a cross section to which the scanning has been applied.
At this time, it may be configured to image only common
portions between the cross section and the object circle
(that is, the multiple points of intersection described
above).

[0165] The layer region specifying part 231 analyzes
a cross sectional image generated by the image forming
part 220 to specify a layer region in the cross section
along the object circle. The layer thickness information
generating part 232 analyzes the specified layer region
to generate layer thickness information related to the
thickness of the layer region. The abnormal region spec-
ifying part 233 specifies an abnormal region based on
the layer thickness information. The layer region speci-
fying part 231, layer thickness information generating
part 232 and abnormal region specifying part 233 func-
tion as an example of "specifying part". It should be noted
that the specifying part may be configured to specify a
normal region in addition to or instead of specification of
abnormal region.

[0166] It should be noted that, in the above, it may be
configured to process only data on the object circle or to
process other data in addition to it. Configuration is suf-
ficient for the present embodiment in which the result of
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judgmentof abnormal/normal at the multiple on the object
circle may be provided to the evaluation information gen-
erating part 236.

[0167] The evaluation information generating part 236
is explained. The evaluation information generating part
236 generates evaluation information that includes at
least one of the following information:

(1) length of an abnormal region

(2) length of a normal region

(3) ratio of the length of an abnormal region to the
length of the object circle

(4) ratio of the length of a normal region to the length
of the object circle

(5) difference between the length of an abnormal re-
gion and the length of a normal region

(6) ratio between the length of an abnormal region
and the length of a normal region

[0168] The information (1) is explained. The length of
an abnormal region may be calculated based on distri-
bution of points that are determined to be an abnormal
region from among the above multiple points on the ob-
ject circle. That is, since the length of the circumference
of the object circle is preset, the length of an abnormal
region may be calculated based on the length of the ob-
jectcircle or based on unit length obtained from the length
of the object circle. When there are multiple abnormal
regions, the sum of the lengths of these abnormal regions
may be regarded as the calculation result.

[0169] The information (2) is explained. The length of
a normal region may be calculated in the same manner
as that of an abnormal region. It should be noted that
since abnormal regions are specified in the present em-
bodiment, other portions than portions that are judged
as abnormal regions on the object circle correspond to
normal regions. In contrast, in the case in which it is con-
figured to specify normal regions, other portions than por-
tions that are judged as normal regions on the object
circle correspond to abnormal regions.

[0170] The information (3) is explained. The ratio of
the length of the abnormal region to the length of the
object circle may be obtained by dividing the length of
the abnormal region calculated in the same manner as
the above information (1) by the preset length of the ob-
ject circle.

[0171] The information (4) is explained. The ratio of
the length of the normal region to the length of the object
circle may be obtained by dividing the length of the normal
region calculated in the same manner as the above in-
formation (2) by the preset length of the object circle.
[0172] The information (5) is explained. The difference
between the length of the abnormal region and the length
of the normal region is obtained by calculating the differ-
ence between the length of the abnormal region calcu-
lated in the same manner as the above information (1)
and the length of the normal region calculated inthe same
manner as the above information (2). Here, the calcula-
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tion may be subtraction of the length of preset one of the
abnormal region and the normal region from the length
of the other, or may be calculation of the absolute value
of a difference between the abnormal region and the nor-
malregion in any order. In the former case, the difference
of the length of one image region from the length of the
other image region is obtained, and the difference value
may become a negative value. On the other hand, in the
latter case, the difference value calculated does not be-
come a negative value.

[0173] The information (6) is explained. The ratio be-
tween the length of the abnormal region and the length
of the normal region is obtained by calculating the ratio
between the length of the abnormal region calculated in
the same manner as the above information (1) and the
length of the normal region calculated in the same man-
ner as the above information (2). Here, the ratio of the
length of preset one of the abnormal region and the nor-
malregion to the length of the other is calculated. Namely,
the ratio of the length of the normal region to the length
of the abnormal region is calculated, or the ratio of the
length of the abnormal region to the length of the normal
region is calculated.

[0174] The main controller 211 displays the evaluation
information calculated as above on the display 240A. Fur-
ther, as illustrated in Fig. 17, information that expresses
the common region between an object circle 301 and an
abnormal region A, more specifically, information 302
that expresses distribution of abnormal region on the ob-
ject circle 301 may be displayed on the display 240A.
[0175] Effects of the the fundus observation apparatus
of the present embodiment are explained. The fundus
observation apparatus comprises the optical system, im-
age forming part 220, specifying part and evaluation in-
formation generating part 236. The optical system divides
light from the light source unit 101 into the signal light LS
and reference light LR, generates the interference light
LC by superposing the signal light LS having traveled by
way of the fundus Ef and the reference light LR having
traveled by way of the reference optical path, and detects
the interference light LC. The image forming part forms
a cross sectional image of a cross section along a circle
(object circle 301) centered at central fovea C of the fun-
dus Ef based on detection results of the interference light
LC. The specifying part analyzes the cross sectional im-
age to specify an abnormal region and/or normal region
in the cross section along the circle. The evaluation in-
formation generating part 236 generates evaluation in-
formation for evaluating the state of the fundus Ef includ-
ing at least one of: the length of the abnormal region
and/or normal region; ratio of the length of the abnormal
region and/or normal region to the length of the circle;
and the difference or ratio between the length of the ab-
normal region and the length of the normal region.
[0176] Moreover, the specifying part may comprise the
layer region specifying part 231 configured to analyze
the cross sectional image to specify a layer region in the
cross section along the circle and the layer thickness
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information generating part 232 configured to analyze
the layer region to generate layer thickness information
related to thickness thereof, and further the specifying
part specifies the abnormal region and/or normal region
based on the layer thickness information.

[0177] According to the fundus observation apparatus
thus configured, it is possible to obtain evaluation infor-
mation based on distribution state of abnormal regions
in the vicinity of the central fovea. By carrying out such
examination instead of visual field test, objective data for
center management may be provided while considering
reduction of examination time.

<Fundus image analyzing apparatus>

[0178] An embodiment of a fundus image analyzing
apparatus is explained. The fundus image analyzing ap-
paratus may be realized as part of a fundus observation
apparatus such as the arithmetic and control unit 200 in
the above embodiments. Alternatively, it is possible to
apply a fundus image analyzing apparatus that does not
comprise a function for OCT measurement and/or fundus
photography.

[0179] Thefirstexample of fundusimage analyzing ap-
paratus comprises a receiving part, specifying part, as-
sociation information generating part and evaluation in-
formation generating part. The receiving part is config-
ured to receive a cross sectionalimage of an eye fundus.
Examples of the receiving part include a communication
interface and a drive apparatus. The specifying part is
configured to analyze the cross sectional image to spec-
ify an abnormal region located in the vicinity of central
fovea of the eye fundus. The association information gen-
erating part has the same function as that in the first em-
bodiment, for example, and is configured to calculate the
distance between the central fovea and the abnormal
region and generate association information in which the
direction of the abnormal region relative to the central
fovea and the distance are associated with each other.
The evaluation information generating part has the same
function as that in the first embodiment, for example, and
is configured to generate evaluation information for eval-
uating the state of the eye fundus based on the associ-
ation information.

[0180] Thesecondexampleoffundusimage analyzing
apparatus comprises a receiving part, specifying part,
and evaluation information generating part. The receiv-
ing part is configured to receive a cross sectional image
of a cross section along a circle around central fovea of
an eye fundus. The receiving part may be the same de-
vice as the firstexample. The specifying partis configured
to analyze the cross sectional image to specify an ab-
normal region and/or normal region in the cross section
along the circle as in the second embodiment. The eval-
uation information generating part is configured to gen-
erate evaluation information for evaluating the state of
the eye fundus including at least one of: the length of the
abnormal region and/or normal region; ratio of the length
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of the abnormal region and/or normal region to the length
of the circle; and the difference orratio between the length
ofthe abnormal region and the length of the normal region
as in the second embodiment.

[0181] According to the fundus image analyzing appa-
ratus thus configured, it is possible to obtain evaluation
information based on distribution state of abnormal re-
gions in the vicinity of the central fovea. By carrying out
such examination instead of visual field test, objective
data for center management may be provided while con-
sidering reduction of examination time.

[Modification examples]

[0182] The configuration described above is merely il-
lustrations for favorably implementing the present inven-
tion. Therefore, it is possible to make arbitrary modifica-
tion (omission, replacement, addition, etc.) within the
scope of the present invention.

[0183] In the above embodiment, the optical path
length difference between the optical path of the signal
light LS and the optical path of the reference light LR is
changed by varying the position of the optical path length
changing part 41; however, a method for changing the
optical path length difference is not limited to this. For
example, it is possible to change the optical path length
difference by providing a reference mirror (reference mir-
ror) in the optical path of the reference light and moving
the reference mirror in the advancing direction of the ref-
erence light to change the optical path length of the ref-
erence light. Further, the optical path length difference
may be changed by moving the retinal camera unit 2
and/or the OCT unit 100 with respect to the eye E to
change the optical path length of the signal light LS. More-
over, in a case that an object is not a living site or the
like, it is also effective to change the optical path length
difference by moving the object in the depth direction (z-
direction).

[0184] Computer programs for implementing the
above embodiments can be stored in any kind of record-
ing medium that can be read by a computer. As such
recording media, for example, an optical disk, a semi-
conductor memory, a magnetooptic disk (CD-ROM,
DVD-RAM, DVD-ROM, MO, and so on), and a magnetic
storage (a hard disk, a floppy disk (TM), ZIP, and so on)
can be used.

[0185] In addition, it is possible to transmit/receive this
program through a network such as internet or LAN etc.

[EXPLANATION OF SYMBOLS]

[0186]

1 fundus observation apparatus
retinal camera unit

10 illumination optical system

30 imaging optical system

42 galvano scanner
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100 OCT unit

101 light source unit

115 CCD image sensor

200 arithmetic and control unit

210 controller

21 main controller

212 storage

220 image forming part

230 image processor

231 layer region specifying part

232 layer thickness information generating part
233 abnormal region specifying part

234 distribution information generating part
235 evaluation information generating part
236 evaluation information generating part
240A  display

240B  operation part

E eye

Ef (eye) fundus

LS signal light

LR reference light

LC interference light

Claims

1. A fundus observation apparatus, comprising:

an optical system configured to divide light from
alight source into signal light and reference light,
generate interference light by superposing the
signal light having traveled by way of an eye
fundus and the reference light having traveled
by way of a reference optical path, and detect
the interference light;

animage forming part configured to form a cross
sectional image of the eye fundus based on de-
tection results of the interference light;

a specifying part configured to analyze the cross
sectional image to specify an abnormal region
located in the vicinity of central fovea of the eye
fundus;

an association information generating part con-
figured to calculate the distance between the
central fovea and the abnormal region and gen-
erate association information in which the direc-
tion of the abnormal region relative to the central
fovea and the distance are associated with each
other; and

an evaluation information generating part con-
figured to generate evaluation information for
evaluating the state of the eye fundus based on
the association information.

The fundus observation apparatus of Claim 1,
wherein

the image forming part forms multiple cross sectional
images of multiple cross sections located in the vi-
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cinity of the central fovea of the eye fundus based
on detection results of the interference light,

the association information generating part compris-
es a distribution information generating part config-
ured to calculate, for each of the multiple cross sec-
tional images, the distance between the central
fovea and the abnormal region in the concerned
cross section, and generate, as the association in-
formation, distribution information that represents
distribution of distances in multiple directions corre-
sponding to the multiple cross sections, and

the evaluation information generating part generates
the evaluation information based on the distribution
information.

The fundus observation apparatus of Claim 2,
wherein

the evaluation information generating part gener-
ates, as the evaluation information, graph informa-
tion that represents the distribution information by
coordinate system spanned by afirst coordinate axis
representing the multiple directions and a second
coordinate axis representing the distances, and fur-
ther comprising:

a display; and
a display controller configured to display the
graph information on the display.

The fundus observation apparatus of any of Claims
1 to 3, further comprising:

an imaging part configured to image the surface
of the eye fundus;

a display; and

a display controller configured to display a sur-
face image of the eye fundus obtained by the
imaging part on the display, and display a partial
region in the surface image corresponding to the
abnormal region in a different aspect from other
regions.

5. The fundus observation apparatus of any of Claims

1 to 4, wherein the specifying part comprises:

a layer region specifying part configured to an-
alyze the cross sectionalimage to specify a layer
region;

a layer thickness information generating part
configured to analyze the layer region to gener-
ate layer thickness information related to thick-
ness thereof; and

an abnormal region specifying part configured
to specify the abnormal region based on the lay-
er thickness information.

6. The fundus observation apparatus of Claim 5,

wherein the layer thickness information generating
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part generates, as the layer thickness information,
thickness distribution information that represents
distribution of thickness of the layer region in the
cross section of the eye fundus represented by the
cross sectional image.

The fundus observation apparatus of Claim 5,
wherein the layer thickness information generating
part generates, as the layer thickness information,
symmetric position information that represents dif-
ference or ratio of the thicknesses of the layer region
at symmetric positions with respect to the central
fovea.

The fundus observation apparatus of Claim 5,
wherein when the cross sectional image has been
formed for each of the right and left eyes of one pa-
tient, the layer thickness information generating part
generates, as the layer thickness information, both-
eye information that represents difference or ratio of
the thicknesses of the layer regions at symmetric
positions between the eye fundus of the right eye
and the eye fundus of the left eye.

The fundus observation apparatus of any of Claims
5 to 8, wherein the abnormal region specifying part
calculates the size of the abnormal region specified,
and determines the abnormal region as a normal re-
gion when the size is equal to or less than a preset
threshold.

The fundus observation apparatus of Claim 2,
wherein the evaluation information generating part
specifies the minimum value from among the dis-
tances included in the distribution information, spec-
ifies the direction corresponding to the minimum val-
ue from among the multiple directions, and gener-
ates the evaluation information based on the direc-
tion specified.

The fundus observation apparatus of Claim 2,
wherein the evaluation information generating part
specifies the distance that is equal to or less than a
preset threshold from among the distances included
in the distribution information, specifies the direction
corresponding to the distance specified from among
the multiple directions, and generates the evaluation
information based on the direction specified.

The fundus observation apparatus of Claim 11,
wherein the evaluation information generating part
calculates, as the evaluation information, ratio of the
directions specified to the multiple directions.

The fundus observation apparatus of Claim 11,
wherein the evaluation information generating part
calculates, as the evaluation information, size infor-
mation that represents the size of a normal region
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located between the abnormal region and the central
fovea in the direction specified.

The fundus observation apparatus of Claim 13, fur-
ther comprising:

an imaging part configured to image the surface
of the eye fundus;

a display; and

a display controller configured to display a sur-
face image of the eye fundus obtained by the
imaging part on the display, and display a partial
region in the surface image corresponding to the
normal region in a different aspect from other
regions.

The fundus observation apparatus of Claim 11,
wherein the evaluation information generating part
calculates, as the evaluation information, a statistic
of the thickness of a layer region in a normal region
located between the abnormal region and the central
fovea in the direction specified.

The fundus observation apparatus of Claim 2,
wherein the evaluation information generating part
divides the multiple directions into two or more
groups, and generates the evaluation information for
each of the two or more groups.

The fundus observation apparatus of Claim 16,
wherein the evaluation information generating part
calculates, as the evaluation information, a statistic
of distance between the abnormal region and the
central fovea for each of the two or more groups.

The fundus observation apparatus of Claim 16,
wherein the evaluation information generating part
calculates, as the evaluation information, size infor-
mation that represents the size of a normal region
located between the abnormal region and the central
fovea for each of the two or more groups.

The fundus observation apparatus of Claim 18, fur-
ther comprising:

an imaging part configured to image the surface
of the eye fundus;

a display; and

a display controller configured to display a sur-
face image of the eye fundus obtained by the
imaging part on the display, and display a partial
region in the surface image corresponding to the
normal region in a different aspect from other
regions.

The fundus observation apparatus of Claim 16,
wherein the evaluation information generating part
calculates, as the evaluation information, a statistic
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of the thickness of a layer region in a normal region
located between the abnormal region and the central
fovea for each of the two or more groups.

The fundus observation apparatus of Claim 16, for
each of the two or more groups, the evaluation in-
formation generating part calculates, as the evalua-
tion information, ratio of the abnormal region to the
image region corresponding to the concerned group.

The fundus observation apparatus of Claim 16,
wherein the evaluation information generating part
calculates, as the evaluation information, size infor-
mation that represents the size of the abnormal re-
gion for each of the two or more groups.

The fundus observation apparatus of Claim 16,
wherein the evaluation information generating part
calculates, as the evaluation information, a statistic
of the thickness of a layer region in the abnormal
region for each of the two or more groups.

A fundus observation apparatus, comprising:

an optical system configured to divide light from
alight source into signal light and reference light,
generate interference light by superposing the
signal light having traveled by way of an eye
fundus and the reference light having traveled
by way of a reference optical path, and detect
the interference light;

animage forming part configured to form a cross
sectional image of a cross section along a circle
around central fovea of the eye fundus based
on detection results of the interference light;

a specifying part configured to analyze the cross
sectional image to specify an abnormal region
and/or normal region in the cross section along
the circle; and

an evaluation information generating part con-
figured to generate evaluation information for
evaluating the state of the eye fundus including
atleast one of: the length of the abnormal region
and/or normal region; ratio of the length of the
abnormal region and/or normal region to the
length of the circle; and the difference or ratio
between the length of the abnormal region and
the length of the normal region.

The fundus observation apparatus of Claim 24,
wherein the specifying part comprises:

a layer region specifying part configured to an-
alyze the cross sectionalimage to specify alayer
region in the cross section along the circle; and
a layer thickness information generating part
configured to analyze the layer region to gener-
ate layer thickness information related to thick-
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ness thereof, and
the specifying part specifies the abnormal region
and/or normal region based on the layer thick-
ness information.

26. A fundus image analyzing apparatus, comprising:

a receiving part configured to receive a cross
sectional image of an eye fundus of an eye;

a specifying part configured to analyze the cross
sectional image to specify an abnormal region
located in the vicinity of central fovea of the eye
fundus;

an association information generating part con-
figured to calculate the distance between the
central fovea and the abnormal region and gen-
erate association information in which the direc-
tion of the abnormal region relative to the central
fovea and the distance are associated with each
other; and

an evaluation information generating part con-
figured to generate evaluation information for
evaluating the state of the eye fundus based on
the association information.

27. A fundus image analyzing apparatus, comprising:

a receiving part configured to receive a cross
sectional image of a cross section along a circle
around central fovea of an eye fundus of an eye;
a specifying part configured to analyze the cross
sectional image to specify an abnormal region
and/or normal region in the cross section along
the circle; and

an evaluation information generating part con-
figured to generate evaluation information for
evaluating the state of the eye fundus including
atleast one of: the length of the abnormal region
and/or normal region; ratio of the length of the
abnormal region and/or normal region to the
length of the circle; and the difference or ratio
between the length of the abnormal region and
the length of the normal region.
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