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(54) Autostereo tapestry representation

(57) Representation and coding of multi-view images
using tapestry encoding are described. A tapestry com-
prises information on a tapestry image, a left-shift dis-
placement map and a right-shift displacement map. Per-

spective images of a scene can be generated from the
tapestry and the displacement maps. The tapestry image
is generated from a leftmost view image, a rightmost view
image, a disparity map and an occlusion map.
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Description

CROSS REFERENCE TO RELATED APPLICATIONS

[0001] The present application may be related to US
Provisional Patent Application No. 61/541,050, filed on
September 29 2011, and PCT Application
PCT/US2012/057616, filed on September 27 2012, the
disclosure of which is incorporated herein by reference
in their entirety.

TECHNICAL FIELD

[0002] The present disclosure relates to image
processing, such as 3D imaging. More particularly, it re-
lates to autostereoscopy systems and methods.

BRIEF DESCRIPTION OF DRAWINGS

[0003] The accompanying drawings, which are incor-
porated into and constitute a part of this specification,
illustrate one or more embodiments of the present dis-
closure and, together with the description of example em-
bodiments, serve to explain the principles and implemen-
tations of the disclosure.

FIG. 1 depicts an exemplary embodiment of a tap-
estry image generation using cube images as an ex-
ample.

FIG. 2 depicts an exemplary embodiment of a meth-
od for tapestry image generation.

FIG. 3 depicts an exemplary embodiment of the
method of FIG. 2 with a car image.

FIG. 4 depicts an exemplary embodiment of a recon-
struction algorithm.

FIG. 5 depicts an exemplary embodiment of a recon-
struction algorithm method.

FIG. 6 depicts an exemplary embodiment of a scan-
line rendering algorithm.

FIG. 7 depicts an exemplary embodiment of a filling
algorithm for pixels.

FIG. 8 depicts an exemplary embodiment of an en-
coder unit.

FIG. 9 depicts an exemplary embodiment of a de-
coder unit.

FIG. 10 depicts an exemplary computer for image
processing of tapestry images.

DESCRIPTION OF EXAMPLE EMBODIMENTS

[0004] Image processing for images and displays in
higher than two dimensions, e.g. 3D, involves processing
and transmitting of information related to a scene as
viewed from multiple viewpoints. An image captured by
viewing a scene from a viewpoint can be referred to as
a view. Such images, can, for example, be displayed in
stereoscopic and autostereoscopic displays. In particu-
lar, autostereoscopic devices are able to provide stere-
oscopic vision without the use of 3D glasses.
[0005] As described herein, an ’autostereo image’ is
an image which is able to provide stereoscopic vision
without the use of 3D glasses. As described herein, a
’scene’ is the content of an image or picture, for example,
a scene might be a wideshot of downtown Los Angeles,
or a close-up view of multiple objects on a table. As de-
scribed herein, a ’leftmost view’ is an image, for example
captured by a camera, taken from the leftmost point of
view, looking at a scene. As described herein, a ’right-
most’ view is an image, for example captured by a cam-
era, taken from the rightmost point of view, looking at a
scene. As described herein, a ’disparity map’ is a group
of values associated with an image, which describes a
difference between values of two maps or images. For
example a disparity map might describe the difference
in position between a left view and a right view, the two
views constituting a stereo image. The disparity map
might have a value for each pixel, describing the apparent
motion for that pixel, between the left view image and the
right view image. The apparent motion may be described
as pixel intensity in the disparity map.
[0006] An autostereo display provides multiple views,
from a few to over 27 currently, but it is envisioned that
the number of views will eventually be as high as 60, and
possibly higher. The purpose of providing such a high
number of views is for multiple audience members to be
able to view a scene from different locations while receiv-
ing, at each location, a left and right eye view, both of
which are needed for stereo perception. Only two views
(a left eye and a right eye view) are needed at a specific
location, but a viewer (or a group of viewers) might be
positioned at different locations which are not necessarily
known in advance.
[0007] Additionally, providing multiple views enables a
single viewer to see incrementally new views of a scene
with even slight head movements. In such cases, a cer-
tain degree of parallax is provided as well, giving the au-
dience a "peer-around" effect as they shift their heads
horizontally. In the following disclosure of features and
examples, horizontal-only autostereo systems and meth-
ods are described. However, this is not intended as a
limitation as the person skilled in the art will be readily
able to apply similar systems and methods to the vertical
direction as well. As described herein, a view corre-
sponds to an image seen from a specific viewpoint. Sev-
eral representations are possible for multi-view imagery
suitable for autostereo display. This disclosure describes
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a representation for multi-view imagery suitable for auto-
stereo display.
[0008] When processing and transmitting multiple
views, some information of a scene may be occluded in
one view, but may be visible in one or more other views.
As a trivial example, by closing alternatively the right eye
and the left eye, a person will see some things in the field
of view of the left eye, which are not visible to the right
eye (assuming the person does not move). When encod-
ing a stream of images for transmission, it may be pos-
sible to simply include all possible views, however this
increases the amount of bandwidth required, and the
computational complexity of the processing, encoding,
transmitting and decoding steps required. An alternative
is to transmit one image which contains as much infor-
mation as possible (within the technical requirements of
the image processing hardware utilized), together with
metadata which makes it possible to derive different
views of the same scene, from the one transmitted image.
[0009] In other words, there are currently two major
approaches to autostereo representation and transmis-
sion. The first is to store as many images as there are
views required by the target display, and record and
transmit these as separate streams. Among other prob-
lems, this also tends to be a method that is difficult to
adapt to different hardware targets (e.g. displays). The
second approach is to record a single perspective (e.g.,
a single view image, or reference image) along with a
distance value for each pixel (e.g., a depth map, or how
far from the viewer each pixel is). Subsequently, view-
synthesis techniques can be used to generate the need-
ed image for each specific, different view, based on the
reference image and the depth map. For example, left
eye and right eye images may be derived, thereby ena-
bling stereoscopic vision.
[0010] Using the per-pixel depth (the depth map), it is
possible to predict the position of a pixel in closely related
views (e.g., mid right, and extreme right). The caveat to
this approach is that disoccluded regions in the image
(regions that were occluded in the reference view that
are revealed in the needed view) may occur in certain
viewpoints but may have no corresponding image data.
In this case such pixels would need to be filled. While
there are techniques for "filling-in" these regions, they
are generally most successful for disoccluded regions
that are of uniform color. Such techniques often do less
well for regions with gradient colors and texture. The most
difficult region to fill is that containing SKE (signal-known-
exactly) content, such as alphanumeric and other graph-
ical imagery, faces, and small known objects which may
be easily recognizable by a human viewer, but not by a
computerized filling method.
[0011] An alternative image processing method is
herein disclosed, which enables a more comprehensive
inclusion of data in the image which is used to predict
multiple views, thereby improving image quality, and lim-
iting artifacts in the final image. As described herein, such
autostereoscopic representation is referred to as auto-

stereoscopic tapestry representation (or, in short, tapes-
try or tapestry representation), because it covers most
of the points of interest in a scene, similarly to laying a
thin cloth over objects and recording their colors.
[0012] According to a first aspect of the disclosure, a
computer-based method for generating an autostereo
tapestry image is described, the method comprising: pro-
viding a leftmost view image of a scene; providing a right-
most view image of the scene; forming, by a computer,
a disparity map, wherein the disparity map comprises
distance information between the leftmost view image
and the rightmost view image; forming, by a computer,
an occlusion map, wherein the occlusion map comprises
information on pixels visible in the rightmost view image
but not visible in the leftmost view image; forming, by a
computer, an autostereo tapestry image by inserting in
the leftmost view image the pixels visible in the rightmost
view image but not visible in the leftmost view image;
forming, by a computer, a left-shift displacement map,
wherein the left-shift displacement map comprises dis-
tance information between the leftmost view image and
the autostereo tapestry image; and forming, by a com-
puter, a right-shift displacement map, wherein the right-
shift displacement map comprises distance information
between the rightmost view image and the autostereo
tapestry image.
[0013] According to a second aspect of the disclosure,
an encoding system is described, the system comprising:
a tapestry generator adapted to generate a tapestry im-
age, a left-displacement map and a right-displacement
map based on a disparity map, an occlusion map and a
plurality of views comprising at least a leftmost and a
rightmost input views; and an encoder adapted to encode
the tapestry image, the left-displacement map and the
right-displacement map into a bitstream.
[0014] According to a third aspect of the disclosure, a
decoding system is described, the system comprising: a
decoder adapted to decode a tapestry image, a left-shift
displacement map and a right-shift displacement map,
wherein the tapestry image, the left-shift displacement
map and the right-shift displacement map are based on
one or more input views; and a view generation unit
adapted to derive one or more output images of a scene
based on the tapestry image, the left-shift displacement
map and the right-shift displacement map.
[0015] In several embodiments of the disclosure, two
extreme views (e.g. far left and far right) are provided as
a bounding input, corresponding to the leftmost and right-
most eye position in the target device class. They are
bounding in the sense that all possible views which can
be derived will be contained within these far left and far
right. In other embodiments, a different choice of the ’ex-
treme’ views might be taken, which is substantially close
to the far left and far right.
[0016] For example, the target device class might be
a handheld device. A handheld device will have a leftmost
and rightmost eye position which are different from a liv-
ing room TV typical arrangement viewable from a couch,
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in turn different from a cinema display in a commercial
venue. Such leftmost and rightmost images are used as
input for the subsequent processing.
[0017] In other embodiments, the two extreme views
(e.g. far left and far right) are also provided as a bounding
input, however their choice is not limited to a specific
target device class, as the subsequent processing aims
at creating a tapestry image which can be decoded to
reconstruct left and right view images for different target
devices.
[0018] In several embodiments of the disclosure, using
techniques described herein, a tapestry representation
is derived that contains foreground and background pix-
els from both leftmost and rightmost views and a pair of
displacement maps that indicate how these pixels were
shifted relative to each of the two original leftmost and
rightmost views. This representation has similar advan-
tages to the representation, described above, using a
single image plus depth map, but in addition it often does
not have a need to fill disoccluded regions, as everything
that was seen from the two input views (leftmost and
rightmost) can be present in the combined tapestry out-
put. In some embodiments of the disclosure, the convey-
ance of the disoccluded regions is not perfect, and con-
sequently some disoccluded regions will not have asso-
ciated image information. However, even in such cases,
the amount of artifacts potentially present in the final im-
age is reduced.
[0019] Referring to FIG. 1, a left eye view (105) and a
right eye view (106) are provided. Two exemplary areas
are shown of occluded regions: area (110) is occluded
to the right eye, while area (107) is occluded to the left
eye. In several embodiments, the left eye view (105) and
right eye view (106) comprise the leftmost eye view and
rightmost eye view. The left eye view (105) and right eye
view (106) are the input images for the subsequent
processing. For example, with no loss of generality, the
two views may be acquired by two identical cameras hav-
ing only a horizontal offset between them. Different cam-
eras may be used, for example the cameras may have
either parallel optical axis, or convergent axis.
[0020] Depth information for the image pixels of one
of the two input images, (105) or (106), is acquired, for
example for the left eye view (105) in FIG. 1, thus obtain-
ing a depth map (115). Alternatively, a stereo corre-
spondence technique could be used to determine the
differences between the left eye view (105) and the right
eye view (106). The purpose of this step is to determine
which pixels from the left eye view (105) and the right
eye view (106) are common to the two input images (105)
and (106), as well as which pixels are present in the right
eye view image (106) but not in the left eye view image
(105). An image can then be created (120) which includes
both the pixels common to the views (105) and (106), as
well as the pixels from the right eye view (106) that are
not found in the left eye view image (105). Alternatively,
a different choice might be made, to use the right eye
view (106) as a basis, in which case pixels present in the

left eye view (105) but not in the right eye view (106)
would be inserted in the expanded image (120). Such
alternative approach could be used for any embodiment
of the disclosure.
[0021] Continuing with the example of FIG. 1, using
the left eye view (105) as a basis, the image (120) is
obtained, which includes information from both images
(105) and (106), and is therefore termed an expanded
image. This expanded tapestry image (120) contains the
occluded regions (125) of both views (105) and (106),
and may also contain an expanded area outline (128)
with occluded regions which extends beyond the stand-
ard image dimension of the input views (105) and (106).
The expanded image (120) may be optionally squeezed
horizontally to fit within the original image size of the input
views (105) and (106). This optional compression is
shown in the image (130). In the image (130) a more
heavily compressed region (131) is visible, correspond-
ing to the scanlines which contain a greater part of oc-
cluded regions. As known by those skilled in the art, a
scanline corresponds to a horizontal row in the image.
[0022] In some embodiments, a disparity map may
need to be calculated, such as with optically captured
scenes or other un-informed image input. In other imple-
mentations, a disparity map may be derived from avail-
able depth maps, such as from a computer rendering, or
from post-production algorithms, perhaps including hu-
man modifications.
[0023] FIG. 2 illustrates an embodiment of tapestry
construction with a block diagram. A left (205) and right
(206) image inputs are provided. These two images
(205,206) are analyzed through a stereo correspond-
ence algorithm (210). Several correspondence algo-
rithms known to the person skilled in the art could be
used. As mentioned above, an alternate embodiment is
to use an input depth map generated by other means,
instead of the correspondence algorithm (210). There-
fore, step (210) may comprise a correspondence algo-
rithm (210) or an alternative method based on a depth
map. After step (210), at least one image comprising a
disparity map and an occlusion map are obtained (215).
[0024] In the next step, the left (205) and right (206)
images, together with the disparity and occlusion maps
(215), are input a module which inserts occluded pixels
(220). In step (220), the occlusion map (215) is used to
guide the insertion of pixels from the right image (206)
into the left image (205). Alternatively, the occlusion map
(215) could be used to guide the insertion of pixels from
the left image (205) into the right image (206).
[0025] It may be advantageous to produce a consistent
scanline that minimizes depth discontinuities thus ensur-
ing efficient encoding of the final result. An optional "Hor-
izontal Squeeze" (225) stage reduces each scanline to
the original length of the input images (205,206) by any
number of resampling techniques such as nearest neigh-
bor or cubic spline. In this embodiment, the final outputs
are: the (optionally squeezed) tapestry image (230) and
two displacement maps (235,240), one for the left ex-
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treme image (235) and one for the right (240).
[0026] FIG. 3 illustrates an embodiment of a tapestry
generation process with an example scene. A tapestry
may be computed either in parallel or sequentially, as
the algorithm used is mostly scanline-independent,
therefore it can be executed in parallel. A left (305) and
right (306) extreme images are shown at the top of FIG.
3. The visual guidelines (307) make apparent the differ-
ent perspective of the leftmost (305) and rightmost (306)
images. A displacement (disparity) map (315) gives the
horizontal offsets needed in the pixels of the right image
(306) to get to their corresponding position in the left view
(305). The displacement map (315) may be computed
using a stereo matching algorithm or derived from a depth
map. Occluded regions (316) are shown in the map (315).
[0027] A map (318) of occluded pixels in the right view
(306) as seen from the left (305) may also be computed.
The occluded pixels are pixels of the rightmost view (306)
which cannot be seen (are occluded) from the leftmost
view (305) point of view. Alternatively, a similar process
would occur in reverse for the left view (305) as seen
from the right (306), but only one approach is needed for
a given implementation. In this example, pixels from the
rightmost view (306) are inserted into the leftmost (305)
to form a tapestry, so the occlusion map (318) is used to
indicate which pixels to insert.
[0028] The completed tapestry image (326) is shown
in FIG. 3 with the pixel insertions determined in the pre-
vious steps (315, 318). Such pixel insertions can cause
data to overflow the right-hand margin (327). The more
occluded areas there are, the further the scanline will
expand to the side (327). The expanded tapestry image
(326), containing the disoccluded views can then be
stored or transmitted. The disoccluded views comprise
information that is absent in either the leftmost (305) or
rightmost (306) views, but is included in the tapestry im-
age (326). In some applications, it may be desired to
keep the image format dimensions of image (326) the
same as the input dimensions of views (305) and (306)
(e.g., 1920 x 1080 for an HD image format).
[0029] The left-shift displacement map (335) records
the pixel offsets needed in the transformation from the
tapestry image (326) to the leftmost view image (305).
In one embodiment, the offsets may be encoded as in-
tensity in image (335). It can be noted that each scanline
expands independently of the other scanlines. Image
(340) records the offsets needed in the transformation
from the tapestry image (326) to the rightmost view image
(306). Image (340) may be obtained from the disparity
map (315) plus information on the pixel shifts inserted in
the tapestry image (326).
[0030] In a last step, all three maps (326, 335, 340)
may be compressed back to the original image size of
images (305,306), as shown in image (350). Compres-
sion will also modify the displacement values as com-
pressed pixels are also displaced. Alternatively, the pix-
els overflowing the original image size, such as the pixels
in (327), may be encoded as a sidechannel.

[0031] The embodiment of FIG. 3 describes how to en-
code a tapestry image, with metadata which permits re-
constructing the original views (305,306). The images
(326, 335, 340), or alternatively, image (350) plus a
sidechannel describing the overflowing pixels, may be
transmitted to a desired hardware. The hardware then
decodes the received information and reconstructs views
(305,306) from (for example) images (326, 335, 340).
[0032] FIG. 4 illustrates an example embodiment of a
reconstruction algorithm, using the left (335) and right
(340) displacement maps of FIG. 3. Referring to FIG. 3,
thanks to the additional information about occluded re-
gions included in a tapestry image, such as image (327)
or (350), it may be possible to render any desired view
between the left (305) and right (306) extreme input views
(305,306) with a minimum of pixel infilling required. Since
pixel infilling may introduce artifacts, this is a desirable
outcome. The cases that require filling-in occur when an
occluded region is occluded to both the left (305) and
right (306) bounding viewpoints (305,306). These types
of occlusions may often be caused by cavity structures,
and the narrower cavities have more mutual occlusions,
common to both left (305) and right (306) viewpoints. An
example would be looking into the barrel of a gun. How-
ever, the narrower cavities often have a relatively low
amount of pixels in their regions. Also, cavities tend to
be shadowed regions, so the problems due to needed
infilling are vastly reduced as compared to the disocclud-
ed regions corresponding to the open sides of objects,
which normally will have more details and structure.
[0033] In FIG.4, the left-shift displacement map (405)
and the right-shift displacement map (410) are used with
tapestry image (415) by the reconstruction algorithm
(420). Any intermediate horizontal viewpoint between the
leftmost (425) and rightmost (445) viewpoints can be cal-
culated. In FIG. 4, some examples are shown, such as
mid left (430), middle (435), and mid right (440).
[0034] FIG. 5 illustrates in details an embodiment of
the reconstruction algorithm (420) of FIG. 4. Referring to
FIG. 5, an overview of the reconstruction process is
shown. An autostereo tapestry image (505) is provided
together with left (510) and right (515) displacement
maps. A parameter F (520) may be provided, for example
by the overall display system, such as a fixed viewpoint
index (in the lenticular screen AS3D approach), or a var-
iable viewpoint index (in the head tracking approach).
The F parameter (520) may indicate the desired position
between the left and right views. In an autostereo display,
multiple calls would render the required views specific to
that device. Scanlines are then generated independently,
and may in fact be computed in parallel, since there is
no interaction between them. The person skilled in the
art will understand the advantage of the reconstruction
algorithm of FIG. 5, as it is adaptable to various displays
and technologies and can render any viewpoint request-
ed through the parameter F (520).
[0035] In the example embodiment of FIG. 5, the re-
construction algorithm may be initialized by starting at
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scanline y = 0 (525). The y variable may refer to the ver-
tical direction, in which case y = 0 corresponds to the
bottom row of an image. The rendering process (530)
may then proceed through a counter (535) and a ’task
complete’ check (540). Each scanline, for a provided F
factor (520), is rendered (545), until the whole image is
rendered and the task is complete (550).
[0036] Referring now to FIG. 6, an exemplary embod-
iment of the scanline rendering algorithm (530) of the
reconstruction algorithm of FIG. 5 is shown in detail. In
FIG. 6, a right displacement scanline (605) and a left
displacement scanline (610) are provided, together with
a tapestry scanline (615). These three images
(605,610,615) may correspond, for example, to images
(405,410,415) of FIG. 4.
[0037] Referring to FIG. 6, an exemplary scanline re-
construction process may begin by clearing three output
buffers to illegal values (620). For example, in the case
of the displacement scanline and the source x position
scanline, we may use a value of -1. The x variable may
refer to the horizontal direction, in which case x = 0 cor-
responds to the left side vertical edge of an image (and
of a scanline). The intermediate color scanline may typ-
ically be cleared to all black. For each source scanline
position x, the algorithm generates a destination position
xF (625) from the target view position F and the corre-
sponding input displacements dL(x) and dR(x). The des-
tination position xF (625) may be calculated according to
equation: 

[0038] If, in step (630), the destination position xF (625)
is outside the boundaries of the destination image, the
algorithm skips it and moves to the next source position
(635), also checking whether the end of the scanline has
been reached (640).
[0039] If destination position xF (625) is inside the
boundaries of the destination image, the algorithm con-
siders the stereo disparity d = dL(x) - dR(x) (645) to de-
termine whether the source pixel which is being relocated
is now in front of any previous pixel already present at
position xF. If the new pixel has a larger disparity than
the previous pixel (650), then the previous pixel is re-
placed and the disparity d, source x position, and inter-
mediate color pixels at position xF (which all constitute
an autostereo tapestry information) are all replaced with
the corresponding new values (655). In fact, a larger dis-
parity map implies a pixel is in front of a pixel with a smaller
disparity map. In a few destination pixels, there may be
no source information, and so a final step may be a scan-
line filling algorithm (660).
[0040] FIG. 7 diagrams an example embodiment of a
scanline filling algorithm. The algorithm of FIG. 7 may
correspond to step (660) of FIG. 6, although other algo-

rithms may be used. The algorithm of FIG. 7 works well
in most cases but may also be replaced by more sophis-
ticated algorithms known to the person skilled in the art.
Step (710) in FIG. 7 corresponds to (670) of FIG. 6. Step
(715) in FIG. 7 corresponds to (675) of FIG. 6. Step (716)
in FIG. 7 corresponds to (680) of FIG. 6. Step (750) in
FIG. 7 corresponds to (685) of FIG. 6.
[0041] Referring to FIG. 7, the algorithm begins by in-
itializing the destination scanline (705) to be the same
as the intermediate scanline (680) generated in the re-
construction method of FIG. 6. Referring to FIG. 7, the
algorithm analyzes the disparity d (710) and source x
position (715) inputs at each output position xF to identify
pixels to fill. This analysis is done in step (720).
[0042] In (720) the algorithm determines if a pixel has
no source x (for example, if a pixel has a previously de-
termined illegal value of -1), or if the pixel has neighbors
on either side that are significantly closer to the viewer
(e.g., the neighbor pixels have larger disparity values). If
either of the two conditions in (720) is true, then the al-
gorithm determines that the pixel in the position under
consideration needs to be filled. To fill a pixel, an example
method is to interpolate (725) the color values of the iden-
tified closer neighboring pixels to the left and right of the
pixel currently under consideration for filling. A scanline
is then obtained (750), which corresponds to (685) of
FIG. 6.
[0043] In some applications, it may happen that ele-
ments or objects in the source scene are occluded from
the field of view of both the leftmost and rightmost camera
views while those objects are still visible from views in-
between the two camera views. Therefore, in some em-
bodiments additional cameras are added for capturing a
scene, additional to the two initial cameras creating the
leftmost and rightmost viewpoints. For example, a cam-
era in the middle may be added, to provide a mid view-
point. These cameras can provide additional information
to fill-in areas with information that would be otherwise
occluded. This additional information can be encoded
into the tapestry images as described in different embod-
iments of the disclosure, by computing the appropriate
displacements to the leftmost and rightmost views. Po-
tentially, this additional information may make a tapestry
scanline longer, that is extending even further outside
the dimensions of the initially captured images. In one
embodiment, the additional cameras can be of the same
type as the two main ones. In another embodiment, the
additional cameras may be of a lower image quality and
may be used to ’hint’ at the occluded areas in the tapestry.
In other words, the occluded areas would comprise real
information from the original scene, but with a lower qual-
ity than the rest of the image. In yet other embodiments,
it may be possible to use plenoptic or light field cameras.
[0044] Referring now to FIG. 3, specifically to images
(326, 335, 340), the broadcasted tapestry encoded 2D
image, such as image (326) or (350), may appear dis-
torted when shown on a display device without a tapestry
decoder. Therefore, for backward compatibility and to
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alleviate the level of distortion, it may be possible to align
the individual independent scanlines at several vertically
related nodal points. This procedure would probably not
completely eliminate any distortion due to the tapestry
encoding, however it might increase the perceptual ver-
tical coherence of the 2D tapestry image (e.g., by reduc-
ing jagged or comb-like scanline structures).
[0045] In one embodiment, instead of compressing
(normalizing) all scanlines to the same length in a linear
fashion, it may be possible to identify major vertical fea-
tures in one of the source images. This could, for exam-
ple, be implemented with a lowpass filter followed by an
edge detector. After the filtering and edge detecting
steps, a certain (small) number of local maxima may be
selected. Subsequently to this selection, instead of nor-
malizing the tapestry scanline between the first and last
pixel of the scanline, subsections of the scanline defined
by the local maxima could be used as edges for the nor-
malization of the subsection. Although this method would
likely improve the rendering of the encoded image on 2D
displays, scanline segments containing many occluded
pixels will be compressed horizontally in a heavier way
than areas with less occluded pixels.
[0046] FIG. 8 illustrates an exemplary embodiment of
an encoder unit. A tapestry generator (825) is adapted
to generate a tapestry image set (830, 835, 840) accord-
ing to the methods described in the disclosure. By using
the left- and right-most view images (805,810) as well as
a disparity map (815) and an occlusion map (820), the
tapestry generator (825) generates a tapestry image
(830), left- (835) and right (840) displacement maps. Op-
tionally, the encoded images can be compressed (845).
Different methods for encoding and compression are
known in the art.
[0047] FIG. 9 illustrates an exemplary embodiment of
a decoder unit. The compressed source (e.g. from 845)
is decompressed (902) to a tapestry image (905), a left-
displacement map (910) and a right-displacement map
(915). Using the tapestry image (905), the left-displace-
ment map (910) and the right-displacement map (915),
the required views are then reconstructed by a decoder
and view generator unit (920). Once a view is generated
in (920), it can be sent to an output device (925) such as
a display together with any other views generated in
(920), either in sequence or in parallel.
[0048] FIG. 10 is an exemplary embodiment of a target
hardware (10) (e.g. a computer system) for implementing
the embodiment of FIG. 4 and 5. This target hardware
comprises a processor (15), a memory bank (20), a local
interface bus (35) and one or more Input/Output devices
(40). The processor may execute one or more instruc-
tions related to the implementation of FIG. 4 and 5, and
as provided by the Operating System (25) based on some
executable program stored in the memory (20). These
instructions are carried to the processors (20) via the
local interface (35) and as dictated by some data interface
protocol specific to the local interface and the processor
(15). It should be noted that the local interface (35) is a

symbolic representation of several elements such as
controllers, buffers (caches), drivers, repeaters and re-
ceivers that are generally directed at providing address,
control, and/or data connections between multiple ele-
ments of a processor based system. In some embodi-
ments the processor (15) may be fitted with some local
memory (cache) where it can store some of the instruc-
tions to be performed for some added execution speed.
Execution of the instructions by the processor may re-
quire usage of some input/output device (40), such as
inputting data from a file stored on a hard disk, inputting
commands from a keyboard, outputting data to a display,
or outputting data to a USB flash drive. In some embod-
iments, the operating system (25) facilitates these tasks
by being the central element to gathering the various data
and instructions required for the execution of the program
and provide these to the microprocessor. In some em-
bodiments the operating system may not exist, and all
the tasks are under direct control of the processor (15),
although the basic architecture of the target hardware
device (10) will remain the same as depicted in FIG. 10.
In some embodiments a plurality of processors may be
used in a parallel configuration for added execution
speed. In such a case, the executable program may be
specifically tailored to a parallel execution. Also, in some
embodiments the processor (15) may execute part of the
implementation of FIG. 4 and 5, and some other part may
be implemented using dedicated hardware/firmware
placed at an Input/Output location accessible by the tar-
get hardware (10) via local interface (35). The target hard-
ware (10) may include a plurality of executable program
(30), wherein each may run independently or in combi-
nation with one another.
[0049] The examples set forth above are provided to
those of ordinary skill in the art a complete disclosure
and description of how to make and use the embodiments
of the gamut mapping of the disclosure, and are not in-
tended to limit the scope of what the inventor/inventors
regard as their disclosure.
[0050] Modifications of the above-described modes for
carrying out the methods and systems herein disclosed
that are obvious to persons of skill in the art are intended
to be within the scope of the following claims. All patents
and publications mentioned in the specification are indic-
ative of the levels of skill of those skilled in the art to which
the disclosure pertains. All references cited in this dis-
closure are incorporated by reference to the same extent
as if each reference had been incorporated by reference
in its entirety individually.
[0051] It is to be understood that the disclosure is not
limited to particular methods or systems, which can, of
course, vary. It is also to be understood that the termi-
nology used herein is for the purpose of describing par-
ticular embodiments only, and is not intended to be lim-
iting. As used in this specification and the appended
claims, the singular forms "a," "an," and "the" include plu-
ral referents unless the content clearly dictates other-
wise. The term "plurality" includes two or more referents
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unless the content clearly dictates otherwise. Unless de-
fined otherwise, all technical and scientific terms used
herein have the same meaning as commonly understood
by one of ordinary skill in the art to which the disclosure
pertains.
[0052] The methods and systems described in the
present disclosure may be implemented in hardware,
software, firmware or any combination thereof. Features
described as blocks, modules or components may be
implemented together (e.g., in a logic device such as an
integrated logic device) or separately (e.g., as separate
connected logic devices). The software portion of the
methods of the present disclosure may comprise a com-
puter-readable medium which comprises instructions
that, when executed, perform, at least in part, the de-
scribed methods. The computer-readable medium may
comprise, for example, a random access memory (RAM)
and/or a read-only memory (ROM). The instructions may
be executed by a processor (e.g., a digital signal proc-
essor (DSP), an application specific integrated circuit
(ASIC), or a field programmable logic array (FPGA)).
[0053] A number of embodiments of the disclosure
have been described. Nevertheless, it will be understood
that various modifications may be made without depart-
ing from the spirit and scope of the present disclosure.
Accordingly, other embodiments are within the scope of
the following claims.

Claims

1. A computer-based method for generating an auto-
stereo tapestry image, the method comprising:

providing a leftmost view image of a scene;
providing a rightmost view image of the scene;
forming, by a computer, a disparity map, wherein
the disparity map comprises distance informa-
tion between the leftmost view image and the
rightmost view image;
forming, by a computer, an occlusion map,
wherein the occlusion map comprises informa-
tion on pixels visible in the rightmost view image
but not visible in the leftmost view image;
forming, by a computer, an autostereo tapestry
image by inserting in the leftmost view image
the pixels visible in the rightmost view image but
not visible in the leftmost view image;
forming, by a computer, a left-shift displacement
map, wherein the left-shift displacement map
comprises distance information between the
leftmost view image and the autostereo tapestry
image; and
forming, by a computer, a right-shift displace-
ment map, wherein the right-shift displacement
map comprises distance information between
the rightmost view image and the autostereo
tapestry image.

2. The method of claim 1, further comprising compress-
ing, by a computer, the autostereo tapestry image,
the left-shift displacement map and the right-shift dis-
placement map to a same resolution of the leftmost
view image of a scene.

3. A computer-based method for generating at least
two views of a scene from a tapestry image, each of
the at least two views being associated with one de-
sired viewpoint of the scene, the method comprising:

providing an autostereo tapestry image;
providing a left-shift displacement map;
providing a right-shift displacement map;
providing a display parameter F, wherein the dis-
play parameter F determines a target view po-
sition between a leftmost view position and a
rightmost view position; and rendering, by a
computer, the target view position.

4. The method of claim 3, wherein the rendering com-
prises:

setting a scanline counter to zero;
rendering, by a computer, a scanline of a target
view position;
incrementing the scanline counter by one; and
iterating, by a computer, the rendering and in-
crementing steps until the scanline counter
reaches a desired value.

5. The method of claim 3 or claim 4, wherein the ren-
dering step is carried out by serial or parallel com-
putation.

6. The method of any one of claims 3 to 5, wherein the
rendering step comprises:

a) providing a position coordinate x within a first
scanline for a first pixel of an autostereo image;
b) providing autostereo tapestry image informa-
tion for the first pixel;
c) providing a left input displacement dL(x) for
the first pixel;
d) providing a right input displacement dR(x) for
the first pixel;
e) calculating, by a computer, a stereo disparity
value d1 for the first pixel, wherein the stereo
disparity value is calculated with the equation d1
= dL(x) - dR(x);
f) generating, by a computer, within a second
scanline a position xF for a second pixel, follow-
ing the equation xF = x + (1-F) dL(x) + F dR(x);
g) providing a stereo disparity value d2 for the
second pixel;
h) comparing, by a computer, the stereo dispar-
ity value for the first and second pixels;
i) setting the autostereo tapestry image informa-
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tion for the second pixel equal to that of the first
pixel if the stereo disparity value of the first pixel
is greater than the stereo disparity value of the
second pixel; and
j) iterating, by a computer, steps a) to i).

7. The method of claim 6, wherein the autostereo tap-
estry image information comprises luminance and/or
color information.

8. The method of claim 6 or claim 7, further comprising:

determining, by a computer, at least one pixel
with no associated autostereo tapestry image
information;
interpolating, by a computer, the autostereo tap-
estry image information of pixels adjacent to the
at least one pixel; and
assigning, by a computer, to the at least one
pixel the interpolated autostereo tapestry image
information.

9. The method of any one of the preceding claims,
wherein the left and right directions are reversed with
each other, and/or wherein the tapestry images are
frames of a video.

10. A non-transitory computer-readable storage medi-
um containing instructions to execute, when run on
a computer, the method of any one of the preceding
claims, the storage medium having stored thereon
tapestry information associated with a scene, where-
in the tapestry information is suitable for deriving one
or more desired views of the scene, the tapestry in-
formation comprising:

an autostereo tapestry image, wherein the auto-
stereo tapestry image comprises a first plurality
of pixels comprising information from a plurality
of views associated with the scene;
a left displacement map, wherein the left dis-
placement map comprises a second plurality of
pixels comprising information from a first group
of pixel offsets needed for transforming between
the autostereo tapestry image and a leftmost
view image;
a right displacement map, wherein the right dis-
placement map comprises a third plurality of pix-
els comprising information from a second group
of pixel offsets needed for transforming between
the autostereo tapestry image and a rightmost
view image.

11. The non-transitory computer-readable storage me-
dium according to claim 10, wherein the information
associated with the first plurality of pixels of the auto-
stereo tapestry image comprises 3-D world coordi-
nates of each pixel in the autostereo tapestry image,

and/or
wherein the information associated with the first plu-
rality of pixels of the autostereo tapestry image com-
prise depth data for each pixel in the autostereo tap-
estry image, and/or
wherein the information associated with the first plu-
rality of pixels of the autostereo tapestry image fur-
ther comprise horizontal disparity data and/or verti-
cal disparity data for each pixel in the autostereo
tapestry image.

12. An encoding system, the system comprising:

a tapestry generator adapted to generate a tap-
estry image, a left-displacement map and a
right-displacement map based on a disparity
map, an occlusion map and a plurality of views
comprising at least a leftmost and a rightmost
input views; and
an encoder adapted to encode the tapestry im-
age, the left-displacement map and the right-
displacement map into a bitstream.

13. The system of claim 12, further adapted to compress
the tapestry image, the disparity map and the occlu-
sion map to the same dimensions of the leftmost
input view.

14. A decoding system, the system comprising:

a decoder adapted to decode a tapestry image,
a left-shift displacement map and a right-shift
displacement map, wherein the tapestry image,
the left-shift displacement map and the right-
shift displacement map are based on one or
more input views; and
a view generation unit adapted to derive one or
more output images of a scene based on the
tapestry image, the left-shift displacement map
and the right-shift displacement map.

15. The decoding system of claim 14, wherein the left
and right directions are reversed with each other,
and/or wherein the tapestry images are frames of a
video.
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